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Preface
In cellular networks, it is estimated that 2

3 of calls and over 90% of data services occur
indoors. However, some surveys show that many households and businesses experience
a poor indoor coverage problem. It has been identified that poor coverage is the main
reason for churn, which is very costly for operators in saturated markets. How to provide
good indoor coverage cost effectively is thus a demanding challenge for operators.

The recent development of femtocells provides a fresh opportunity for operators to
address the poor indoor coverage problem. Femtocells represent a more cost-effective
solution than do other indoor solutions such as DAS (Distributed Antenna Systems) and
picocells in indoor scenarios such as home and SOHO (Small Office and Home Office).
Many operators such as Vodafone and AT&T have expressed a strong interest in femtocells
and announced commercial launches of femtocells within their mobile networks, starting
in the second half of 2009.

The deployment of a large number of femtocells (in particular, spectrum-efficient co-
channel deployment) will have an impact on the macrocell layer. This impact and the
performance of both macrocell and femtocell layers have to be fully evaluated before
large-scale deployment. The evaluation can be done either through trials or simulation-
based approaches. There is currently a lack of documentation that provides a comprehen-
sive and organized explanation for the challenging issues arising from the deployment
of femtocells in an existing macrocell network. We therefore believe that there is an
urgent need for a book that covers femtocell technologies (such as femtocell architecture
and air interface technologies) and the issues arising from femtocell deployment (such as
interference modelling and mitigation, self-optimization, mobility management, etc.).

In recent years, CWiND has been funded by the EPSRC (Engineering and Physical
Science Research Council) and the European Commission to research femtocells and
indoor radio network design. These projects equipped us with a good understanding of
femtocell technologies and the challenging issues arising from deployment of femtocells.
It is also fortunate that CWiND could dedicate a large amount of human resources from
February to June 2009 to the writing of this very much needed book.

In this book, the method used to study femtocell deployment is computer-aided simu-
lation rather than trial based. This method is more convenient and more cost effective.

The book is written in a tutorial style. We believe that it suits a wide range of readers,
e.g., RF engineers from operators, R&D engineers from telecom vendors, academics
and researchers from universities, consultants for wireless networks and employees from
regulatory bodies.



xviii Preface

This book is organized as follows:
In Chapter 1 (Introduction), an introduction to femtocell concepts and the book is

given. The advantages and disadvantages of using femtocells, the standardization and
business models are also briefly touched on.

In Chapter 2 (Indoor Coverage Techniques), an overview of the different indoor
coverage techniques is given. As femtocell is mainly used for indoors, we think a brief
introduction to other indoor coverage techniques might be useful for readers. In this
chapter, the evolution from macrocell to femtocell is presented and the different methods
are compared. Advantages and drawbacks of the different techniques, like Distributed
Antenna System (DAS), repeaters, and picocells are also given and the main challenges
related to femtocells are introduced. It needs to be pointed out that femtocells can also
be used outdoors, provided that backhaul connections are available or can be easily
established.

In Chapter 3 (Access Network Architecture), the evolution of femtocell architecture
from 3GPP Release 8 and different options to ensure the connectivity of the femtocell
to the core network are described. Functional split between HNB and HNB-GW, new
interfaces such as Iuh are also described. Security aspects are also touched on.

In Chapter 4 (Air Interface Technologies), different air interface technologies for
femtocells are presented. In particular, femtocell specific features in the discussed air
interfaces are described. The technologies covered in this chapter include Global Sys-
tem for Mobile communication (GSM), Universal Mobile Telecommunication System
(UMTS), High Speed Packet Access (HSPA), Wireless Interoperability for Microwave
Access (WiMAX) and Long Term Evolution (LTE).

In Chapter 5 (System-Level Simulation for Femtocell Scenarios), the methodology
of how to simulate femtocells is detailed. The development of a femtocell simulation
tool is presented, from the radio coverage level, to the system level. Simulation meth-
ods, including both static and dynamic approaches, are illustrated with some femtocell
deployment examples. Coverage and capacity analysis is given for the given scenarios of
a hybrid femtocell/macrocell WiMAX network.

In Chapter 6 (Interference in the Presence of Femtocells), interference between fem-
tocell and macrocell (so-called cross-layer interference), as well as between neighbouring
femtocells (so-called co-layer interference) are analysed for both CDMA and OFDMA
based femto/macro networks. The performance of a UMTS macrocell network in the pres-
ence of femtocells is also given. Moreover, some interference cancellation and avoidance
techniques are also presented in this chapter.

In Chapter 7 (Mobility Management), issues related to mobility management such
as cell selection/reselection and handovers in two-tier femto/macro networks for various
access methods (CSG, open access and hybrid access) are discussed in detail. Mobility
management is a major issue and presents a big challenge for hybrid femto/macro network.

In Chapter 8 (Self-Organization), issues related to femtocell self-organization are
presented. Self-organization includes self-configuration, self-optimisation and self-healing.
With self-conguration, the initial femtocell parameters are automatically selected (such as
PCI, neighbouring list, channel and power). Self-optimization kicks in when FAPs are
operational and optimize the FAP parameters taking into account the fluctuations of the
channel and resources available. In order to achieve self-organisation, FAPs should know
their radio environments; hence, radio channel sensing techniques such as those using
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message exchange and measurement report are also described in this chapter. Femtocells
are plug-and-play devices, self-organization capability is key to the successful deployment
of femtocells.

In Chapter 9 (Further Femtocell Issues), some other important challenges that have
to be solved are presented, these include ensuring the timing accuracy, the security and the
identification of location of the femtocell devices. In addition, access methods, femtocell
applications and health issues are also discussed in this chapter.

No book is perfect and this one is no exception. In order to provide a remedy to
this fact, we will present further materials related to this book at the following website:
www.deployfemtocell.com. We also plan to create a discussion board at this site, so that
the interactions between the authors and readers and between readers themselves can be
facilitated. Finally, we hope that you will like this book and give us feedback so that we
can improve the book for the next edition.
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HSDPA High Speed Downlink Packet Access
HSDSCH High-Speed DSCH
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HSUPA High Speed Uplink Packet Access
HUA Home User Agent
IC Interference Cancellation
ICI Intercarrier Interference
ICNIRP International Commission on Non-Ionizing Radiation Protection
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IETF Internet Engineering Task Force
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IKE Internet Key Exchange
IKEv2 Internet Key Exchange version 2
IMEI International Mobile Equipment Identity
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Introduction

Jie Zhang, Guillaume de la Roche and Enjie Liu

1.1 The Indoor Coverage Challenge

In cellular networks, it is estimated that 2/3 of calls and over 90% of data services occur
indoors. Hence, it is extremely important for cellular operators to provide good indoor
coverage for not only voice but also video and high speed data services, which are becom-
ing increasingly important. However, some surveys show that 45% of households and 30%
of businesses [1] experience poor indoor coverage problem. Good indoor coverage and
service quality will generate more revenues for operators, enhance subscriber loyalty and
reduce churn. On the other hand, poor indoor coverage will do exactly the opposite.
Hence, how to provide good indoor coverage, in particular, for high speed data services,
is a big challenge for operators.

A typical approach to providing indoor coverage is to use outdoor macrocells. This
approach has a number of drawbacks:

• It is very expensive to provide indoor coverage using an ‘outside in’ approach. For
example, in UMTS, an indoor user will require higher power drain from the base
station in order to overcome high penetration loss. This will result in less power to be
used by other users and lead to reduced cell throughput. This is because the power used
by indoor users is not efficient in terms of generating capacity and in UMTS capacity
is linked to power. Hence, the cost per Mb of using ‘outside in’ approach will become
higher and more expensive than using indoor solutions.

• A high capacity network needs a lot of outdoor base station sites, the acquisition of
which has become very challenging in densely populated areas.

• It is less likely that a high capacity network using such an approach will be built, due
to the interference and higher power drain from base stations to serve indoor users
from outdoor macrocells, etc.

Femtocells: Technologies and Deployment Jie Zhang and Guillaume de la Roche
 2010 John Wiley & Sons, Ltd
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• As the cell sites become denser, the network planning and optimization becomes a
big challenge in such networks. For example, in GSM/GPRS/EDGE networks, the fre-
quency planning and in CDMA based networks, the planning of soft handover regions,
etc.

• 3G and beyond networks will normally work at 2 GHz or above, the building penetration
is a challenge for networks operating above 2 GHz.

• The network performance (e.g., throughput) indoors can not be guaranteed, in particular,
in the side not facing the macrocell sites. In order to achieve higher data rates, higher
modulation and coding schemes are needed. The higher modulation and coding schemes
in HSDPA, WiMAX and LTE require better channel conditions, which can only be met
near those windows facing macrocell sites.

Hence, indoor solutions such as DAS (Distributed Antenna Systems) and picocells become
an attractive and viable business proposition in hotspots such as large business centres,
office buildings and shopping malls. These indoor systems are deployed by operators. The
indoor solutions will improve in-building coverage, offload traffic from outdoor macro-
cells, enhance service quality and facilitate high data rate services due to the improved
performance of radio links. With indoor solutions, in UMTS, the orthogonality can be
improved, which will result in high throughput. In HSPA/LTE or WiMAX, the better
channel conditions will enable high modulation and coding scheme to be used and thus
deliver richer services that further drive demand.

Even though the above mentioned indoor solutions are more cost effective than using
outdoor macrocells to provide indoor coverage for voice and high speed data services,
such solutions are still too expensive to be used in some scenarios such as SOHO (Small
Office and Home Office) and home users (for personal communications and entertaining,
etc.). The scale of SOHO and home use normally does not represent a viable business
proposition for operators. Recently, the development of femtocells provides a good oppor-
tunity for low cost indoor solutions for such scenarios. Unlike picocells, femtocells are
deployed by users.

1.2 Concepts of Femtocells

1.2.1 What is a Femtocell?

Femtocells, also known as ‘home base station’, are cellular network access points that
connect standard mobile devices to a mobile operator’s network using residential DSL,
cable broadband connections, optical fibres or wireless last-mile technologies.

1.2.2 A Brief History

The concept of ‘home base station’ was first studied by Bell Labs of Alcatel-Lucent
in 1999. In 2002, Motorola announced the first 3G-based home base station product.
However, it was not until 2005 that the ‘home base station’ concept started to gain a
wider acceptance. In 2006, ‘femtocell’ as a term was coined. In February 2007, a number
of companies demonstrated femtocells at the 3GSM World Congress (Barcelona), with
operators announcing trials. In July 2007, the Femto Forum [2] was founded to promote
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femtocell standardization and deployment worldwide. As of December 2008, the forum
includes over 100 telecom hardware and software vendors, mobile operators, content
providers and start-ups. In 2008. Home NodeB (HNB) and Home eNodeB (HeNB) were
first introduced in 3rd Generation Partnership Project (3GPP) Release 8 , signalling that it
had become a mainstream wireless access technology. Large scale femtocell deployment
is expected in 2010. It is likely that the roll-out of Long Term Evolution (LTE) networks
will include both outdoor macrocells and indoor femtocells from the early stage of network
deployment. Femtocells are also very promising for enterprise applications.

1.2.3 What is Included in a Femtocell Access Point?

The femtocell unit incorporates the functionality of a typical base station (Node-B in
UMTS). A femtocell unit looks like a WiFi access point, see Figure 1.1. However, it also
contains RNC (Radio Network Controller; in the case of GSM, BSC) and all the core
network elements. Thus, it does not require a cellular core network, requiring only a data
connection to the DSL or cable to the Internet, through which it is then connected to the
mobile operator’s core network, see Figure 1.1. In this book, we use femtocell access point
(FAP) to stand for the femtocell unit that contains base station and core network function-
alities, and use femtocell to refer to the service area covered by the FAP. A FAP looks
like a WiFi access point (WAP). However, inside, they are fundamentally different. WAP
implements WiFi technologies such as IEEE 802.11b, 802.11g, and 802.11n. FAP imple-
ments cellular technologies such as GSM/GPRS/EDGE, UMTS/HSPA/LTE and mobile
WiMAX (IEEE 802.16e). A comprehensive comparison of WiFi and cellular technologies
is beyond the scope of this chapter.

1.2.4 FAP Technologies

The technologies behind femtocell are cellular technologies. As the key driver of femtocell
is the demand for higher and higher data rates indoors, UMTS/HSPA FAPs are the current
main focus. However, FAPs can also be based on GSM/GPRS/EDGE. 2G/3G based
femtocells have been developed by various vendors. The development of WiMAX and
LTE based femtocells is also under way.

Internet Core Network

macrocell

femtofemtofemto

Figure 1.1 Typical femtocell and macrocell scenario
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1.2.5 FAP Deployment

Unlike picocells, FAPs are self-deployed by users rather than operators. They should be
regarded as consumer electronics. In order to generate minimum interference to outdoor
macrocells and neighboring femtocells, a FAP must be able to configure itself automat-
ically. Automatic configuration of FAP can be divided into a sensing phase, in which
radio environment will be assessed, and an auto-tuning phase, in which FAP parameters
(e.g., downlink Tx power and sub-channel allocation, etc.) will be automatically config-
ured. Automatic configuration of FAP is key to the successful deployment of femtocells.
Before FAPs can actually be self-deployed by users, operators must test typical femtocell
deployment scenarios by trials and/or simulation. The main purpose of the simulation
and trials is to find out the impact of femtocell deployment on the macrocell layer. In
addition, how femtocells will affect each other, as well as the performance of both femto-
and macro-cell layers will also need to be investigated. A femtocell deployment tool
that incorporates system level simulation for various RATs (Radio Access Technologies),
accurate radio propagation models (e.g., using 3D ray tracing or FDTD), 3D modelling
and visualisation of building structure (for example, to read from AutoCAD .dxf file to
generate 3D viewer of building floor structures) and optimization engine will be highly
desirable for this purpose because compared with trials, it is much cheaper and convenient.
CWiND’s industrial partner Ranplan Wireless Network Design Ltd (www.ranplan.co.uk)
is developing such a tool and will be ready for commercial offering at the beginning of
2010.

1.2.6 FAP Classification

According to their capacity, FAP can be classified into two categories, namely home FAP,
which can support 3–5 simultaneous users, and enterprise FAP, which can support 8–16
users. The key drive of FAP is to provide high data rate services for the residential sector.
There is a low probability that all the subscribers will simultaneously use the femtocell,
which is why home femtocells supporting more than five simultaneous users would be
too useless compared with the real demand. In addition, this is also restricted by the
bandwidth limitation of the uplink ADSL. According to the cellular technologies used,
FAP can be classified into UMTS FAP, GSM FAP, WiMAX FAP, and so on. There is a
trend to combine different air interfaces into one FAP.

1.3 Why is Femtocell Important?

A large deployment of femtocells is expected in 2012 [3] (see Figure 1.2 and Figure
1.3), but why is this small thing important? Femtocell is very important for the following
reasons:

• It can provide indoor coverage for places where macrocells cannot.
• It can offload traffic from the macrocell layer and improve macrocell capacity (in the

case of using macrocells to provide indoor coverage, more power from the base station
will be needed to compensate for high penetration loss, resulting in a decrease in
macrocell capacity).
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Figure 1.2 Global femto base station infrastructure equipment market forecast (Data from
www.wirelessweek.com)

• Assume that good isolation (hence, the signal leakage from indoor to outdoor will be
small) can be achieved, the addition of a femtocell layer will significantly improve the
total network capacity by reusing radio spectrum indoors.

• There is a growing demand for higher and higher data rates. Due to the high penetration
loss, high data rate services can not be provided to indoors apart from those areas near
windows that are facing a macrocell site. This is because high data rate requires high
performance RF links. High data rate services such as those facilitated by HSDPA are
the key drive of femtocells.

• Femtocells can provide significant power saving to UEs. The path loss to indoor FAP
is much smaller than that to the outdoor macrocell base station, and so is the required
transmitting power from UE to the FAP. Battery life is one of the biggest bottlenecks
for providing high speed data services to mobile terminals.

• As FAPs only need to be switched on when the users are at home (for home femtocells)
or at work (for enterprise femtocells), the use of femtocell is ‘greener’ than macrocells.
The power consumption of base stations accounts for a considerable amount of an
operator’s OPEX. In the UK, the power to run base stations is over 3 watts per sub-
scriber. In some developing countries, the power consumption accounts for some 2

3 of
the OPEX. A base station consumes far more power than that is used for transmitting
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Figure 1.3 Total 3G femtocell deployment market in 2012 (Data from www.fwdconcepts.
com/femtocell)

and receiving signals. This is caused by a number of factors: first, the efficiency of the
amplifiers is very low (typically 10–15%) as they work at the linear rather than the
saturation region as the sophisticated modulation techniques used in 3G and beyond
systems require linear amplification; second, a base station requires an air-conditioning
system in order to keep running at atmospheric temperature; third, a backup system is
also needed to account for loss of power supply. The base station power consumption
problem leads to a high demand on the so-called ‘green communications systems’ or
‘green radio’.

• Femtocell provides an ideal solution for FMC (Fixed Mobile Convergence).
• Femtocell plays an important role in mobile broadband and ubiquitous communications.
• Femtocell represents a major paradigm shift. Users will pay to install femtocells. Hence,

the first phase of the rollout of high data rate networks such as LTE can start from
indoor where high data rates are needed most. As future terminals will support GSM,
WCDMA (or other 3G technologies) and LTE, the rollouts of LTE can be very different
from the rollouts of GSM and UMTS. This is really an important paradigm shift as far
as future mobile communications network rollouts are concerned.

1.4 Deployment of Femtocells

Femtocells can bring a lot of advantages for both operators and subscribers.
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1.4.1 Operator’s Perspective

As a large amount of traffic (up to 70–80%) can be offloaded from macrocells, which
means that fewer outdoor macrocells will be needed. The reduction of macrocell sites will
result in a huge CAPEX saving for operators in their radio access networks. The reduction
of traffic from macrocell sites will also result in significant saving in the backhauling.
This will also lead to associated saving on the OPEX.

The reduction of macrocell sites will simplify the site survey and planning process;
it also means less rent will be paid for the usage of base station sites. In the rollout of
3G/4G networks, site acquisition is a big challenge for operators, in particular, in urban
areas. It has become increasingly difficult for operators to find base station sites.

Femtocells can help operators cost-effectively to build out network capacity and achieve
a more cost-effective evolution plan with reduced risks and financial burdens. This is due
to the facts that first, femtocells are low cost solutions for indoor coverage compared with
other approaches; second, users will at least share a substantial amount of the installation
cost of FAPs and the operation of FAPs will be largely financed by users (operators
will also carry out remote maintenance, etc.). In particular, operators can encourage open
access for femtocells and further reduce the demand of outdoor macrocells.

Femtocells will improve service quality; hence it will increase customer loyalty and
reduce churn, which is a major issue and can cost operators millions of dollars a day.
Surveys show that poor service quality is the most important factor for a subscriber leaving
a mobile operator.

Femtocells will help mobile operators to drive data usage and provide richer services
(for example, through home zone plans and bundled services), which will boost ARPU
(Average Revenue Per Unit). Voice alone is no longer enough to future-proof revenue
generation.

Compared with picocells and other indoor technologies, femtocells are a low cost
solution to increasing indoor coverage and improving service quality.

Femtocells will help operators to deliver a seamless user experience across outdoor
and indoor environments, at work, on the move or at home, and provide a basis for next-
generation converged services that combine voice, video, and data services to a mobile
device.

Even in areas that can be served by macrocells, femtocells can still bring a lot of benefits
to operators as they will remove the need to deliver indoor services from macrocells and
decrease the overhead incurred by delivering signals indoors.

The reduced demands on macrocells may allow operators to share the outdoor LTE
network macrocells.

Femtocells can offer new mobile operators new alternative approaches to network roll-
out. For example, new mobile operators can provide indoor solutions in hotspots using
picocells and femtocells, provide femtocells solutions for home users, build macrocell
networks where there is real need and reach roaming agreements with some established
operators.

So far, we have only discussed the benefits that femtocells can bring to operators.
The deployment of femtocells will potentially also cause some problems to operators.
One of the drawbacks of femtocells for operators is that interference becomes more
random and harder to control. This is particularly problematic for CDMA based net-
works such as UMTS. In order to improve overall network capacity, it is beneficial for
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operators for both the macro and femto layers to use the same frequency band to operate.
Thus, the randomness of interference from femtocells may cause problems on macrocell
operation, for example, causing coverage holes. As CDMA networks are interference
limited, macrocell capacity can be affected if the interference from femtocells is not con-
trolled well. Operators will not be able to access subscribers’ premises, thus femtocell
self-configuration is very important. Remote monitoring and maintenance will also be
important for operators.

It needs to be pointed out that UTRAN was developed under the assumption of coordi-
nated network deployment whereas femtocells are typically associated with uncoordinated
and large scale deployment [4].

1.4.2 Subscriber’s Perspective

For those who experience no or poor indoor coverage at home, femtocells can enable
subscribers to use their mobiles at home. With femtocells, in addition to voice service,
multimedia, video and high speed data services will also become available. As the indoor
performance of the network can be much improved, so can the user experience for both
voice and data services. Femtocells will offer users a single address book and one billing
account for land line phone, broadband and mobile phone. Users can benefit from home
zone plans and bundled services that will be more cost effective than using services from
more than one provider. Femtocells can act as the focal point to connect all domestic
devices to a home server and act as the gateway for all domestic devices to the Internet.
Femtocells will deliver converged services (voice, video and data services) at home and
enable users a seamless user experience across both outdoor and indoor environments
with personalized converged services for UEs. Femtocells will save UE power. As the
distance between the UE and the FAP is much shorter than that between the UE and the
macrocell site, transmitting power on the uplink can be much reduced, which will result
in power saving on the UE. The battery is one of the biggest bottlenecks in providing high
speed data services to mobile devices. As the transmitting power of UE can be greatly
reduced, health concerns on using mobile devices can be reduced. It needs to be pointed
out that if there are any health concerns arising from using mobile communications, they
would mainly come from uplink, as the UE is very close to the users (in particular, the
head).

1.5 Important Facts to Attract More Customers

1.5.1 Access Control

There are two possible access methods for femtocells, both of them having some advan-
tages and drawbacks.

Public Access Femtocells

In femtocell networks, an outdoor user could receive a stronger signal from a nearby
femtocell than from a distant macrocell. With public access a connection is possible to
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this femtocell. This method benefits outdoor users, who are able to make use of nearby
femtocells, thus reducing the overall use of system resources (power/frequency) and there-
fore interference. Moreover the situation is identical between neighbouring femtocells. It
is possible that in some situations (for example in dense population areas or multi-floored
buildings) the signal power of neighbouring femtocells will be higher than the femtocell
of the customer. With public access connection to other femtocells would be possible.

Private Access Femtocells

In private access, only a list of registered users can access a femtocell. How the users
will enter the list of authorized users has to be defined. Moreover such an approach
will increase the interference. For example passing users, if the signal coming from the
macrocell is low, will have to increase their power, thus producing more interference with
the neighbouring femtocells.

Choice Depending on the Scenarios

The femtocell customers pay for the femtocell themselves, but also for the broadband
Internet connection being used for backhaul. That is why access control methods are an
important concern for them: should all users passing close to the customer’s building have
the right to use the femtocells if they do not pay for them? A recent survey [5] shows that
customers would prefer femtocells in a private access mode where only a few users are
allowed to connect to their femtocells. But in other scenarios like enterprise FAP, many
femtocells will have to be used to cover a large area, and also many different passing users
can go from offices to offices, which is why the public access will be preferred in nonhome
scenarios. Finally there are some concerns to be discussed concerning emergency calls. A
FAP is required to provide emergency services, as is the case for VoIP phone providers.
That is why in home scenarios, even if private access is preferred, some resources could
be released in a public access mode, so that emergency call services can be ensured by
everybody.

1.5.2 Standardization

Before the market of femtocells can reach a massive success, a standardization is nec-
essary. It is one of the aims of the Femto Forum to promote this standardization [2].
As a result of the joint work of the Femto Forum, 3GPP and Broadband Forum, which
are the three main standards-related organizations for Femto technology, a series of the
Femtocell standards has been officially published by 3GPP. The new standard forms part
of 3GPP Release 8.

The new Femtocell standard covers four main areas: Network Architecture, Radio
and Interference aspects, Femtocell Management/Provisioning and Security. In terms of
network architecture, it re-uses existing 3GPP UMTS protocols and extends them to
support the needs of high-volume femtocell deployments, detailed in TS25.469. In Rel-8,
3GPP has specified the basic functionalities for the support of HNB and HeNB. The
requirements for these basic functionalities were captured in TS 22.011. From Rel-9
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onward, it has been agreed to consolidate all the requirements from Rel-8 and further
requirements for HNB and HeNB in the TS22.220. TR23.832 describes an IMS capable
HNB SubSystem (the HNB and the HNB Gateway) as an optional capability of HNB
that, for example, allows an operator to offload CS traffic to the IMS.

From Rel-8, another important feature called Closed Subscriber Group (CSG) is intro-
duced. A HNB may provide restricted access to only UEs belonging to a Closed Subscriber
Group (CSG). One or more of such cells, known as CSG cells, are identified by a unique
numeric identifier called CSG Identity. The related description can be found in TS25.367.

The following is a summary.

• TS22.220 : Service requirements for HNB and HeNB
• TR23.830 : Architecture aspects of HNB and HeNB
• TR23.832 : IMS aspects of architecture for HNB
• TS25.467 : UTRAN architecture for 3G HNB
• TS25.367 : Mobility procedures for Home Node B (HNB)
• TS25.469 : UTRAN Iuh interface HNB Application Part (HNBAP) signalling
• TR25.820 : 3G Home Node B (HNB) study item
• TR25.967 : FDD Home Node B (HNB) RF Requirements
• TS32.581 : HNB OAM&P, Concepts and requirements for Type 1 interface HNB to

HNB Management System
• TS32.582 : HNB OAM&P, Information model for Type 1 interface HNB to HNB

Management System
• TS32.583 : HNB OAM&P, Procedure flows for Type 1 interface HNB to HNB Man-

agement System
• TR32.821 : Study of Self-Organizing Networks (SON) related OAM Interfaces for

Home HNB
• TR33.820 : Security of HNB/HeNB
• TS25468 : UTRAN Iuh Interface RANAP User Adaptation (RUA) signalling

According to the Femto Forum [2], the new standard has adopted the Broadband Forum
TR-069 management protocol which has been extended to incorporate a new data model
for Femtocells developed collaboratively by Femto Forum and Broadband Forum mem-
bers and published by the Broadband Forum as Technical Report 196 (TR-196). TR-069
is already widely used in fixed broadband networks and in set-top boxes, and will allow
mobile operators to simplify deployment and enable automated remote provisioning, diag-
nostics checking and software updates.

Work has already been done to incorporate further Femtocell technology in the 3GPP
Release 9 standard, which will address LTE Femtocells and also support more advanced
functionality for 3G Femtocells. Femtocell standards are also being developed for addi-
tional air interface technologies by other industry bodies.

1.5.3 Business Models

Femto Forum published in February 2009 the research [2] conducted by a US-based
wireless telecommunications consultancy – Signals Research Group (SRG). The com-
pany used data that had been provided by a group of mobile operators and vendors, and
they found that femtocells can generate attractive returns for operators by significantly
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increasing the expected lifetime value of a subscriber across a range of user scenarios.
Subscribers in turn could realize cost savings and other benefits from femtocells. Offload-
ing voice and data traffic from the macro network will become a more important factor
in the business case as mobile data traffic continues to grow rapidly around the globe.
Value-added services that are made possible by the presence of the femtocell in the home
will strengthen the business case. Operators can use femtocells to provide deep in-building
mobile broadband coverage in a very cost effective manner:

• to provide 2.5 Mbps broadband at home, it costs 320 dollars using the femto solution.
• to provide 2.5 Mbps broadband at home, it costs 900 dollars using the macro solution.

The study implicitly highlights many benefits of femtocells to the consumer:

• fewer dropped calls,
• better voice quality,
• higher data rates,
• potentially attractive tariffs or voice and data bundles.

However, the business case with femtocells is not simple because it often requires
two different entities: the mobile network operators that provide the femtocells and the
Internet provider who delivers the broadband backhaul connection.

1.5.4 Applications

The first application of femtocells is phone calls, which will be free or at a low price.
Moreover, thanks to femtocells, some new applications can be proposed by the operators.
Because the indoor coverage will be maximum, some new data intensive services will be
experienced by the customers. As described in [6], the new services can be divided into
two kinds of application: Femtozone Services and Connected Home Services.

Femtozone Service

These services are web/voice services that are activated when the phone comes to the
range of the FAP. Some examples include:

• Receive an SMS to indicate when someone enters or leaves the home.
• A virtual number to reach all the people currently in the home.

Connected Home Services

In these kinds of service, the phone accesses the LAN via the femtocell, in order to control
a range of networked services, for example:

• upload some musics from the mobile phone to the PC,
• use the mobile phone to control other devices (TV, HiFi).
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Table 1.1 UMA/FAP air interfaces

At home Outdoor

Unlicensed Mobile Access (UMA) WiFi GSM/CDMA
FAP GSM/CDMA GSM/CDMA

The development of new applications will be very important in the future, if femtocells
are to succeed and attract more customers.

1.5.5 Femtocells vs Unlicensed Mobile Access (UMA)

Unlicensed Mobile Access extends voice and data applications over IP access networks.
The most common approach is the successful dual-mode handset, where the customer
can roam and handover between the GSM/UMTS and their WiFi network (see Table 1.1).
UMA and femtocells are both efficient solutions to providing Fixed Mobile Convergence.
However it is important to note that femtocells have the following advantages:

• Femtocells do not require the use of special dual mode handsets. Every mobile phone
can use femtocells.

• Femtocells save the battery compared with dual mode handsets where GSM/UMTS
and WiFi interfaces have to coexist, largely increasing the battery consumption.

• With femtocells, thanks to the handover with the outdoor network, users can smoothly
use their mobile when they enter or leave their house.

• As detailed before, femtocells are a more interesting solution for operators, because
they increase at a low cost their indoor radio coverage, allowing them to provide new
services and get more revenues.

In reality, UMA and femtocells are not competitors, but are more complementary,
which is why operators are interested by both approaches, which will have to coexist.

1.6 The Structure of the Book

This book is organized as follows.
In Chapter 2 an overview of the different indoor coverage techniques is given. The evo-

lution from macrocell to femtocells is presented and the different methods are compared.
Advantages and drawbacks of the different techniques, like Distributed Antenna System
(DAS), repeaters, and picocells are given and the main challenges related to femtocells
are introduced.

Different possible approaches have been proposed to include a femtocell network within
a mobile operator network. Therefore the different femtocell architectures will be pre-
sented in Chapter 3, where the different options for ensuring the connectivity of the
femtocell to the core network will be described.
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The different possible air interfaces for femtocells are presented in Chapter 4: first
Global System for Mobile communication (GSM), which is still the main wireless inter-
face in many locations, will be presented. The first deployments will be more focused
on Universal Mobile Telecommunication System (UMTS) and High Speed Downlink
Packet Access (HSDPA), and in the future, Orthogonal Frequency Division Multiplexing
(OFDM) based femtocells like Wireless Interoperability for Microwave Access (WiMAX)
and LTE are expected to be produced.

In Chapter 5, the problem of how to simulate femtocells is detailed. The development of
a femtocell simulation tool is presented, from radio coverage level, to system level. This
chapter considers the different technologies (Code Division Multiple Access (CDMA) or
Orthogonal Frequency Division Multiple Access (OFDMA)). This tool will be used in
the next chapters to provide some interesting results.

Chapter 6 analyses the important problem of interference due to femtocells. The two
main kinds of interference are described and discussed: interference between femtocell
and macrocell called cross-layer , and interference between neighbouring femtocells called
co-layer . Some interference cancellation and avoidance techniques will be presented.

In femtocell networks, it is important to manage correctly the mobility of the users,
so that they can hand over from the macro to the femto network. The high density of
femtocells will require the operators carefully to take into consideration the problem of
mobility, such as, for example, how to manage the neighbouring cell lists. That is why
the topic of mobility management will be investigated in Chapter 7.

To reduce the negative impact of the femtocells on the network due to interference,
the femtocells should be able to configure their main parameters. It is important that the
configuration is done by the femtocell device itself, and so in Chapter 8 self-organization
is presented.

In Chapter 9, some other important challenges that have to be solved will be presented,
such as the solutions to ensuring the timing accuracy, security and the location of the
femtocell devices. Finally some other more commercial issues related to access methods,
applications and health will be investigated.

In this book, the term FAP is used to denote the femtocell device, while the term
femtocell makes reference to the coverage area of an FAP. Similarly, Macrocell Base
Station (MBS) refers to the hardware that creates a macrocell, while macrocell denotes
the area of coverage created by the MBS.
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2
Indoor Coverage Techniques

Guillaume de la Roche and Jie Zhang

2.1 Improvement of Indoor Coverage

As explained in the previous chapter, improving indoor radio coverage has recently
become more and more important. This is the reason why different solutions have been
proposed. In the past, indoor coverage was only provided by an outdoor antenna, as pre-
sented in Figure 2.1. In this approach, the only way to increase indoor coverage was to
increase the power or to add more cells. This led to the creation of more small outdoor
cells (microcells) providing more capacity for the network. Unfortunately, this approach
is expensive for operators because they have to install more sites, which dramatically
increases the maintenance costs. Moreover, this solution also creates more problems con-
cerning interference, as more cells will overlap each other. Finally, improving indoor
radio coverage by adding outdoor cells is not optimal because it does not directly optimize
indoor coverage and thus the efficiency of such a method is not optimal.

To overcome the limitation of outdoor cells, different approaches have been proposed
in order to increase the indoor signal directly. The solution consists of adding antennas
directly inside the buildings. First, Distributed Antenna System (DAS) has been developed.
Different antennas are distributed inside the building to create a homogeneous coverage.
These antennas are connected to a common source (the Base Station).

Another solution, initially to cover tunnel and also long distance corridors, called radi-
ating cable, has been proposed. The radiating cable will replace the antenna to make the
signal propagate along it.

Finally, the more recent solution is the installation of small indoor base stations like
picocells or femtocells. All these techniques will be detailed in the following sections.

2.2 Outdoor Cells

In the past, with the deployment of GSM systems, the network coverage has always been
provided by base stations installed in rural areas and with cell radius of a few kilometres,

Femtocells: Technologies and Deployment Jie Zhang and Guillaume de la Roche
 2010 John Wiley & Sons, Ltd
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BS

Figure 2.1 Outdoor cell radio coverage of a three-floor building

or in urban areas with a cell radius of a few hundred metres. The main part of the network
provides voice service, thus a very high data rate was not really useful. That is why most
of the indoor coverage was only provided by outdoor emitters. This fact still applies
today, because specific indoor solutions (that will be described in the next section) only
started to be deployed over the last ten years.

In Figure 2.1, a schematic view represents how indoor coverage is provided. Of course,
the walls of the buildings, depending on the properties of its material, will attenuate more
or less the signal. This is why operators had to find some solutions for increasing indoor
coverage, which include adding new base stations, or modifying the existing ones. Due
to health regulations, a solution that consists of increasing the radiating power of the base
stations was not possible. Two main kinds of environment can usually be found and each
requires different approaches: rural areas where macrocells cover large distances, and
urban areas where the high population density requires a higher number of small cells.

2.2.1 In Rural Areas

In rural areas, high base stations are installed to cover longer distances. These are called
macrocells. The power of the macrocell base stations is high, in order to maximize the
covered distance. In this kind of environment, due to the low number of customers and
the high price of powerful base stations, the approach for operators has always been to try
to ensure minimal coverage so that voice calls can be performed outside. The deployment
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of such a network was very often done by combining wireless network planning tools
and real measurements.

The disadvantage of a macrocell network is that the network is deployed by only
taking into account the outdoor coverage, which is why in many rural areas it is still
necessary to go outside of the building to be able to make a call. Then, in order to
optimize indoor coverage, the only approach for operators was to add more macrocells.
Since such equipment is expensive, not only in terms of buying cost, but also in terms
of maintenance, the operators always had to deal with an economic compromise: add
macrocells in areas where the number of customers is big enough to make the installation
profitable, and leave the other areas either without or with a minimal coverage.

2.2.2 In Urban Areas

In urban areas, the problem is similar to that with rural environments, except that the high
density of possible customers makes operators seek some efficient solutions to increase
the coverage. The common approach to increasing the capacity of a cellular network is to
add more cells, each of them covering smaller areas. Hence, in an urban environment, the
operators had to install more base stations with lower power. They also had to face the
same dilemma as in a rural environment where the coverage inside buildings is ensured
only by improving the outdoor signal quality.

In this kind of environment, where multiple reflections on walls and diffractions on
roofs occurs, it was very often not sufficient to use free space or empirical radio prop-
agation models. Deterministic radio propagation models, such as those based on a ray
tracing approach, can be used to compute efficiently the diffractions and reflections of the
signal to compute accurate coverage maps. Even if this kind of tool helped the operators,
they mainly helped to optimize the street level coverage but not the coverage inside the
building. This is due to the fact that operators can have access to the building data of
cities thanks to aerial pictures like Google maps for example, but it is quite impossible
to have the whole data related to the content of the buildings of the city. Moreover the
complexity of such a tool would be drastically high.

Outdoor Microcells

With the recent development of UMTS or HSPA, new data services appear, requiring
higher coverage. To increase the capacity, operators started to install smaller outdoor base
stations called microcells. These are deployed in specific areas in which extra capacity is
known to be needed, for example near a train station or in a city centre. They are also
often temporarily deployed during special occasions like sporting events, for example.
Adding microcells in the urban environment allows the operator to subdivide the cells,
leading to an optimization of the use of the spectrum and ensuring a better capacity.

All the previously described methods (macrocells, microcells) have been used for a
long time, but they only indirectly optimize the indoor coverage by increasing the outdoor
coverage. The need to optimize directly the indoor coverage led to the development of
more specific technologies, that will be described in the following sections.
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2.3 Repeaters

Due to the attenuation of the walls of the buildings, the idea of using a component that
amplifies the outdoor signal and sends it inside a building has been proposed in order to
increase the radio coverage. As represented in Figure 2.2, a repeater can be used so that
it retransmits the outdoor signal inside the building.

Two kinds of repeaters have been proposed:

• Passive repeaters, which amplify the signal in a certain frequency band, regardless of
its nature.

• Active repeaters, which are capable of modifying the signal before retransmitting.

2.3.1 Indoor Passive Repeaters

Indoor repeaters work at a certain frequency band. They are usually made of three com-
ponents: an external antenna to receive the outdoor low level signal, an amplifier, and
another antenna to retransmit the amplified signal inside the building.

External Antenna

Usually, the external antenna is directional and oriented in the direction of the closest
outdoor antenna sector. The use of high gain antennas allows provision of better signal
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Figure 2.2 Repeater radio coverage of a three-floor building
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quality than with small gain antennas. In some cases where smaller repeaters are used,
the gain is not so high, which is why it is important to compensate by ensuring that
the directional antenna is perfectly oriented in the correct direction. In-building planning
engineers use signal strength monitors for this task.

Amplifier

If P0 is the power of the signal received at the external antenna, and P the power of the
signal emitted by the indoor antenna, the power gain G (in dB) is computed with the
following equation:

G = 10 × log

(
P

P0

)
(2.1)

Usually the gain value of the amplifiers can vary from 30 to 50 dB.

Indoor Antenna

The indoor antenna rebroadcasts the amplified signal. Depending on the installation omni-
directional or directionnal antennas can be used.

2.3.2 Active Repeaters

Active repeaters are more advanced repeaters, because they are capable of decoding
the signal and reshaping it before retransmitting it. With such a system the noise can
be removed. Moreover, more advanced functionalities are proposed, like, for example,
receiving on one channel and retransmitting on another. That is why active repeaters,
if correctly installed, offer better performance than passive repeaters. Not only do they
extend the coverage, but also they increase the data rate by decreasing the errors. Because
active systems are expensive compared with passive, an idea proposed in [1] is to use
active repeaters only where it is necessary (very confined areas) and combine them with
cheap passive repeaters in the rest of the environment.

2.3.3 Development of In-Building Repeaters

In most cases, indoor repeaters are used to amplify the outdoor signal and retransmit it
inside the building, and thus extend the outdoor coverage inside the building. They can
also be used indoors only, to transmit the signal from one part of the building to another,
or to make the network cross large concrete walls. In [2], many repeaters are used to
increase the indoor coverage. These multiple repeaters are combined with phase shifters.
This combination is to ensure that signals in the desired areas are combined constructively
by tuning the phase. This is similar to the case of forming an antenna array, and as a
result, the radiation pattern is changed. By tuning correctly the phases of the different
repeaters, it is possible to make the best server area fit as much as possible with the areas
to cover. This approach is also interesting because more repeaters create more multi-path
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and more uncorrelated signals, which helps in producing more diversity, and improves
the performance of Multiple Input Multiple Output (MIMO) systems for example.

Interference Cancellation

In a repeater system, both antennas have to receive and transmit signal. It is very important
that these antennas are sufficiently isolated to avoid oscillating effects. For example, in
Figure 2.3, if the isolation between the antennas were not sufficient, it would be possible
for the external antenna to receive not only the outdoor signal, but also a part of the indoor
signal from the indoor antenna. This received signal would then be amplified, thereby
adding noise to the initial signal, and thus greatly degrading the performance of the system.
To avoid oscillation it is important to maintain a minimum isolation value. Typically a
minimum of 15 dB is recommended. This is why it is very important, when installing
indoor repeaters, to check that the attenuation due to the obstacle between the two antennas
(usually the separating wall) is sufficient. Moreover, it is also important to choose correctly
adequate antennas to avoid an overlap (but choosing directional antennas, for example).
Finally, increasing the distance between the antennas will also reduce interference. Some
more advanced repeaters as in [3], equipped with interference cancellation systems, have
been proposed. In this approach, interpolated filters are used as input filters for frequency
band selection, and an output filter for spectrum mask control. The system can estimate
the feedback system and filter it.

Gain Control

As explained before, with repeaters, the noise is amplified, causing high degradations in
performance. The choice of the gain of the amplifier is not an easy task, because there
needs to be a compromise between a high gain offering theoretically a better coverage
but with more noise, and a low gain reducing the amplification of the noise, but also
the size of the covered area. Repeaters with Automatic Gain Control (AGC) have been
developed [4]. AGC repeaters adapt automatically, the gain depending on the capacity,
thus allowing the size of the service area to remain constant.

IndoorOutdoor

A

Indoor
antenna

External
antenna

Wall

Figure 2.3 Through-wall repeater
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2.3.4 Conclusion

Passive repeaters are cheaper than active repeaters, but their performance is lower because
of the noise that is also amplified. Active repeaters can reshape the signal and improve the
performance of the systems. Moreover, the use of multiple repeaters can help in improving
the performance of the system. However, this idea has not been investigated much, because
of the success of the development of the DAS (Distributed Antenna Systems), which also
resides in the idea of using multiple antennas inside the building. This technology will
be described in the next section.

2.4 Distributed Antenna Systems (DAS)

The idea of DAS is to split the transmitted power between separated antenna elements.
For example, these antennas can be located on different floors of a building to provide
homogeneous coverage. The idea of such a system can be found at the beginning of
the 1980s [5] and the first paper about indoor distributed antenna systems was proposed
by Saleh in 1987 [6]. He proposed replacing an antenna radiating at a high power, with
multiple small antennas using low power to cover the same area. DAS will much improve
the efficiency of the network, if both the overlap between the coverage areas of the
different antennas is reduced, and the coverage areas of the antennas fit as much as
possible to the shape of the building. The task of the Indoor Planning Engineer is to
try to make coverage as homogeneous as possible. Different DAS systems have been
proposed on the market.

Passive DAS use passive elements to make the output signal of the base station go
to different antennas. Later, more advanced DAS systems have been developed, based
on active components making the performances of the system better, and making the
installation easier [7].

2.4.1 Passive Distributed Antenna Systems

Passive Components

In passive systems, different components are used to split the signal power between the
antennas. These components are passive, which means they do not need external power
supply.

• Coaxial cables: Coaxial cables are used to split the signal and form the link between the
different elements of the DAS. Their main disadvantage is high signal loss depending
on the distance. The engineers, in order to ensure they have the right radiated power
at each antenna, must take into account the length of the cables to compute the global
loss. For example, with a 0.5 inch coaxial cable on 1800 MHz, the loss is about 0.1 dB
per meter.

• Splitters: This component equally splits the input signal into N output signals. It is
used as an interconnection to split the signal between the different antennas.

• Taps: Taps are similar to splitters, but are able to divide the input signal into two output
signals with different ratios. They are used to adjust the power to allocate to different
floors, for example.
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• Attenuators: These simply attenuate the signal with the value of the attenuator. They
are used to bring the signal to a lower level.

• Filters: These are used to separate frequency bands, for example, a triplexer can sep-
arate the incoming signal into three output signals corresponding to the frequencies
900 MHz, 1800 MHz and 2100 MHz.

• Other components: Some other components can also be used to design indoor networks,
for example, terminators are used to end a line, circulators to protect a port against
reverse reflections due to a disconnected cable in the system, and couplers are used to
combine signals from different incoming sources.

Deployment of Passive DAS

With passive DAS, the signal is distributed between the antennas using the previously
described passive elements. A typical example of installation is illustrated in Figure 2.4.
The number of antennas to use and the output power are important parameters that must
be planned carefully and will be very dependent on the kind of environment. As shown in
[8], both in single cell and multi-cell environments, DAS using an efficient power control
increase capacity and reduce interference.

It is interesting to compare the performance of DAS with a system using a single
antenna to evaluate the interest of such an approach, see Figure 2.5. In [9] some interesting
relationships are discussed. The Path Loss (PL) at point r due to one antenna represents
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Figure 2.4 DAS radio coverage of a three-floor building
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Figure 2.5 Areas covered by a single antenna, and four distributed antennas

the signal loss from distance dr to reference distance d . It can also be written as:

PL = Pdr

Pd

(2.2)

If the loss is computed from d = 1m the PL can also be modelled as:

PL = Cdα (2.3)

with d the distance from the source, C a constant, and α the Path Loss exponent. Typically,
with the 2 slopes Path Loss model, α is between 1 and 3 near the antenna, and between
3 and 7 in far distance.

If the coverage of an antenna is assumed to be a circle, the area A of such a coverage is:

A = πd2
c (2.4)

with dc the distance to the cell boundary. From the previous equations it is possible to
write:

PL = C

(
A

π

) α
2

(2.5)

Maximizing Coverage

For a given radiated power, an N antenna system, compared to a single one, will produce
a new coverage area AN so that:

AN = N1− 2
α A (2.6)

For example, with four antennas, and supposing α = 5, the improvement factor is 2.29.

Minimizing the Radiated Power

For a given coverage area, the radiated power PN compared with the one of a single
antenna P , is reduced so that:

PN = N1− α
2 P (2.7)

With the same parameters as previously, the power reduction is 9 dB.
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DAS can be connected to repeaters in order to distribute inside the building the signal
coming from outside. In [10] the authors deployed a UMTS system made of a DAS
connected to the repeater. It can be shown in their scenario that with such a system the
improvement of the indoor coverage was about 35% gain of downlink capacity. With this
deployment the indoor SIR is improved by on average 3.4 dB, leading also to an increase
of capacity in HSDPA. This approach lead to a reduction of the transmit power, thus the
neighbour cells suffer less interference.

DAS can also be used to cover long distance environments like a tunnel, for example.
In [7], a DAS is successfully used to ensure indoor coverage inside a tunnel.

The DAS as a Space Diversity Solution

In MIMO systems, an efficient solution for increasing the performance of a system is by
combining different antennas so that, by allocating the correct power to each antenna,
a global antenna pattern with a particular shape is created. The shape of the resulting
antenna pattern can be computed, so that different beams are oriented in the direction of
the different users. This process, also called beam forming produces space diversity, so
that, for example, two users allocated to two different beams could use the same channel
or code without interfering. This access method is also called SDMA (Spatial Division
Multiple Access).

In a similar manner, with distributed antenna systems, it is also possible to exploit the
space diversity by ensuring that the best coverage areas of the different antennas overlap
as little as possible [11]. The number of antennas, and where to deploy them is the main
task of in-building engineers. For example, a common approach in multi-floored building
is the use of one antenna per floor, or to equally split the number of antennas between the
floors. For example, a GSM measurement campaign has been performed in [12] using an
office environment and eight antennas. To cover this building made of two floors, four
antennas per floor were used to give the homogeneous coverage. This results in a big
increase in the capacity of the network due to better channel reuse between the different
floors. In [13], a CDMA DAS in an office environment is also presented. It results, on
average, in a decrease in power of more than 10 dB for the distributed antenna system
(three nodes in this case). In general, if the power is optimally split between the antennas,
and if their position is well calculated it is possible to allocate the antennas to produce
the space diversity, and thus increase the capacity of the system.

2.4.2 Drawback of Passive Systems

Passive elements were successfully used for more than 15 years for GSM, but the disad-
vantage of passive systems is that they are made of passive elements. Unfortunately, when
using higher frequencies, the degradation of the signal can greatly affect the quality of
the transmission. When designing indoor solutions for 3G, this degradation of the signal
in the components is a main issue.

Another point is that, when the size of the building is huge, installing coaxial cables is
not always possible, because of the signal loss along such a distance. Very often the only
solution is to increase the emitted power to ensure an adequate quality of signal.
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Finally, if passive components are very cheap compared with those of an active system,
the installation of coaxial cable is expensive. These cables are heavy and rigid, and
installing them is not an easy and cheap task. It is a reason why, with passive systems,
due to installation problems, the possibilities of positions of antennas are often limited.
All these drawbacks lead to the development of active systems, easier to install and to
control, and trying to compensate for the attenuation of the coaxial cables.

2.4.3 Active Distributed Antenna Systems

Active Components

Unlike passive systems which do not require the use of electronic components, active
DAS use different active elements as described below.

• The master unit: The master unit (MU) can be connected to the base station or the
repeater. It distributes the signal via the optical fibre to the different expansion units.
The master unit is the intelligent part of the distributed antenna system that controls
all the signals to deliver and adjust the signal levels thanks to internal amplifiers and
converters.

• Remote unit: The RU is installed near the antenna to minimize the losses and is con-
nected to the antenna. The RU converts the signal from the RU into downlink radio
signal, and converts the uplink radio signal into signal to the EU.

• Cable: First active systems where deployed using standard connections like coaxial.
In this case the problem of the losses between cables is still important. However,
the installation is made easier because the active remote unit can compensate for the
loss depending on the distance. Later, with the development of cheap optical fibre,
some systems using such a technology have been proposed in order to transport the
signal over longer distances. These methods will be presented in the following para-
graph.

Deployment of Active DAS

The passive components are not needed any more, which is why the installation of an
active system is easier. Indeed, the losses are automatically compensated by the master
unit and the remote unit: there is no need to choose splitters and attenuators to adjust the
losses, and no need to measure accurately the length of the cables.

Basic Active DAS for Small/Medium Size Buildings

In the case of shorter distances, the use of standard cables is possible. The RU is installed
near the antenna, so that all the losses in the cable are compensated for and the only loss
will be those in the coaxial cable between the RU and the antenna. This system is easier
to install than a passive system because there is no need to install components like splitter
taps or attenuators, or take into account the length of the cables, to adjust the losses in
the cable. Such active systems can cover distances from a few hundred metres.
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Active Fibre DAS (Radio over Fibre)

Active fibre DAS is the most efficient in term of performance. Optical fibres are used to
make the link between the MU and the RU. They can cover very long distances (up to
6 km) and support multiple radio services. With such a system the RU directly converts
the optical signal into radio signal and vice versa. The other advantage is that optical fibre
is very cheap and easy to install. Radio over fibre is now the most common technique
used for indoor radio coverage [14, 15]. As detailed in [16], radio over fibre is today the
optimal solution to extending indoor coverage, because it provides scalability, flexibility,
easy expandability, and also because the signal degradation is very low compared with
DAS using standard connections.

2.4.4 Choice between Passive and Basic Systems

Passive vs Basic Active DAS vs Active Fibre DAS

In Table 2.1 a comparison between passive and active system is given.

Hybrid DAS

Some other solutions combining passive DAS and active DAS have been installed. The
idea is to connect the remote units via fibre optic, but to use passive coaxial cabling
to link these remote units to the antennas. The combined method has the advantages of
covering a long distance thanks to the fibre optic connection, and a cheaper price due to
the passive components. Hybrid DAS can also combine different systems with different
frequency bands. Due to the simplicity of radio over fibre installation, there are many
possible solutions, such as combining the distributed antenna system with repeaters for
example.

Best Solution

In terms of buying costs, passive systems are cheaper but suffer from high installation
price due to the coaxial cabling. Active systems offer better performance and easier
installation but are more expensive. With passive systems, no electronic systems have
to be installed or power supplied. Hybrid DAS is sometimes a good compromise but

Table 2.1 Comparison between the different DAS technologies

Passive DAS Basic active DAS Active fibre DAS

Covered distance Up to 400 m Up to 400 m Up to 6 km
Equipment price Cheap Standard Standard
Installation Difficult Easy Very easy
Multi-standard No No Yes
Input (base station or repeater) High power Low power Low power



Radiating or Leaky Cable 27

still requires installation of coaxial cables. Active systems are easier to manage because
automatic diagnostics and alarms are integrated into the remote units, making the problems
of system failures easier to solve.

2.5 Radiating or Leaky Cable

The radiating cable, also called the leaky feeder, is a metallic wire that acts as a long
antenna. The electromagnetic energy can be received or transmitted all along the cable,
which is why it is well adapted to long narrow environments like corridors, elevators or
tunnels. For example, in London, a radiating cable system is used in the underground
for their internal communication network. In general, as represented in Figure 2.6, the
radiating cable is directly connected to the base station.

2.5.1 Principle of Operation

A radiating cable is similar to a standard coaxial cable, however some tuned slots are posi-
tioned on the surface of the outer conductor. A schematic representation of the transversal
cut of such a cable is represented in Figure 2.7. The slots are tuned to the specific RF
wavelength of operation or tuned to a specific radio frequency band. They will leak a
part of the electromagnetic energy propagating in the cable in the form of electromagnetic
waves. The antenna pattern is quasi-omni-directional in the transversal plan of the cable.
To reach a better efficiency, it is advised to leave a space between the cable and the
walls. Moreover, metallic fixings and parts are not recommended because they affect the
antenna pattern.

BS

Figure 2.6 Radiating cable radio coverage of a three-floor building



28 Indoor Coverage Techniques
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Figure 2.7 Transversal cut of a leaky cable

If the cable is uniformly homogeneous, the ratio between the radiated energy and the
energy propagating in the cable is constant all along the cable. The higher the losses
in the cable, the more the ability to radiate energy is important. Some recent solutions
have been proposed involving an adjustable coupling loss, allowing the user to adapt the
radiated energy in complex environments [17].

This is why such a system has a limited range, especially in the high frequency range,
where the losses are more important.

2.5.2 Deployment

As explained before, this technology is ideal for covering long narrow spaces. The main
advantage of the radiating cable is that the energy is well distributed. For example, in a
corridor, it provides homogeneous coverage all along the cable compared with the use of
numerous base stations along the corridor, where the energy is distributed around the base
stations. With a radiating cable, a single base station may be able to provide coverage
over a large area, reducing the cost of system implementation.

A disadvantage is the difficult and expensive installation. The installation is time con-
suming and it is not always easy to find the available space to install it. The cable must
be aligned perfectly so that the slots can leak with minimum loss. Moreover the cable
must not be installed directly against a wall but some space must be left, thanks to some
special adaptors. Finally, especially inside tunnels (for example with trains making dust),
the dirt degrades the performance of the cable. Therefore the cable must be regularly
cleaned.

Due to the attenuation inside the cable, special configurations like cascaded BDAs and
T-feed have been proposed in order to cover longer distances.

Cascaded BDAs

This solution to overcoming the problem of signal attenuation uses Bi-Directional Ampli-
fiers (BDAs) when the maximal distance of cable to obtain a minimum quality is reached.
For long distances, BDAs are installed at certain intervals (see Figure 2.8), and their gains
are configured so that the signal level is maintained at a certain level. In practice no more
than three or four BDAs can be used because of the noise levels that are also amplified
in the BDAs.
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Radiating Cable
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Figure 2.8 Radiating cable fed by cascaded BDAs

T-Feed

The T-feed uses an optical converter that converts the BS signal and distributes it via
optical fibre, as represented in Figure 2.9. Each BDA has an optical interface to convert
the optical signal and send it in both directions of the cable. This system can cover longer
distances and has a better control of noise, because the different BDAs do not feed each
other as in the cascaded BDAs configuration.

Comparison

As said before, the T-feed system is preferred because it reduces noise so can be used to
cover longer distances. Moreover, because with T-feed the signal is sent in both directions
of the BDAs, the resulting signal reaches higher levels and is more homogeneous. To
illustrate this idea, in Figure 2.10 the attenuation along the cable with the two previous

BS

BDA BDA BDA

Radiating Cable Optical Fibre

Figure 2.9 T-fed radiating cable system

BDA1

Cascaded BDAs T-feed

BDA2 BDA3 Distance

S
ig

na
l

Figure 2.10 Attenuation along a cable for the cascaded BDAs and the T-feed radiating cable
systems
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approaches is represented: for a similar distance between BDAs, the signal level is higher
so the signal quality will be higher with the T-feed system.

2.5.3 Alternative to Radiating Cables

Radiating cable is an efficient solution for covering long distances, which is why it is
widely used. However, some alternative solutions are possible, such as using a DAS
along the environment. In [18], it is explained that radiating cable solutions outperform
DAS because they contain coverage much better, but in practice, since the installation of
this is not always straightforward for certain buildings, as well as installation costs and
interference issues arising from the interaction with surrounding objects, DAS is still the
preferred option in most installations.

2.6 Indoor Base Stations

In the previously described methods for increasing radio coverage, the first ones to be
developed aimed at increasing the indoor signal level by using the signal emitted by
outdoor base stations (like macrocell, microcells and repeaters), and the later ones aimed
at extending the coverage of the base stations inside a building by using radiating cable
or distributed antenna systems. A new proposal for increasing both the coverage and
the capacity, is to deploy small base stations directly inside the buildings as represented
in Figure 2.11. Two main approaches have thus been proposed: the picocells and the
femtocells.

2.6.1 Picocells

With the success of IEEE 208.11 standard, also called WiFi (Wireless Fidelity), which
allows people to access to their broadband Internet connection via air interface, operators
started to think about extending this concept to their mobile networks. In WiFi, the user
connects to a device called an Access Point (or AP), which integrates an antenna to
make the link between the user, and the connection to the Internet. A picocell is a small
base station very similar to an access point. It is usually small (typically A4 paper size,
and a few centimetres thick), and integrates an antenna that radiates a low power signal.
Indeed, a picocell is a simplified base station, with low power and lower capacity than
microcell or macrocell base stations. It connects to the Base Station Controller (BSC) of
the operator. As with standard base stations, the BSC manages the transmission of data
between the picocell and the network, and performs the hand-overs between the cells and
the allocation of the resources to the different users. The picocell is connected to the core
network via standard in-building wiring, fibre optic or Ethernet connection. Usually an
omni-directionnal antenna is integrated into the picocell [19].

Advantages

The main advantage of picocells is that they are cheaper than standard base stations, and
the installation cost is also lower. They effectively increase indoor coverage because they
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Figure 2.11 Indoor base station radio coverage of a three-floor building

are installed indoors. The coverage area of the cells is small compared with outdoor base
stations, because the radiated power is lower, and also because of the numerous reflections
and diffractions due to the walls and other obstacles inside the building. Thus, covering
the inside of a building requires the use of many picocells compared with outdoor cells.
This allows the operator to have more cells, and thus increase the capacity of the network
inside the building. That is why picocells are deployed in indoor areas containing a high
density of users.

Moreover, by installing a picocell inside a building, the operator can have more capacity
in the outdoor network because the outdoor cells that are used to cover the building become
available just to outdoor users. In many situations, it also gives an opportunity for the
operator to reduce the radiated power of the outdoor cells used to cover the building.
That is why picocells not only increase the capacity inside the building, but also increase
the outdoor capacity, and reduce the outdoor interference because the overlap between
outdoor cells can be reduced. Picocells, because they are small cells, can also be used in
scenarios where localization is important [20]. Indeed, Indoor localization using outdoor
cells and triangulation methods, is not accurate enough due to the reflections from the
obstacles. However, with small cells it can be easily ascertained which building the user
is in, and if there are many picocells a more accurate position of the user is known.

Deployment

Like DAS or repeaters, deployment of picocell networks needs special attention. Where the
picocells should be located and what are the best parameters is the main challenge. For the



32 Indoor Coverage Techniques

deployment of picocells, an optimal solution would be that where the number of picocells
is sufficient to ensure the coverage and capacity requirements, but also a solution where
the number of picocells is not too high in order to avoid interference. Picocells are mainly
deployed in large areas like commercial centres or airports, thus such an installation can
be challenging. When installing picocells another important effect to be minimized is the
interference with neighbouring outdoor cells. Indeed, in buildings close to outdoor cells,
a part of the signal coming from outside will interfere with the indoor signal. Moreover, a
part of the signal emitted by picocells will go outside and interfere with the outdoor cells.
These phenomena mainly occur through windows, because the signal reflects less from
glass than from stone or concrete. Thus the main challenge when installing picocells is
taking into account the outdoor cells. Hence, combined indoor/outdoor network planning
is an important issue.

In typical multifloor buildings, the approach to installing picocells is quite similar to
that used when installing DAS. When installing a DAS, antennas connected to the same
base station are distributed between the different floors, whereas in a picocell network
installation, base stations are directly distributed between the floors. The main challenges
with picocells are the interference between the picocells that are at the edge of outdoor
cells [21], and managing the handoffs between the picocells [22]. In [23], some simula-
tions for overlapping GSM picocells are described, and it is shown that to improve the
performance a good solution is to take into account the picocells positions accurately.
This can be done by entering in the Base Station Sub-system (BSS) database the relative
positions between the picocells.

Applications

As detailed before, the advantage of picocells is that they efficiently increase both the
indoor radio coverage and the capacity. They are a very good way of fulfilling two
requirements:

• Filling the macro network coverage holes where the signal level is too low.
• Offloading traffic from the macro network in dense urban areas.

Some examples of applications include business environments and shopping centres. They
are also useful in high-rise buildings. Indeed in many cities high-rise buildings are more
and more common, but the macrocell signal strength tends to get weaker the higher you
go. This is due to the fact that very often, in densely populated areas, operators have to
add more outdoor cells. To increase the capacity, the size of these cells has to be reduced,
which is why operators tend to minimize the antenna tilt. The immediate effect of this
approach is poor coverage at the high levels of many buildings. Picocells placed at the
high level of office environments can efficiently solve this issue.

Picocells are also useful in difficult buildings such as historical buildings (huge walls
made of stone absorbing most of the signal coming from macrocells) or buildings made of
complex shapes and materials (like metal structures or special glass windows for thermal
efficiency).
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Finally, picocells are also used in vehicular applications where the backhaul connection
is ensured by satellite for example. Thus picocells can be used to provide phones for
passengers in aircrafts or cruising ships.

Proposition of Small Picocells

With the success of picocells for multi-user indoor environments, in 2002 a group of
engineers at Motorola started to develop the smallest UMTS base station. The main idea
was to propose a WiFi-like solution but for mobile phone networks to deploy in the home
environment. A few years later, the concept of a residential base station appeared, which
aimed at a low power indoor solution for the home market. As represented in Figure 2.12,
the idea of such small picocells is to cover only one house, which is why the low power
should be adapted so that the cell size is between 20 and 30 metres maximum. This figure
illustrates well how the cell sizes evolved over time, by reducing the size of the cells to
fulfill the networks requirements, which are always more and more capacity demanding.

Such very small cells were called femtocells and will be presented below.

2.6.2 Femtocells

To extend the idea of picocells to home networks only, with an approach more similar
to WiFi access points, femtocell base stations have been proposed. The femtocell is a
simplified picocell directly installed by the customer in their home. It combines, in the
same device, all the functionalities of a picocell and a BSC. Thus, instead of being
connected to the operator’s BSC (like a picocell), the femtocell is connected directly
to the Internet as represented in Figure 2.13. With femtocells, all the communications
go to the operator’s network through the Internet, and there is no need for BSC/MSC
infrastructure. Femtocells, because they typically cover a smaller area and have fewer
users than picocells, and because they have to be cheap, are limited in output power
and capacity (between 10 and 20 dBm, between four and six users). Within femtocell
networks, outdoor users connect to the macrocells and when they enter their home they

Femtocell

Picocell Microcell Macrocell

<30 m >1 km~100 m ~500 m

Figure 2.12 Comparison of cell sizes for different technologies
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Internet

Core Network

Figure 2.13 Typical femtocell and macrocell scenario

handoff and connect to their femtocell. This ensures a smooth communication for the user
and a maximal coverage is obtained inside the home [24].

Advantages

Femtocells are installed by users inside their homes, so this solution will ensure good
coverage for subscribers. This will not only increase the coverage but also the number
of cells, and thus the capacity of the network. For the operators, femtocells are not only
an efficient solution to increasing the indoor coverage, but also a cheap solution because
femtocells are paid for by the customers. The alternative consisting in increasing the indoor
coverage by adding more outdoor cells would be a lot more expensive for operators.

Deployment

Femtocells could be deployed in different kinds of scenario. The first market is in the
home, and the requirement is access to a broadband Internet connection. In rural envi-
ronments, without sufficient macrocell coverage, femtocells can be a suitable approach
to allowing new customers to access the mobile network and have a maximal coverage
inside their home. Thus, there is a high potential market in the USA where huge areas
are still not well radio covered, but where high data rate Internet is largely deployed.
In urban environments, femtocell is a good approach to covering dense buildings areas,
where the customers, apartments are rarely in direct view of a macrocell, and where the
losses due to the other buildings cause poor indoor coverage.

The second market for femtocells would be office environments, where the low capacity
of femtocells would be sufficient to cover a number of offices. In this case, buildings would
be covered by a set of femtocells that should be carefully planned, in a similar way as
with picocells.

In the home environment, femtocells will probably be deployed in a private access
mode. This means that only the subscriber of a femtocell will define the list of allowed
users of a femtocell. This is mainly due to the fact that it is very unlikely that subscribers,
who pay for a femtocell, will allow everybody free access to their femtocell. In the office
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environment, because of moving users, the femtocells would have to be deployed in public
access. In this mode all the users will have the right to use the femtocells.

Finally, a future idea would be to deploy femtocells outdoors in small hot spot areas
where customers would enjoy a maximal coverage. In this scenario the cheap price of
femtocells, and their auto-configurability, would allow the creation of many very small
cells with high coverage. An example could be to install femtocells in the bus stops of
a city. Of course there are still many challenges to overcome before femtocells can be
installed outside. The main challenge is that femtocells will have to configure themselves
in order to avoid interfering with macrocells or other femtocells.

2.6.3 Differences between Picocells and Femtocells

Taking into account the previous discussions, a comparison between picocells and
femtocells is presented in Table 2.2. To summarize, femtocells are small picocells where
the properties have been simplified to reduce the cost and simplify the installation.
Contrary to picocells, Femtocell Access Point (FAP) have the particular following
characteristics.

Connection

FAP, unlike picocells, are connected to the operator’s network by the broadband con-
nection. The femtocell is a self-contained base station and is linked to the core network
using IP. The femtocell is self-configurable and the interface between the femtocell and
the core network has to be simple to avoid any action from the operator. Moreover, it
is important to standardize this interface because if the operators want to use different
femtocells from different manufacturer they have to be compatible.

Installation

The femtocells are installed by the customers inside their home. This is why such instal-
lation must be as simple as possible (Plug and Play). A newly installed femtocell has
to configure its parameters automatically depending on the surrounding environment, to
avoid a negative impact (interference) with the neighbouring macrocells and femtocells.
Ideally, a user should only have to plug in the power supply and connect the femtocell

Table 2.2 Comparison between picocells and femtocells

Parameter Picocells Femtocells

Installation By the operator By the user
Connection to the core network Coaxial or fibre optic ADSL, cable
Price Cheap Very cheap
Capacity 10–50 users 3–5 users
Covering range <100 m <30 m
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to the broadband connection. This self-configuration is very important, because if many
femtocells are deployed, operators cannot afford to optimize the parameters of all the
femtocells in order to reduce the interference with their macrocells. However, in an
open access scenario, where numerous femtocells are required to ensure radio cover-
age, femtocells can be deployed by the operators themselves in an approach similar to
picocells.

2.7 Comparison of Indoor Coverage Techniques

In this chapter, an overview of the different indoor radio coverage techniques has been
presented. First solutions like macrocells, microcells and repeaters have been proposed.
They increase indoor coverage by extending the area of the outdoor coverage inside a
building. Thus, the indoor coverage can be extended with different methods, such as
increasing the outdoor signal power by adding more cells, or retransmitting the outdoor
signal inside the building by using repeaters. However, these solutions are not optimal
because they do not really optimize the indoor coverage, but only extend the effects of
outdoor coverage inside the buildings.

Second, some more efficient solutions have been proposed. They consist in installing
base stations directly inside the buildings. On the one hand, the radiating cable is a
good approach for long narrow environments like tunnels, but its installation in large

Table 2.3 Comparison between the different indoor coverage techniques

Macro/microcell Repeater DAS Radiating cable Pico/femtocell

BS BS

R

BS

BS

BS

BS

BS

BS

Expensive Convenient Convenient Convenient Cheap
price price price price

Expensive Difficult Easy Difficult Very easy
installation installation installation installation installation

High power Low power Low power Low power Very low power

Bad indoor Acceptable Good Good Good
coverage coverage coverage coverage coverage
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environments like buildings is too challenging and expensive to be implemented. On the
other hand, picocells and femtocells are efficient solutions because, if their positions are
judiciously chosen, the indoor signal power can be efficiently improved, and the number
of cells will increase the potential capacity of the system.

Picocells are installed by the operators, that is why they are well adapted to commercial
centers or office buildings for example. However, in home environments, femtocells seem
to be the optimal approach for both customers and operators.

In Table 2.3 a summary of the main ideas of the previously described indoor coverage
techniques is presented.

In-building radio coverage is still insufficient in many rural or urban places. Moreover,
new emergent mobile applications like video conference require higher data rates. Because
most of the time the mobiles are used indoors, increasing the indoor radio coverage
is the main objective of most operators. Increasing indoor coverage by optimizing the
outdoor network was, until recently the only solution. It could be done by adding more
cells or increasing the output power of the existing cells, or using repeaters to redirect
the signal inside buildings. However, the maximum limits have been reached and now
operators have to look for new approaches. In the last few years, DAS, repeaters and
radiating cables have started to be the common approach to overcoming indoor coverage
problems. These technologies have been shown successfully to increase the coverage in
large public places or companies, but there are still many places where the indoor coverage
is still insufficient, and where the previous technologies are too complex to cover them.
These areas, such as personal homes, represent a huge potential market for operators.
In order to cover inside homes, operators need a solution that will fulfill the following
requirements:

• a solution that covers small areas,
• a low capacity solution,
• a solution installed and maintained at a low price.

It seems femtocells will be a good option in future years.
In this chapter the evolution of indoor coverage techniques has been presented. The

femtocells have been introduced and their advantages presented. The next chapter will
present the possible network architectures used in femtocell networks.
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3
Access Network Architecture

Enjie Liu and Guillaume De La Roche

3.1 Overview

Femtocells promise improved indoor coverage and increased throughput for mobile data
services while off-loading traffic from expensive macro radio access networks onto the
low cost public Internet. While the mobile industry holds high hopes for femtocells, a
number of key technical challenges must first be addressed before the femtocell market
can see significant commercial success. One such challenge is to define and standardize
an approach for integrating femtocells back into mobile core service networks, i.e. device-
to-core network connectivity. The Radio Access Network (RAN) in use today comprises
hundreds of base stations connected to a single Radio Network or Base Station Con-
troller (RNC/BSC). The interface is Iub running the Asynchronous Transfer Mode (ATM)
protocol over dedicated leased lines. Unlike macro 3G RAN, femtocell access networks
require operators to integrate hundreds of thousands of low-capacity home base stations
that can be moved, added, and changed by end users at any time, all connected over the
unsecured and untrusted public Internet. This raises a number of important issues:

1. Is it scalable?
2. Is it secure?
3. Is it standardized?

Because the latest technological progress allows powerful processing capabilities to be
applied to low-cost home base stations, the network protocol stacks can now be sub-
stantially collapsed. In addition, the standard Internet Protocol (IP) has rapidly replaced
hierarchic telecom-specific transmission protocols. The combination of the collapsed pro-
tocol stacks and IP transport enables femtocells to utilize flat networks – such as the
Internet – as a backhaul transport to operator core networks, as illustrated in Figure 3.1.

Femtocells: Technologies and Deployment Jie Zhang and Guillaume de la Roche
 2010 John Wiley & Sons, Ltd
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Figure 3.1 Flat architecture for femtocells integrating into mobile networks

There has been no commonly understood description of the fundamental architecture
of a femtocell access network and its interconnection to an existing Universal Mobile
Telecommunication System (UMTS) system. Four different 3G femtocell architectures
have been proposed.

3.1.1 Legacy Iub over IP

This is the earliest femtocell access network architecture generally referred to as ‘Iub over
IP’, as illustrated in Figure 3.2. These solutions looked to exert leverage on the existing
3GPP defined Iub interface that exists between 3G Radio Network Controllers (RNCs) and
3G base stations (NodeBs). Primarily proposed by RNC vendors, these approaches allowed
operators to influence the same RNC to support Home NodeBs in addition to macro
network NodeBs. Each femtocell is connected to the RNC over the standard 3GPP Iub
interface (TS 25.434) [1]. The Iub protocol stack is encapsulated within the IP signalling,
also called a tunnelling Iub. Network security is handled by the Internet Protocol Security
(IPsec) protocol.

As Iub over IP solutions enable operators to operate their existing core networks through
standard interfaces (Iu-CS and Iu-PS), they meet the operator requirement for full service
transparency, as well as the requirement for low initial deployment cost and network
disruption.

The main concern with this approach is the ability of the RNC to scale up to serving
hundreds of thousands of Home NodeBs (HNBs). The challenge with scaling this approach
is in the basic design of RNCs, which are typically optimized to support a relatively low
number of very high-capacity macro NodeBs. The fact that (despite it being a standard
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Figure 3.2 Tunnelling Iub with modified RNC

interface) the Iub typically has vendor-specific features makes this approach only suitable
for equipment manufacturers with an installed RNC base.

The Iub over IP architecture for integrating the femtocell access network into the
operator’s macro layer network was only recently studied and attempted. The RNC’s
lack of scalability in accommodating a large number of HNBs resulted in this alternative
architecture no longer being considered after an initial feasibility study carried out in 3GPP
standardization. Therefore, it will not be described in detail in the subsequent sections.

3.1.2 Concentrator

To overcome the concerns with conforming to proprietary Iub interfaces and getting
current RNCs to handle thousands of Home NodeBs, an alternative architecture that
uses a proprietary Concentrator/RNC that can handle thousands of Home NodeBs has
been presented as shown in Figure 3.3. This approach allows functions to be partitioned
differently between the Home NodeB and RNC, thus enabling the concentrator to handle
a large number of Home NodeBs. This approach fits seamlessly into a mobile network
operator’s RAN by replacing their current RNCs with this proprietary concentrator to
serve thousands of femtocells.

The proprietary technology based concentrator architecture did not go any further after
3GPP started standardizing architecture for femtocell access networks. Therefore it will
not be described in detail in the subsequent sections.
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3.1.3 Generic Access Network (GAN)-Based RAN Gateway

The most recent proposals for femtocells integrating to core network are generally referred
to as RAN Gateway solutions. The RAN Gateway approach is based on a new, purpose-
built, network controller (RAN Gateway) that resides between an operator’s existing core
network and the IP access network, akin to an RNC. On its Internet side, the RAN Gateway
aggregates traffic from a large number of femtocells over the new Iu-over-IP interface. The
RAN Gateway then integrates the traffic into the existing mobile core network through
standard Iu-CS and Iu-PS interfaces on the core network side. As the RAN Gateway
solutions influence an operator’s existing core network through standard interfaces, they
allow for full-service continuity as well as a low initial cost of deployment. The RAN
Gateway approach employs a ‘Flat IP’ architecture, in which a number of the functions
of a standard RNC are moved to the femtocell itself, and the scaling issues associated
with the Iub over IP approach are avoided. Since this architecture removes the RNC, the
functionality associated with this is moved into the Home NodeBs (RLC/RRC tasks to
support radio channel set up, etc.); as such, the Home NodeB is now more intelligent or
autonomous and is often renamed as an ‘Access Point’ or ‘Femto Access Point’. These
tasks are significantly simpler than those required in a traditional RNC; for example, given
the constrained environment of a femtocell, support for mobility is simpler, there is no
need for soft-handoff, etc. This architecture is often referred to as ‘flattened’, ‘collapsed
stack’ or ‘Base Station Router’.

GAN-based Home NodeB architecture, as shown in Figure 3.4, is being considered in
3GPP, and the defined standard femtocell interface between HNB and HNB Gateway,
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Iuh, is likely to evolve from GAN-based Home NodeB architecture. This architecture
alternative will be described in detail in the subsequent sections.

3.1.4 IMS and SIP

One alternative approach to femtocells integrated into core network connectivity is to
use a new SIP-based protocol between the mobile core network and the Home NodeB.
Figure 3.5 shows the approach that breaks from the existing network architecture and
embraces the protocols of an all-IP network as envisaged by the 3GPP IP Multimedia
Subsystem (IMS). These include Voice-over IP (VoIP) using the Session Initiated Protocol
(SIP), with the RNC function now fully integrated into the femtocell AP. Operators would
deploy a new SIP-based core network that operates in parallel with their existing circuit
and packet-based core network. When a handset is connected to a femtocell, it receives all
of its services from the new SIP core network. Parenthetically, this architecture is more
aligned with the Wireless Interoperability for Microwave Access (WiMAX) architecture,
which is IP-based from the start.

Many operators believe that they will eventually transition their core networks toward an
IMS and SIP-based infrastructure and these solutions are also viewed positively. SIP-based
approaches also hold the promise of cost-effective support for large-scale deployments.

As handsets are served by a different core network when connected to femtocells as
compared with when they are connected to the macrocell network, service continuity
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between the indoor and outdoor base stations becomes potentially more complex due to
the very different technologies involved. As the SIP-based approach requires operators to
acquire and integrate a new core service network, the initial deployment costs are much
higher than with other approaches.

From Release-8 onwards, 3GPP started standardizing integration of femtocell access
network into IMS infrastructure. More details are addressed in the subsequent sections.

3.2 GAN-Based Femtocell-to-Core Network Connectivity

Generic Access Network as defined in 3GPP TS 43.318 [2] and TS 44.318 [3] is a current
3GPP standard that may be used to support Home NodeB. The following sections describe
the application of GAN to Home NodeB.

3.2.1 GAN Variant of Iu-Based Home NodeB Architecture

Figure 3.6 illustrates HNB functional architecture utilizing GAN Iu mode [3] as a basis
for that architecture. The key consideration for the architecture is the functional splitting
of the traditional RNC role between the HNB and Home NodeB Gateway (HNBGW). In
this architecture, HNB is responsible for the radio aspects and the HNB GW is responsible
for Core Network (CN) connectivity.
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The main features of the GAN-based HNB architecture are:

• Coexistence with the UMTS Terrestrial Radio Access Network (UTRAN) and inter-
connection with the CN via the standardized interfaces defined for UTRAN:
• Iu-CS interface for circuit switched services as overviewed in 3GPP TS 25.410 [4].
• Iu-PS interface for packet switched services as overviewed in 3GPP TS 25.410 [4].
• Iu-PC interface for supporting location-based services as described in 3GPP TS

25.450 [5].
• Iu-BC interface for supporting cell broadcast services as described in 3GPP TS

25.419 [6].
• User Equipment (UE): A standard 3G handset device as defined in 3GPP TS 23.101

[7].
• Home Node-B. The HNB is Customer premises Equipment (CPE), which offers a

standard radio interface (Uu) for UE connectivity. The HNB provides the radio access
network connectivity to the UE and uses the GAN Iu mode Up interface as defined in
3GPP TS 43.318 [2] and the extensions to connect to HNB-GW.

• Home Node-B Gateway. The HNB-GW entity is the same as the Generic Access
Network Controller (GANC) defined for GAN Iu mode. The functionality of the GANC
defined for GAN Iu mode in TS 43.318 is modified so as to allow a different CPE device
type (i.e., the HNB as opposed to the WiFi AP, which requires a dual mode handset) to
be connected over the generic IP access network. The HNB-GW entity works between
the Iu interfaces and the GAN Iu mode Up interface using the following functionality:
• Control plane functionality:

• Security Gateway (SeGW) for the set-up of a secure IPSec tunnel to the HNB for
mutual authentication, encryption and data integrity.
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• SeGW Encapsulating Security Payload (ESP) processing of Up interface control
plane packets.

• GAN Discovery support and Default HNB-GW assignment.
• GAN Registration support including provision of GAN system information to the

HNB and possible redirection to a different serving HNB-GW.
• Management of GAN bearer paths for CS and PS services, including the estab-

lishment, administration, and release of control and user plane bearers between
the HNB and the HNB-GW.

• Functionality providing support for paging and handover procedures.
• Transparent transfer of L3 messages (i.e., Non-Access Stratum (NAS) protocols)

between the UE and core network.
• User plane functionality:

• SeGW Encapsulating Security Payload processing of Up interface user plane pack-
ets.

• The interworking of circuit switched user data between the Up interface and the
Iu-CS interface.

• The interworking of packet switched user data between the Up interface and the
Iu-PS interface.

• A generic IP access network provides connectivity between the HNB and the HNB-
GW. The IP transport connection extends from the HNB-GW to the HNB. A single
interface, the Up interface, is defined between the HNB-GW and the HNB.

• Transaction control (e.g. CC, SM) and user services are provided by the core network
(e.g. Mobile Switching Center (MSC)/Visitor Location Register (VLR) and the Serving
GPRS Support Node (SGSN)/Gateway GPRS Support Node (GGSN).

• Use of Authentication, Authorization and Accounting (AAA) server over the Wm inter-
face as defined by 3GPP TS 29.234 [8]. The AAA server is used to authenticate the
HNB when it sets up a secure tunnel.

• HNB management system entity is introduced to manage the configuration of HNB
in a scalable manner. The HNB management system utilizes standard CPE device
management interface as described in Digital Subscriber Line (DSL) Forum technical
specifications TR-069 [9]. It should be noted that the TR-069 interface, although shown
to be extending from HNB-GW, is between the HNB and HNB Mgmt system channeled
via the Up interface’s secure tunnel.

3.2.2 Component Description

Femto Access Point (FAP)

The FAP is a ‘zero touch’ plug-and-play consumer device, which is installed at the sub-
scriber premises and is connected to the operator’s core network over the subscriber’s
broadband connection. The FAP provides localized 3G coverage and dedicated capac-
ity in a home, enhancing the end-user experience through improved quality of service.
The FAP incorporates adaptive and distributed radio management, without the need for
central Radio Frequency (RF) management and with the ability to obtain optimal local
coverage with minimal macro network interference. The FAP also incorporates a periodic
monitoring of the RF environment where it is located to ensure that it remains aware
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of ‘macro and femtocell’ network and dynamically adapts to any possible change. The
FAP is responsible for managing the connection to the operator’s core network, mediating
all CS call and PS session functions between the network and the User Equipment. The
FAP supports the ‘sticky coverage’ concept, which is auto-configured at initial start-up to
encourage the end-users in the home zone for as long as possible, maximizing the reach
of the home zone services and minimizing unwanted ping-pong mobility effects with
the macro network. The FAP interacts with the legacy 3G handsets using the 3GPP Uu
interface with no change needed in the handset. The key features of FAP are illustrated
in Figure 3.7 above.

Security Gateway (SeGW)

Security Gateway (SeGW) is a highly scaleable, 3GPP standards-based product.

• It provides secure access over the RAN GW to the core network, authenticating and
terminating IPsec tunnels that originate from the FAP.

• It interfaces with the AAA server via the 3GPP standard Wm interface, securing access
control through the execution of authentication, authorization and accounting proce-
dures.

• It interfaces with multiple FAP over the 3GPP standard Up interface for Radio Resource
Connection (RRC)-equivalent signalling and keying material exchange.

• It provides a secured access for the GPRS Tunnelling Protocol (GTP) tunnels that
terminate on the Core Network Serving GPRS Support Node over the 3GPP standard
Iu-PS interface. IP is used for the transport of the GTP tunnels.

• It provides high-capacity IPsec tunnel termination services for each femtocell in the
access network. One IPsec tunnel per FAP is required.

• Its functionality is compliant with the following 3GPP standards: [2, 3, 8, 10–14].
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• A single SeGW can serve multiple RAN network controller and media gateways.
• It manages, allocates and distributes remote IP addresses to FAPs.
• It establishes and manages IPsec tunnels to each FAP for both integrity and encryption

purposes.
• It manages Internet Key Exchange (IKE) Security Association (SA) for authentication

purposes.
• It maps Differentiated Services Code Point (DSCP) fields between inner and outer IP

packet headers.

Authentication, Authorization, Accounting Server

The AAA server is interfaced by the SeGW using the diameter Wm interface and by the
RAN network controller using the standard S1 (RADIUS) interface enhanced with vendor
specific attributes.

• It improves the level of secure access that can be provided by the RAN GW.
• It supports an SS7 MAP-D interface to enable the security access of each International

Mobile Subscriber Identity (IMSI) that is attempting to secure an IP access register
with the RAN GW.

• It provides EAP-SIM/EAP-AKA authentication services between the FAP and the Home
Location Register (HLR)/Home Subscriber Server (HSS) as per standard 3GPP security
architecture.

• The AAA is also the platform for operator-defined, scripted, external business logic that
can provide additional Service Access Controls, UE session parameters and logging of
UE registration events (for legal purposes).

• A single AAA can serve multiple SeGW and RAN-GW platform requests.

RAN Network Controller

RAN Network Controller is the centralised component of the RAN GW that provides a
conduit between the Core Network and the RAN GW.

• It provides a transparent transfer of the 3GPP standards nonaccess stratum protocols
between the FAP and the core network MSC and core network SGSN. It provides relay
of layer 3 NAS messages from each UE to the core network.

• It supports generic access network discovery and default RAN-GW assignment, based
on the evolved procedures [2].

• It provides management of the RAN GW bearer paths for circuit switched and packet
switched services between the FAP (and each UE camped on the FAP) and the RAN
GW.

• It supports RAN GW registration and possible redirection to another serving RAN-GW
based on the evolved procedures [2]. It provides UMTS transaction layer support for
services such as paging and handover.

• It provides soft-switch functionality for the control of circuit switched media, interfacing
with the Media Gateway (MGW) via H.248 interface. It provides MGW and circuit
switched/packet switched bearer path management.



GAN-Based Femtocell-to-Core Network Connectivity 49

• It interfaces with the SeGW via RANAP carried via Signaling Transport (SIGTRAN)
M3UA if the Mobile Network Operator (MNO) core network does not support
SIGTRAN, otherwise there is a direct association with the MNO core network
SIGTRAN.

• It interfaces with the core network SGSN over the 3GPP standard Iu-PS interface, for
the signalling control of packet switched services. Iu-PS uses IP for the transport of
signalling messages.

• It provides Up session management to every attached FAP and UE (UE management
is by FAP proxy). It provides separate contexts maintained for each FAP and UE
served.

• It provides RAN GW registration and authorization services for each FAP and UE.

Media Gateway Controller (MGW)

Media gateway controller handles the circuit switched media streams and interaction with
the MSC or Rel-4 MGW in the MNO core network.

• It interfaces with the core network MSC over the 3GPP standard Iu-CS interface, for
the support of circuit switched services. ATM is used as the transport of the media
between the MGW and the MSC.

• It supports H.248 MGW control protocol.
• It provides the SIGTRAN to Iu-CS/PS control plane (ATM/AAL5) conversion for

interface to an ATM-based MSC.
• It can connect to multiple MSCs.
• It can be controlled from multiple RAN network controllers to maximize capacity and

prevent stranded resources.

Signalling Gateway

Signalling Gateway (SG) is required when the MNO core signalling network does not
support SIGTRAN and interaction is required to transport the RANAP messages to and
from the MSC.

Access Point Management System

Access Point Management System (AP-MS) provides Operational, Administration, Main-
tenance and Provisioning (OAM&P) functions for the FAP that are distributed at the
end-user’s location. Entities constituting the AP-MS system are AP-MS Server, AP-MS
workstation and performance management system, see Figure 3.8.

The key features of AP-MS are illustrated in Figure 3.9.

• It manages the FAP using the procedures and methods described in the DSL Forum
TR-069 specifications.

• It is responsible for the provisioning of the FAP during the installation process.
• It monitors for faults reported by the managed FAPs.
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• It provides a means for the operator to manage the configuration of each FAP.
• It provides user interface with security to restrict the functions to which the user has

access.
• It interfaces with the FAP over the Zz interface using a secure IP connection.
• It provides the means to manage the upgrade of the software for the FAPs.
• It collects the performance metrics reported by the FAPs.
• It interfaces with customer care systems.

3.2.3 Functional Split between HNB and NHB-GW

Tables 3.1 and 3.2 are an extension to Table 5.1 in TS 25.410 [4], which defines the
functional split between the core network and the UTRAN. This is used to capture the
functional split between the HNB and HNB GW. As seen from Tables 3.1 and 3.2, the
radio management functions are delegated to the HNB, whereas the core network connec-
tivity functionality is maintained in the HNB-GW. Additionally, certain functions require
coordination between the HNB and HNB-GW and as such these functions are expected
to be managed by both HNB and HNB-GW. ‘Paging’ is an example of such functionality
where coordination between HNB and HNB-GW is necessary. Paging from CN must
be processed by the HNB-GW in order to determine the specific HNB, which must be
targeted for the paging due primarily to the uncoordinated nature of the HNB deployment.

AP-MS provides full management
functionality for a network of FAPs
• Fault & Alarms Monitoring

• Configuration

• Administration & Security

• Performance Management

Secured Connection

TR-069

Secured Connection

Performance
Management System

AP-MS
Workstation

AP-MS
Server

TR-069

Figure 3.8 AP-MS architecture
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3.2.4 Internal and External Interfaces (Standard Conformance)

Interfaces between RAN GW and Core Network

The RAN GW supports the following internal and external standard interfaces between the
RAN GW and the Core Network. D′ Interface D′ Interface is a standard 3GPP interface
used to support authentication services between the access network and the HLR. The
AAA server queries the HLR during the femtocell authentication process with the RAN
GW. The embedded Subscriber Identity Module (SIM) within the FAP provides the unique
identity for the device, which is then authenticated using standard MAP procedures with
the HLR. Iu-PS Control and User Plane Iu-PS interface is a standard 3GPP interface. Both
the Iu-PS bearer and control plane from the RAN GW towards the core network transport
over an ATM (STM-1) or IP/Ethernet transport. Iu-CS Control and User Plane Iu-CS
interface is a standard 3GPP interface. The Iu-CS traffic transports over ATM towards
core network. In the future, a backhaul transport mechanism will be supported where
Iu-CS user plane traffic is transported over IP from RAN GW towards core network.

Interfaces within RAN GW

The femtocell network supports the following standard interfaces within the RAN GW.
H.248 H.248 is the MGW control protocol to enable the RAN network controller to
manage the MGW bearer paths. SIGTRAN SIGTRAN is the Iu-CS/PS control plane
over a standard SIGTRAN transport between the RAN network controller and the
signalling gateway. The signalling gateway is embedded within the MGW and performs
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Table 3.1 GAN based HNB architecture functional split Part 1 [15] [16]

Function UTRAN CN

HNB HNB GW

RAB management:
RAB establishment, modification and release X X
RAB characteristics mapping Iu transmission bearers X
RAB characteristics mapping Uu bearers X
RAB queuing, preemption and priority X X

Radio resource management functions:
Radio Resource admission control X
Broadcast information X X

Iu link management:
Iu signalling link management X X
ATM VC management X X
AAL2 establish and release X X
AAL5 management X X
GTP-U tunnels management X X
TCP management X X
Buffer management X X

Iu U-plane (RNL) management:
Iu U-plane frame protocol management X
Iu U-plane frame protocol initialization X

Mobility management:
Location information reporting X X X
Handover and relocation
Inter RNC hard HO, Iur not used or not available X X X
Serving RNS relocation (intra/inter MSC) X X X
Inter system hard HO (UMTS-GSM) X X X
Inter system change (UMTS-GSM) X X X
Paging triggering X
GERAN system information retrieval X X X

Security:
Data confidentiality
Radio interface ciphering X
Ciphering key management X
User identity confidentiality X X
Data integrity
Integrity checking X
Integrity key management X
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Table 3.2 GAN based HNB architecture functional split Part 2 [15] [16]

Function UTRAN CN

HNB HNB GW

Service and network access:
CN signalling data X X X
Data volume reporting X
UE tracing X X X
Location reporting X X X

Iu coordination:
Paging coordination X X X
NAS node selection function X
MOCN re-routing function X X

Multicast Broadcast Multimedia Service (MBMS): X X X
MBMS Radio Access Bearer (RAB) management X X X
MBMS UE linking function X X X
MBMS registration control function X X X
MBMS enquiry function X X X

the protocol translation between the RAN GW and the core network for the Iu control
plane. Simple Network Management Protocol ( SNMP) is the protocol for Enhanced
Messaging Service (EMS). Wm is the protocol for Extensible Authentication Protocol
(EAP)-SIM/Authentication and Key Agreement (AKA) authentication between the
SeGW and the AAA server. Remote Authentication Dial-In user Services ( RADIUS ) is
the protocol for access controls and authorization between the RAN network controller
and the AAA server.

Interfaces between FAP and RAN GW

The femtocell network supports the following standard interfaces between the FAP and
individual network elements in the RAN GW. Up/Iu-h is now known as Iu-h. Iu-h inter-
face is being standardized in 3GPP. Up is the standard Iu mode protocol for the transport
of 3G UMTS protocols and services over the IP access network. Real Time Transport
( RTP) RTP is the protocol for circuit switched bearer traffic over the public Internet
between the FAP and the MGW. GTP-U is the protocol for packet switched bearer traffic
between the FAP and the SGSN. IPsec is the protocol for integrity and encryption of
all traffic between the FAP and the RAN GW. TR-069 is the management protocol for
managing the FAP community from the RAN GW.

3.2.5 Protocol Architecture

In Figure 3.10, all unshaded boxes represent standard protocols, as defined for the respec-
tive interfaces. Shaded boxes represent modifications to the standard protocols, which are
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explained in the next section. The descriptive text supporting the figure is functionally
equivalent to that of 3GPP TS 43.318 and uses HNB terminology to explain how GAN
Iu-mode is applied to the HNB architecture.

CS Domain-Control Plane

The HNB architecture in support of the CS domain-control plane is illustrated in
Figure 3.10.

The main features of the HNB CS domain-control plane architecture are as follows:

• The underlying access layers and transport IP layer provides the generic connectivity
between the HNB and the HNB-GW.

• The IPsec layer provides encryption and data integrity between the HNB and HNB-GW.
• The remote IP layer is the ‘inner’ IP layer for IPSec tunnel mode and is used by the

HNB to be addressed by the HNB-GW. The remote IP layer is configured during the
IPsec connection establishment.

• A TCP connection is used to provide reliable transport for both the GA-RC and
GA-RRC signalling (described below) between the HNB and HNB-GW. The TCP
connection is managed by GA-RC and is transported using the remote IP layer.

• NAS protocols, such as MM and above, are carried transparently between the UE and
MSC.

• The Generic Access Resource Control (GA-RC) protocol manages the Up session,
including the GAN discovery and registration procedures.

• The Generic Access Radio Resource Control (GA-RRC) protocol performs functionality
equivalent to the UTRAN RRC protocol, using the underlying Up session managed
by the GA-RC. Note that GA-RRC includes both CS service and PS service-related
signalling messages.

• The HNB-GW terminates the CS-related GA-RRC protocol and interlinks it with the
RANAP protocol over the Iu-CS interface.
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• The Iu-CS signalling transport layer options (both ATM and IP-based) are defined in
3GPP TS 25.412 [17].

CS Domain-User Plane

The HNB architecture in support of the CS domain-user plane is illustrated in Figure 3.11
above.

The main features of the HNB CS domain-user plane architecture are as follows:

• The underlying access layers and transport IP layer provides the generic connectivity
between the HNB and the HNB-GW.

• The IPSec layer provides encryption and data integrity.
• The CS user-plane data transport over the Up interface does not change from that

described in 3GPP TS 43.318 [2].
• The HNB-GW provides interaction between RTP/UDP and the circuit-switched bearers

over the Iu-CS interface.
• The HNB-GW supports the Iu User Plane (Iu UP) protocol. Each Iu UP protocol

instance may operate in either transparent or support modes, as described in 3GPP
TS25.415 [18]; the mode choice is indicated to the HNB-GW by the MSC using
RANAP protocol.

• The Iu-CS data transport layers (both ATM and IP-based) and associated transport
network control options are defined in 3GPP TS25.414 [19].

PS Domain-Control Plane

The HNB architecture in support of the PS domain-control plane is illustrated in
Figure 3.12.

The main features of the HNB PS domain control plane architecture are as follows:

• The underlying access layers and transport IP layer provides the generic connectivity
between the HNB and the HNB-GW.
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• The IPSec layer provides encryption and data integrity between the HNB and HNB-GW.
• TCP provides reliable transport for the GA-RRC between HNB and HNB-GW.
• The GA-RC manages the IP connection, including the GAN registration procedures.
• The Generic Access Radio Resource Control (GA-RRC) protocol performs functionality

equivalent to the UTRAN RRC protocol, using the underlying Up session managed
by the GA-RC. Note that GA-RRC includes both CS service and PS service-related
signalling messages.

• The HNB-GW terminates the GA-RRC protocol and interconnects it with the RANAP
protocol over the Iu-PS interface.

• NAS protocols, such as for GMM, SM and SMS, are carried transparently between the
UE and SGSN.

• The Iu-PS signalling transport layer options (both ATM and IP-based) are defined in
3GPP TS25.412 [17].

PS Domain-User Plane

The HNB architecture in support of the PS domain-user plane is illustrated in Figure 3.13.
The main features of the HNB PS domain-user plane architecture are as follows:

• The underlying access layers and transport IP layer provides the generic connectivity
between the HNB and the HNB-GW.

• The IPSec layer provides encryption and data integrity.
• The GA-RRC protocol operates between the HNB and the HNB-GW transporting the

upper layer payload (i.e. user plane data) across the Up interface. The GA-RRC pro-
tocol for the PS domain user plane uses the GTP-U G-PDU message format, fully
compatible with the GTP-U G-PDU message format used over the Iu-PS and Gn inter-
faces.

• PS user data is carried transparently between the UE and CN.



GAN-Based Femtocell-to-Core Network Connectivity 57

PS User
Data

GA-RRC

UDP

Remote IP

IPSec ESP

Transport
IP

Access
layer

Transport IP

Access
layers

PDCP

RLC

MAC

L1

PDCP

RLC

MAC

L1

GA-RRC GTP-U

UDP

IP

Data
transport
lower
layers
(TS25414)

GTP-U

UDP

IP

Data
transport
lower
layers
(TS25414)

UDP

Remote IP

IPSec ESP

Transport
IP

Access
layer

UE HNB HNBGW SGSN

GGSN

Generic IP
network

lu-psUpUu

Figure 3.13 PS domain-user plane architecture

• The HNB-GW terminates the GA-RRC protocol and interconnects it with the Iu-PS
interface using GTP-U.

3.2.6 GAN Specification Extensions for HNB Support

The GAN specification needs to be extended primarily to relay radio attributes between
the HNB and the HNB gateway. These extensions are limited to information elements
added to existing GAN procedures. No new procedures are required to support the HNB
application on GAN. The following lists the key extensions to the GAN specifications [3]
for HNB support:

• Extend GA-RC REGISTER REQUEST message with an additional IE to include HNB
identity (e.g. IMSI).

• Update GAN Classmark IE with additional device types for HNB/HNB-UE and also
an Emergency Call request flag (for unauthorized UE emergency call registration).

• Extend RAB Configuration attribute in GA-RRC ACTIVATE CHANNEL and GA-RRC
ACTIVATE CHANNEL ACK message to transparently relay radio attributes between
HNB and CN via the HNB-GW.

• Extend GA-RRC RELOCATION INFORMATION message to relay radio attributes
between HNB and HNB-GW.

• Extend GA-RRC SECURITY MODE COMMAND to include CK, IK so that the HNB
can protect the air interface.

• Use of a single IPsec tunnel between HNB and HNB-GW for multiplexing separate
UE sessions.

3.2.7 Advantages of GAN HNB Architecture

GAN is a standard design that provides large scale/uncoordinated dual-mode-handsets
access to the PLMN via generic IP networks. Therefore, it defines functions and
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capabilities that readily address many of the issues arising from large scale and
uncoordinated deployment of HNBs. In many cases, such functions are not available
on either the standard Iub interface or the standard Iu interface. The GAN architecture
provides the following enhanced capabilities for supporting uncoordinated HNB
integration to the mobile network through unmanaged, generic IP networks:

• Security Gateway for the set-up of a secure tunnel, that ensures mutual authentication,
confidentiality and integrity protection, between the access device in an insecure domain
and the operator network.

• Discovery procedure to allow the HNB to find its default serving gateway, upon initial
start-up. This function allows the network to scale to as many HNB gateways as required
knowing that HNBs will be able to find the one HNB gateway best suited to serving
that HNB.

• Registration procedures to allow the access device to register for service, obtain/update
system information for operation and, when needed, be redirected to a different serving
gateway. Registration enforces access controls for the HNB and for each UE since only
Registration Accepted devices are served by the HNB Gateway.

• QoS enhancements such as RTP redundancy for the preservation of VoIP audio quality
across unmanaged IP networks (i.e. Internet) using standard RFC 3267 features.

• QoS enhancements for the detection of degraded Uplink VoIP quality across the unman-
aged IP network and the ability to initiate handover from the HNB GW to the macro
UTRAN to preserve the service quality for the affected UE.

GAN is designed for access to core network services over generic IP networks, and
while the initial application is for access by WiFi-enabled GSM/UMTS handsets, there
is no inherent limitation that prevents it from being used for access by HNB. Rather, the
support for the above functions indicates that GAN is actually very well suited to the
HNB architecture.

3.3 3GPP Iuh (Iu-Home) for Home NodeB

3.3.1 Iub and Iuh for HNB

Figure 3.14 shows two ways to provide very small area coverage cells in UMTS. One is
with a traditional NodeB scaled down to ‘femto’ size to support a very small area cell and
reporting to a conventional RNC. The other approach is a more Home NodeB tailored
approach, which has elements of an RNC collapsed into it and connected to the CN with
many other HNBs via a gateway tailored for this purpose [20].

The introduction of an HNB gateway approach for collapsed or partially collapsed
architecture HNB solutions enables options for better mobility and OAM for a Home
NodeB Access Network than with a conventional NodeB and RNC approach. The resulting
HNB Access Network has the following entities:

• HNB Access Network: The full access network would therefore comprise of N ×
HNB and M × HNB-GW and is envisaged to provide the following:
• same NAS messaging procedures between the UE and CN as for established UMTS

macro system,
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Figure 3.14 HNB access network architecture

• same types of services as established macro network,
• same established UMTS security techniques UEA, UIA. UE authentication for HNB

access network as for established UMTS macro system,
• support of direct tunnel between HNB and GGSN.

• HNB: The HNB has RF parameters and performance as per the HNB (TR of RAN-
4 currently under construction) and contains part or all of the functionality normally
associated with an RNC. The HNB is envisaged as operating a standard Uu towards
existing UMTS UEs and an interface towards the HNB gateway designated, say Iu-h.

• HNB Gateway: This is envisaged as a Network Element that connects with many
HNBs over an Iu-h and presents a standard Iu towards an existing UMTS and supports
the following basic functionality:
• Provides a mechanism to support other enhanced features for the HNB access net-

work such as coordinated clock sync distribution from the UMTS CN and/or other
connected transit network towards the HNB including for example: the use of assist-
ing IP based synchronization techniques such as IEEE1588 and/or IETF Network
Time Protocol (NTP) in standard or enhanced form.

• Operates two-way security authentication/certification brokering between HNB
and HNB-GW, potentially implementing 3GPP GAA principles for NE-NE
authentication.

• Iu-h: It is proposed that this reference point be introduced between the HNB and an
HNB gateway in order to standardize common features for an HNB access network
and allow a common agreed transport for proprietary enhancements to allow for prod-
uct differentiation. The kinds of basic principle being considered for standardization
are:
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• Iu-h would be transported over IPv4 and optionally IPv6.
• Iu-h would need to enable transport of all information necessary to support HNB

access network operation and interworking with a traditional CN such as normal
operation of radio bearers at the HNB according to CN RAB requests, NAS relay,
etc.

• It would be assumed that relay of user plane for CS and/or PS speech
between the HNB and the HNB GW would be based on RTP/UDP/IP and
for the relay of user plane PS data would be operated using GTP-U/UDP/IP
transport.

• It is further assumed that either Stream Control Transmission Protocol (SCTP) or
TCP would be adopted for signalling and control messaging between the HNB and
the gateway

• Specific encryption protection should be provided for the Iu-h (e.g.
IPSec)

• Iu-h would need to support integrity checking between the HNB and the HNB-
GW

3.3.2 Iu-h for HNB

3GPP RAN Working Group 3 is currently at draft stage for Stage 2 UTRAN architecture
for 3G Home NodeB. The complete specification will be TS 25.467 [16]. The reference
model shown in Figure 3.15 contains the network elements that make up the HNB access
network. There is a one-to-many relationship between HNB-GW and HNBs. The support
of the 3G Home NodeBs is ensured with enhancements to the Iu interface architecture to
cater for scalability issues. Whereas the Iu interface is specified at the boundary between
the core network and UTRAN, the Iuh interface is specified between the HNB GW
and the HNBs. The HNB and HNB-GW in combination supports all of the UTRAN
functions. The legacy UTRAN functions in the HNB are supported by RANAP, whereas
the functions HNB Registration, UE Registration and HNB-GW discovery are supported
by the new protocol Home NodeB Application Protocol (HNBAP) between the HNB and
the HNB-GW. The HNB-GW provides concentration function for the control plane and
may provide concentration function for the user plane.

lu

HNB GW

luhUu

3G HNB

HMS

Security
Gateway

Figure 3.15 Iuh reference model
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The HNB-GW serves the purpose of an RNC presenting itself to the CN as a concen-
trator of HNB connections. The Iu interface between the CN and the HNB-GW serves
the same purpose as the interface between the CN and an RNC. The security gateway is
a logically separate entity and may be implemented either as a separate physical element
or integrated into, for example, an HNB-GW. The HNB access network includes the
following key functional entities.

• HNB Management System (HMS)
• is based on TR-069 family of standards,
• facilitates HNB-GW discovery,
• provisions configuration data to the HNB,
• performs location verification of HNB and assigns appropriate serving elements

(HMS, security gateway and HNB-GW),
• has security gateway (SeGW),
• terminates secure tunnelling for TR-069 as well as Iuh,
• provides authentication of HNB,
• provides access to HMS and HNB-GW.

• HNB Gateway (HNB-GW)
• terminates Iuh from HNB. Appears as an RNC to the existing Core Network using

existing Iu interface,
• provides service to the HNB.

• HNB
• customer premise equipment that offers the Uu interface to the UE,
• provides the RAN connectivity using the Iuh interface,
• supports RNC alike functions,
• supports HNB registration and UE registration over Iuh.

3.4 Evolution to IMS/HSPA+/LTE

Standardization work in 3GPP focusing on femtocells/Home NodeBs in Long Term Evo-
lution (LTE) networks is well under way (3GPP TR R3.020, Rel-8). Several evolution
paths from an initial Radio Access Network (RAN) centric solution to the LTE solution
are possible, catering to different operators’ circumstances. Figure 3.16 shows the ultimate
evolution of femtocell access network architecture towards LTE.

As for the X2, from a logical standpoint, the X2 is a point-to-point interface between
two eNBs within the E-UTRAN. Refer to TS 36 series, such as [21] for more details.

The natural first step from the current stage (Figure 3.17) on the road to LTE/Enhanced
Packet Core (EPC) is the addition of serving GPRS support node functionality to the
radio access network gateway as shown in Figure 3.18. This has two main advantages: (i)
It collapses the packet switched domain architecture reducing costs and latency; (ii) The
Gn interface is future proof as it allows the RAN GW to connect directly to the Mobility
Management Entity (MME) and System Architecture Evolution Gateway (SAE GW) of
the upcoming EPC, as shown in Figure 3.19.
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In the first two steps the circuit switched services are still provided via the legacy
circuit switched core network as it is expected that IMS based voice-over-IP capable
UEs will not be widely developed yet. When that time comes the circuit switched core
network can then be discontinued and the IMS core network will provide VoIP services
to VoIP capable UEs as shown in Figure 3.20. Throughout all these steps the interface
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between the 3G home node B and the RAN GW is little changed. However the 3G air
interface is improved with Rel-7 enhancements like continuous connectivity for packet
data users, MIMO, downlink higher order modulation using 64 QAM for High Speed
Downlink Packet Access (HSDPA), uplink higher order modulation using 16 Quadrature
Amplitude Modulation (QAM) for High Speed Uplink Packet Access (HSUPA), etc.
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3.5 Architecture with IMS Support

At the time when this book was being written, 3GPP had just finished release 9. The
following contents are mainly referred to [22].

3.5.1 Added Features

A non-IMS capable HNB subsystem is defined in [23], and based on it, the following
main features were added to the architecture of an IMS capable HNB subsystem:

• support access to the CS domain, but it is not mandatory,
• support access to the PS domain: this makes it possible for a non-IMS-capable HNB to

support the same PS access mobility mechanisms between different Closed Subscriber
Group (CSG) cells, and between CSG and non-CSG cells,

• enable originated services requested by UEs with CS-specific NAS signalling to be
interworked with and provided by the IP multimedia core network subsystem. Similarly,
the architecture shall enable terminated services in IMS to be delivered to UEs with
CS-specific NAS signalling.

• The CS/IMS interworking functionality shall be transparent to UE.

3.5.2 Alternative Architectures

In the standard, there are the following alternatives.

Option 1

IMS-capable HNB subsystem provides IMS-based services to CS UEs and IMS UEs.
A reference architecture for the NAS control plane is shown in Figure 3.21. IM-
Interworking Function (IWF) in the figure stands for IMS interworking function.
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Option 2: IMS-Capable HNB Subsystem Using IMS Centralized Services IWF

This option enhances the HNB Subsystem with IMS functionality by reusing the IMS
centralized service (ICS) approach. ICS was defined in Rel-8 [24].

The IMS functionality (i.e. SIP UA) is provided by the IWF, which contains the func-
tions equivalent to MSC server enhanced for ICS. Neither the UE, the HNB nor the HNB
GW needs to be enhanced by IMS specific functions. The ICS IWF is connected via Iu-cs
reference point to the HNB GW and reuses I2 and I3 from [24] for interworking to IMS.
Figure 3.22 shows the general architecture.

Option 3: Interworking of IMS at HNB

The architecture reference model is illustrated in Figure 3.23. CS-to-IMS interworking is
performed at the HNB in the architecture. Network elements and reference points that
are introduced to support the HNB Subsystem, and the IMS Capable HNB Subsystem
in particular, are shown by way of external boxes with heavy black lines. It consists of
network elements of HNB, Home User Agent (HUA), HNB-GW, Enhanced MSC Server
and defined reference points of HGm, Hi, Iuh, Iu-cs.
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Figure 3.22 IMS capable HNB subsystem using ICS
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4
Air-Interface Technologies

Alvaro Valcarce and Enjie Liu

4.1 Introduction

Today, several technologies coexist that are capable of providing wireless data access in
an indoor environment. For instance, Unlicensed Mobile Access (UMA) [1] allows data
connectivity by means of technologies based on an unlicensed spectrum (e.g. Bluetooth).
Furthermore, IEEE 802.11 or WiFi is also a common alternative for indoor connections
and is typically presented as a competing technology to femtocells. Since WiFi is a
well established technology, femtocell-sceptics argue that it will not be easy to convince
WiFi users to change to femtocells in order to enjoy Small Office/Home Office (SOHO)
connectivity. Why would someone be interested in aquiring a new device to emit in
a licensed spectral band, while other systems have worked well so far? To answer this
question, it is crucial to understand the characteristics of the various available technologies
that will be described in this chapter. The RF technologies on which current and future
femtocells are based, are therefore presented here to let the readers create their own
opinion about the suitability of the different types of home base stations.

Furthermore, there also exist some fundamental differences that must be taken into
account when evaluating distinct systems. For instance, the Medium Access Control
(MAC) layer of WiFi relies on collision avoidance, which compels different users to
compete continuously for the resources of the access point. As a consequence, users with
better signal quality (e.g. users closer to the access point) might obtain better resources
and more frequently than other users. The consequence of this is that services requiring a
certain Quality of Service (QoS) level (e.g. VoIP, online gaming, media streaming, remote
surgery, . . .) can not be guaranteed for more than a few users. On the other hand, the MAC
layer of mobile technologies such as UMTS typically relies on scheduled approaches,
allowing different User Equipments (UEs) to specify QoS requirements. This might lead
one to conclude that UMTS is better suited to support this type of service than is WiFi.

Femtocells: Technologies and Deployment Jie Zhang and Guillaume de la Roche
 2010 John Wiley & Sons, Ltd



70 Air-Interface Technologies

It has been shown in the previous chapters that the femtocell concept can be based
upon a wide variety of wireless technologies, so great care must be taken before choos-
ing which is the most appropriate one for a given scenario. In order to serve as a quick
reference, an overview of the main features of different technologies for the air interface
is presented in the following sections. This is intended to serve as a coarse descrip-
tion of the diverse existing approaches that will help the reader grasp the fundamentals
of femtocell air interfaces and to find the appropriate reference for a more in-depth
study.

4.2 2G Femtocells: GSM

Although most of the FAP manufacturers have concentrated on producing 3G femtocells,
there are also some reasons for building Global System for Mobile communication (GSM)
air interfaces into femtocells. GSM is an old system compared with UMTS and LTE.
Nevertheless, it is well tested and still holds the biggest number of subscribers compared
with newer networks. In 2009, in some countries like India, GSM macrocell networks
were in rapid expansion, being UMTS barely considered for newer rollouts. This is mainly
due to its dramatically lower cost compared with more modern networks. The fact that
GSM femtocells are substantially cheaper to produce than 3G ones, makes them thus
more competitive against other technologies such as voice over WiFi or UMA.

For instance, the Swedish telecom giant Ericsson was one of the first manufacturers
to produce this type of femtocell. In February 2007, Ericsson launched its first GSM
FAP model and in September 2008 they signed a contract for its deployment with the
British supermarket company Tesco [2]. This agreement will have GSM femtocells from
Ericsson installed in Tesco shops all around the United Kingdom, which will be used by
their employees to roam onto the Orange network. Another example of investment on
GSM femtocells is the Scottish network operator Hay Systems Ltd (HSL), who announced
in January 2009 [3] the production of 2.75G femtocells with support for GSM, General
Packet Radio Service (GPRS) and EDGE air interfaces.

There are however also several reasons argued by other members of the industry, for
not producing GSM femtocells. For instance, the power control mechanism in GSM is
not as flexible as in 3G and this might be an important source of interference to overlayed
macrocells. Furthermore, GPRS’s achievable throughputs are quite low compared to newer
systems, meaning that 2G femtocells would not be able to provide much more than a high
quality voice service. If that is the case, would an indoor user be interested in purchasing a
femtocell to be used just for voice? Hence, the economic viability of this type of femtocell
is still arguable.

In the following sections, the fundamentals of the GSM standard are presented and
described in relationship to femtocell networks.

4.2.1 The Network

The fundamental structure of a GSM macrocell network is shown in Figure 4.1. Additions
to this architecture have been made over the years, in particular the introduction of GPRS,
which extended the network’s use from voice to data transfer at throughputs close to
100 kbps.
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Figure 4.1 Main GSM network architecture

The basic GSM network is divided in two main parts:

• The Base Station Subsystem (BSS): This sets up and maintains radio connections
between Mobile Stations (MS) and the core network. Although this part traditionally
comprises different network elements, the functions carried out by the BSS must be
fully integrated by a single Femtocell Access Point (FAP).

• The Network Switching Subsystem (NSS): This is the core network of the Mobile
Network Operator (MNO) and it performs call routing as well as subscriber-related
tasks.

Base Station Subsystem (BSS)

The BSS is the point of entrance of mobile users to the GSM network and has two well
defined elements: The Base Transceiver Station (BTS) and the Base Station Controller
(BSC). Due to the difficulties of controlling the radio parameters of millions of femtocells
within the network, the BSC functionalities must be carried out by the femtocell itself in
a self-configuring manner. Therefore and although the tasks assigned to the BTS and to
the BSC are different in the macrocell GSM network, these are carried out at the FAP in
a GSM femtocell network.

The BTS contains the necessary radio equipment to send and receive data to and from
the mobile users. This includes mainly transceivers and antennas, which are responsible
for creating the coverage cell and the handling of wireless links. In the GSM standard,
a total of eight Time Division Multiple Access (TDMA) time slots are defined in both
downlink and uplink, which allow the BTS to serve a total of seven users. This is because
one of those TDMA slots is used by the BTS for the broadcasting of signalling and
system information (the Broadcast Control Channel (BCCH)). However, it is possible for
a BTS with several transceivers at different frequencies to support more users. This is the
case for instance, of sectorized BTS, which uses directional antennas to cover different
regions from the same station. FAPs with sectorized antennas have been proposed [4] for
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interference avoidance, so this feature might be used in GSM femtocells to increase the
achievable throughput. Among other tasks, the BTS is also responsible for the ciphering
and deciphering of data exchanges with the MSs. In general, the BTS is the network
element that provides the radio resources required for the establishment of a wireless
link. However, such resources need to be controlled and coordinated with those from
BTS at other locations in the case of macrocells. That is why there is another network
element (the BSC), in charge of carrying out these management tasks.

The BSC is the control system that manages the handling of radio resources at the
BTS and is typically in charge of several tens of macrocell BTS. The BSC assigns the
radio channels to the different BTS, it controls the power levels within each channel and
handles the frequency hopping for the mobile user when a cell change happens. It is thus
responsible for performing the majority of handovers, except for the case when a BTS
change also implies a change in the BSC. The BSC can also be seen as a concentrator of
the data fluxes arriving from mobile users, which are then transmitted over to the Mobile
Switching Center (MSC). BTSs communicate with the MSC via an Abis∗ interface, which
is generally implemented by means of T1 lines. In the case of femtocells, this connection
is all-ip and hence, the information and signalling is sent over to the MSC through the
Internet. In some remote rural areas where it is hard to tend lines from each BTS, it is
also possible to relay the information between close BTS by means of cheaper microwave
links [5].

Network Switching Subsystem (NSS)

The Network Switching Subsystem (NSS) is the core of the GSM network. It connects
mobile stations to the Public Switched Telephone Network (PSTN) and also between each
other. Furthermore, it also performs tasks related to the billing of subscribers.

The main part within the NSS is the Mobile Switching Center (MSC), which can be
considered as an enormous call switching block, routing connections from hundreds of
BTS. The MSC arranges end-to-end communications by processing connection requests
that arrive directly from the MS. When such a connection is successful, the MS will be
registered in the Visitor Location Register (VLR), which is a database with temporary
information about the mobile users. This database is typically integrated into the MSC
itself although it can also be installed in another machine. The VLR contains information
only about visitors to the MSC to which the VLR is associated. This means that infor-
mation about MSs located in the neighbourhood of a given MSC will be stored in such
VLR. Furthermore, the location of the mobile terminal† is stored in the Home Location
Register (HLR), which is the main database of the mobile operator. Thus, all informa-
tion regarding subscriptions, user profile, hired services and usage statistics is stored in
the HLR. This implies that any user that purchases a GSM subscription from a network
operator will be registered with the HLR right before performing the first call.

When a handover requires a change of BSC, the process is handled at the MSC. This
does not happen very often in macrocell networks. However, a user leaving his home while

∗ Abis refers to the fact that this is the second A interface, being the first A interface the one connecting the BSC
to the MSC.
† The precision of the location information is known only until the VLR where the MS is registered.
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on a GSM connection, needs to be handed over from the femtocell to the macrocell. Since
there is no common BSC between the femto and the macrocell, it is the responsability
of the core network to perform the handover properly. This becomes even more complex
in the case of open-access femtocells, where a using walking down the street might be
continuously handed over between tens of femtocells.

The Gateway Mobile Switching Center (GMSC) is another network element built into
the MSC, which is used to connect the PSTN network with the mobile network. When a
call to a MS originates in the PSTN, it will first arrive at the mobile network via a GMSC,
which will decide to which MSC the requested user is connected. Then, an appropriate
route for the call will be set.

The Authentication Centre (AUC) is the unit providing authentication of mobile users.
When a user requests access to the network, the AUC will send a random number which
the MS will cipher using the key within his/her Subscriber Identity Module (SIM) card.
The encrypted number is then sent back to the AUC where it will be deciphered and
compared with the original one. If they match, the user is then authenticated into the
network.

The Equipment Identity Register (EIR) is another database that keeps track of valid
mobile devices. This allows the operator to block calls from stolen, broken or simply
unauthorized devices. Mobile terminals are identified in this database by their International
Mobile Equipment Identity (IMEI), which is a unique identifier for each mobile terminal.

The GSM network was initially designed for voice communications. Therefore, in
order to provide support to data transmissions, the GPRS was introduced into the GSM
network. This service requires a new network element called the Serving GPRS Support
Node (SGSN), which connects to the BSC and serves as the entry point to the IP-based
GPRS network. Finally, another element called the Gateway GPRS Support Node (GGSN)
is introduced to communicate the SGSN to outside networks such as the Internet.

A main difference between the traditional GSM network and one containing femtocells
is the number of cells. The macrocell GSM network of an operator has several thousands
of macrocells. However, in a femtocell network this number scales up to hundreds of
thousands or even millions. It is thus necessary for the core network to have the ability
to receive all of the data fluxes from individual femtocells. These independent flows are
concentrated in a new network element called the Femto Gateway (FGW). There are
several proposed architectures (see Figure 4.2) for the way the FGW is to be connected
to the core network. These are discussed in depth in Chapter 3.

4.2.2 The Air Interface

For historical reasons the frequency bands allocated to GSM systems vary between coun-
tries. However, there is a high level of agreement and most of the networks deployed
worldwide function in the 900, 1800 and 2100 MHz frequency bands. For example, most
countries in Europe use the 900 and 1800 MHz bands, while north America works on the
850 and 1900 MHz bands. However, countries from eastern Europe and Russia use the
450 MHz band. If it is assumed that FAPs are portable and roam internationally, they will
need to support a wide variety of transmission frequencies. The incorporation of sufficient
transceivers on these devices can increase their cost, making them not easily affordable.
However, femtocells are oriented to the home market and it is not expected that they will
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be relocated as often as mobile terminals. For the sake of economic viability, GSM FAPs
will therefore be designed to include transceivers that work only in the licensed frequency
band for a given country. Some proposals have even been made to detect the location of
the FAP and block its transmissions when in a country different to the one it is intended
to operate in.

Figure 4.3 shows an example of the frequency assignment in GSM systems using the
900 MHz band. As can be seen, the main duplexing technique for uplink and downlink
transmissions in GSM networks is Frequency Division Duplexing (FDD), which assigns
the lower frequency band to the MS and the upper band to the BTS. This design is based
on the fact that transmitting on lower frequencies requires lower energy than it does at
higher ones. It is therefore supposed to save the battery on mobile devices.

Of all the frequency channels available in the uplink and downlink bands, one is always
left as a guard band. In GSM, transmission channels have a bandwidth of 200 kHz so it
is easy to see that the number Nch of available transmission carrier frequencies in each
direction (downlink and uplink) is:

Nch = 25 MHz

200 KHz
− 1 = 124 (4.1)

uplink

25 MHZ

902.5 MHZ 947.5 MHZ frequency

20 MHZ 25 MHZ

downlink

Figure 4.3 Spectral bands of GSM-900
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Each country has followed its own procedures for the assignment of licenses in those
channels, typically by auctioning emission permits to different operators. Therefore, each
operator uses a subgroup of those Nch channels containing more or fewer channels depend-
ing on the price paid for the license. It must however be highlighted that the channels are
assigned in uplink/downlink pairs, i.e. it is not possible to pay a license for a downlink or
uplink channel independently. Since there is a 20 MHz separation between the uplink and
downlink bands, the total frequency separation between an uplink and downlink trans-
mission channel results in 25 MHz + 20 MHz = 45 MHz, being the channel pair handled
by the same transceiver within the radio equipment.

The price of a license for the GSM transmission channels raises up to several million
Euros and there is thus a great interest by some of the operators to maximize the efficiency
of spectral usage. The deployment of femtocells using the same frequency channels as the
overlaid macrocells increases the overall network throughput without requiring additional
GSM channels. Therefore, network operators could obtain higher profits by maximizing
the Area Spectral Efficiency (ASE).

The GSM TDMA Frame

GSM manages the transmissions from different users using Time Division Multiple Access
(TDMA) in a round-robin fashion. This means that each frequency channel is shared over
time by several users, each being allowed to transmit in one of the 200 kHz channels
for a given period of time. This is done by subdividing the frequency band into eight
consecutive slots over the time domain. A single time slot is called a burst period and it has
a duration of 15/26 ≈ 0.577 ms (see Figure 4.4). The set of eight consecutive time slots
starting with slot 0 is called a TDMA frame and it has a duration of 120/26 ≈ 4.615 ms
during which information bits are transmitted. For instance, a data burst has a time duration
equal to the time it takes to transmit 156.25 bits, although not all of them contain useful
information. As seen in Figure 4.4, a normal data burst carries the following 148 bits:

Tail bits: The 3 bits at the beginning and at the end of every data burst are always set
to zero. These are used to clear the Viterbi equalizer in a GSM receiver by setting the
equalizer to an initial state and leaving it ready to receive the next data burst.

Data bits: These are the containers of the useful voice data from and to the users.
Training bits: The content of this field is previously agreed by transmitter and receiver.

Then, the receiver can use the received value for channel equalization.
Stealing flags: The single bits before and after the training bits indicate whether or not

the current burst contains user data or control information.
Guard interval: This is a period of time during which nothing is transmitted. This avoids

adjacent bursts interfering with each other because of propagation delays in a multipath
environment.

Time slot 0 of a downlink TDMA frame is typically used to allocate the Broadcast
Control Channel (BCCH), which is used by the BTS continuously to transmit the cell
ID, Mobile Network Code (MNC), Location Area Code (LAC), etc. This leaves only
seven time slots to be used for user traffic. However, the GSM standard allows several
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frequency channels to share a common BCCH, thus having all eight time slots available
at other channels. Nevertheless, this must be carefully balanced by the FAP manufacturer
depending on the traffic requirements of the services offered by the femtocell. This is
because there might be some services for which having one additional traffic channel is
crucial. However, having only one BCCH for several traffic channels might be unfeasible
in terms of signalling. Hence, an appropriate dimensioning is necessary.

In GSM, a distinction is made between channels according to the type of informa-
tion they carry. Thus there are traffic and control channels. Such channels are built up
from several TDMA frames forming a much larger multiframe. The different types of
multiframe are explained in the following.

The GSM Traffic Channel

The Traffic Channel (TCH) in GSM is a multiframe composed of 26 shorter TDMA
frames (see Figure 4.4). However, only 24 of those frames are really used for user voice
traffic, while the other two are reserved for transmitting the Slow Associated Control
Channel (SACCH). The SACCH is used for the exchange of power control information
between the MS and the BSC, which functionality is built into the femtocell access point.
This is sent alternatively in frames 12 and 25 of the TCH multiframe and it carries in
uplink power measurement reports from the MS, as well as power control commands in
the downlink.
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The GSM Control Channels

Figure 4.5 classifies the different control channels in GSM. The BCHs are used by the
FAP to send network-related information to the MS and there are three of them:

• As explained above, the BCCH is used by the BTS to transmit continuously the cell
ID and other network related information. The MS reads this channel to detect which
cell it is currently in and to know the channel power.

• The Synchronization Channel (SCH) is used to help the MS synchronize to the frames
sent by the BTS. This is done by sending a training sequence as well as the Base
Station Identity Code (BSIC).

• The Frequency-Correlation Channel (FCCH) carries a sine tone. This is used by the
MS to synchronize its frequency with that of the BTS.

The Common Control Channel (CCCH) is used for call establishment and is subdivided
into three channels:

• The Paging Channel (PCH) is used to notify the MS that there is an incoming call.
• The Random Access Channel (RACH) is an uplink channel in which the MS requests

access to the network. These requests follow the slotted Aloha protocol.
• The Access Grant Channel (AGCH) is used to notify the MS of the assigned slot after

a request has been made through the RACH.

The Fast Associated Control Channel (FACCH) is an special channel used to transmit
control information in cases where the signal quality drops quickly or during handovers.
For example, if an obstacle suddenly appears between the MS and the FAP (someone
passing by or an inner wall), the mobile transmitter might need to transmit with higher
power to reach the FAP. Since this situation requires a quick intervention, the traffic
channel is replaced temporarily by the FACCH to deal with this power increase request.
The stealing bits or flags are transmitted before and after the training sequence in the burst
of Figure 4.4. These indicate to the receiver that the current burst is a control message (e.g.
the FACCH) so that the appropriate routines take control. The same applies to situations
in which a user of an open-access femtocell is leaving his home and a handover to the
macrocell outside takes place. As the power received from the femtocell drops quickly,

BCH

BCCH SCH FCCH PCH RACH AGCH SDCCH SACCH

DCCHFACCHCCCH

Control
channels

Figure 4.5 GSM logical control channels
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the FACCH is used for a fast information exchange between the mobile user and the
network so that the handover is done as rapidly as possible.

The Dedicated Control Channel (DCCH) is used for signalling purposes between the
MS and the GSM network. It comprises the following channels:

• The Standalone Dedicated Control Channel (SDCCH) is used for signalling a call
establishment.

• As explained above, the SACCH exchanges power control information between the
MS and the FAP each multiframe.

4.3 3G Femtocells: UMTS and HSPA

As 3GPP specifications evolve, the network becomes more access independent,
allowing connections to reach the core network by means other than just through the
SGSN. This adds versatility to base stations, which are then capable of connecting
through IP-based networks. These and other features make UMTS technology better
prepared than GSM for the deployment of femtocells. To be consistent with the 3GPP
terminology, the term Home NodeB (HNB) is used in this section to refer to the
FAPs.

Thanks to interference averaging, WCDMA receivers are able of separating UMTS
signals at very low levels of SINR. From the point of view of the air interface, UMTS is
hence also better suited than GSM to cope with the high interference levels of two-layer
networks. Besides, given the fact that UMTS delivers much higher data rates than GSM
and that it is already a well tested technology, most manufacturers have concentrated on
the development of UMTS-based HNBs.

The Universal Mobile Telecommunication System (UMTS) [6] is nothing other than
the name given to a set of radio technologies specified by the 3rd Generation Partner-
ship Project (3GPP) Radio Access Network (RAN) group [7]. The name given to the air
interface of UMTS is UMTS Terrestrial Radio Access (UTRA), which is specified for
functioning in FDD and Time Division Duplexing (TDD) modes. This is in opposition
to GSM, which is only specified for FDD (see Figure 4.3). The main 3GPP Techni-
cal Specifications (TS) of the UMTS air interface are two (see Table 4.1): TS 25.101,
which can be found in [8] specifies the minimum RF features that the FDD mode of
UTRA must provide in the UE. Then, TS 25.102, can be found in [9] and it speci-
fies the requirements of the TDD variant. Although the two options exist, most of the
UMTS networks deployed worldwide use UMTS in FDD mode. This is mainly due to
interference issues rising between adjacent NodeBs that transmit in the same frequency
band.

In contrast to GSM, UMTS HNBs were standardized by 3GPP towards the end of 2008
in TS 22.220 [10]. This allows vendors to develop their FAPs in a way that guarantees
a minimum functionality to network operators wishing to deploy femtocells. However,
[10] is still the first version of the standard so further refinements are expected in the near
future. Other specifications released and under development by the 3GPP are also shown
in Table 4.1.
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Table 4.1 UTRA specifications (selected)

Technology Specification Title Release

W-CDMA 25.101 User Equipment (UE) radio R99
transmission and reception (FDD) R4

HSDPA R5
HSUPA R6

W-CDMA 25.102 User Equipment (UE) radio R99
transmission and reception (TDD) R4

HSDPA R5
HSUPA R6

3G 22.220 Service requirements for Home R8
NodeBs and Home eNodeBs

25.469 UTRAN Iuh interface Home Node B R8
(HNB) Application Part (HNBAP) signalling

25.820 3G Home NodeB Study Item R8
Technical Report

25.967 FDD Home NodeB RF Requirements R8

4.3.1 CDMA Fundamentals

Code Division Multiple Access (CDMA) is the medium access technology used in UTRA.
However, the specific implementation of CDMA in UMTS is called Wideband Code
Division Multiple Access (WCDMA), which distinguishes it from implementations used in
other systems such as CDMA2000 or Evolution-Data Optimized (EVDO). The wideband
clarification refers to the fact that the bandwidth used in UMTS systems is larger than that
used in others. In contrast to other technologies, CDMA allows all users to simultaneously
transmit over all the available bandwidth, being the different transmissions separated
throughout the use of orthogonal codes.

The fundamental concept beneath CDMA is the spread spectrum , which consists of
modulating data signals in such a way that the resulting signal has a much larger bandwidth
than the original one. This is achieved by applying an XOR operator between the data
and coding signals. Figure 4.6 illustrates this procedure, where sb represents the original
binary data signal and c is the spreading code or modulating signal. It can be proved
that if the rate of c is larger than that of sb, then the resulting signal xc also has a
larger bandwidth than the original sb. The coding signal c is called the spreading signal
because it modifies the spectral properties of the original signal by widening its spectral
occupation. c has thus a much higher bit rate than the data signal and its elements are
called chips to distinguish them from the binary data bits. In Figure 4.7 a data signal sb
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with period Tb is modulated by a spreading signal c with period Tc. The transmission filter
in this example is a square root raised cosine filter and it can be seen that the resulting
xc has a larger bandwidth than sb. The bit rate of sb is Rb = 1/Tb, while the chip rate of
c is Rc = 1/Tc. The Spreading Factor (SF) can be thus defined as:

SF = Rc

Rb

= Tb

Tc

(4.2)

and it is an integer that gives the total number of chips per data bit.
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The objective of the reception of CDMA signals is to separate the signals from different
users. This is done by calculating the cross-correlation of the received signal and the
user’s spreading code. Only when the resulting cross-correlation reaches its maximum, the
corresponding signal can then be extracted. The demodulation is performed by applying
the inverse process of Figure 4.6, i.e. the received signal is XOR with the despreading
code. This recovers the original data sequence by reducing the bandwidth of the received
signal and increasing its power density. It is interesting to note that, if a narrowband
interfering signal is present, the effect of this process is a spectral spread. Hence, the
power density of a narrowband interfering signal is decreased while that of the data signal
is increased. This property makes CDMA systems particularly resistant to narrowband
interference. This does however not occur with broadband interference such as signals
from other users, which remain as broadband interference even after the despreading
process. The processing gain is thus defined as the increase in power density of the
desired data signal and it is equal to the spreading factor SF.

The codes used to allocate several users in CDMA are ideally mutually orthogonal.
However, this relies on the coding sequences of different users being perfectly aligned in
time (synchronous CDMA). Since such a level of synchronization is not easily achiev-
able in certain situations (e.g. uplink connections from independent UEs), asynchronous
CDMA makes use of Pseudorandom Noise (PN) sequences, which have better resistance
to time shifts. For more information about spreading codes and other aspects of CDMA
technology, the reader is referred to [11].

4.3.2 The Network

Figure 4.8 shows the UMTS network architecture as of Release 4 (published in April
2001) where the changes with respect to the GSM network of Figure 4.1 are already
evident. The different parts of the UMTS network are explained in the following.
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Figure 4.8 UMTS network architecture in Release 4
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The Radio Access Network (RAN)

In UMTS, the RAN is the equivalent of the Base Station Subsystem (BSS) in GSM net-
works. The RAN in UMTS is called UMTS Terrestrial Radio Access Network (UTRAN),
it connects the UEs with the core network and is responsible for handling the air inter-
face. The only part of UTRAN visible to the mobile user is the NodeB, which handles
a single cell throughout the WCDMA air-interface. The name NodeB (Node for Broad-
band Access) was given temporarily to this element during the standardization process at
3GPP. However, it soon became widely used and hence remained as the official term to
denote UMTS base stations [12]. One of the main differences between UMTS and GSM
is that UMTS introduced Asynchronous Transfer Mode (ATM) as the transport protocol
to be used for carrying information and signalling in the backhaul. NodeBs are therefore
connected to the RNC by ATM links through a logical interface called Iub [13], which is
used for the negotiation of radio resources between the NodeB and the Radio Network
Controller (RNC). In UMTS, NodeBs support cell sectorizing, i.e. each cell can be divided
into several angular sectors served at different carrier frequencies.

The RNC is the equivalent of the BSC in GSM networks and is the decision-making
element within UTRAN. The RNC controls several NodeBs, performs Radio Resource
Management (RRM) and is capable of directly communicating with other RNCs through
the Iur interface. Furthermore, the RNC communicates with the core network by means
of a logical interface called Iu . The RNC performs Call Admission Control (CAC) and
accepts or rejects calls depending on the level of interference present at the NodeB
requesting the call. It also assigns CDMA codes to the UEs and determines the power
control limits to avoid near – far problems (see Section 6.2.3).

In the case of femtocells, it is possible for the RAN to be fully integrated into the FAP
device. However, there are different approaches where this could be done. If the RNC
functionality is to be performed by the femtocell, then Iu messages to the core network
need to be encapsulated into IP packets in order to be transmitted through the Internet.
This configuration is called an Iu-tunnel or Iu-over-IP and it seems an appropriate archi-
tecture for small and medium businesses [14], where several users simultaneously access
the femtocell. The elevated number of users in this case with respect to the home envi-
ronment, introduces the need for bringing the RNC functionality closer to the HNB. Such
an architecture is shown in Figures 4.2(a) and 4.9. Since the number of UEs in a SOHO
environment is reduced, other approaches are needed to remove the RNC from the fem-
tocell and introduce it into the core network. As can be seen from Figure 4.8, this implies
that Iub communications between the FAP and the RNC need to be encapsulated on IP
packets. This architecture is thus called Iub-over-IP and is illustrated in Figure 4.2(b).
However, the feasibility of performing RRM for millions of femtocells from the core
network is uncertain, Iu-over-IP being a preferred approach.

The Core Network (CN)

Although the RAN was remodelled, Release 99 of the UMTS standard kept the Core
Network (CN) of GSM. MSCs in the GSM network used to transfer voice to/from the
BSC via the A interface. However, UTRAN now uses ATM for transporting speech at a
different rate and hence RNCs cannot talk directly to old MSCs. Due to this, a new network
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element called the Media Gateway (MGW) was introduced to interface between UTRAN
and GSM MSCs. As the specifications progressed, Release 4 changed the old GSM CN
for an all-IP core and the MSC was finally removed from the network architecture (see
Figure 4.8).

The SGSN is a network element inherited from the GPRS network that deals with
data communications. It routes incoming packets to/from the appropriate RNC and it
authenticates users into the network of the operator. The GGSN is nothing other than the
entry point of the SGSN to the Internet.

4.3.3 The Air Interface

Figure 4.10(a) shows the frequency bands allocated to the FDD mode of UTRA.
Similar to GSM, UMTS channels are paired , i.e. a single license is issued for a pair
of uplink–downlink frequency channels. Each UMTS channel requires a bandwidth of
5 MHz, which means that there are only 60/5 = 12 UMTS channels in the licensed
band. However, in order for an operator to implement appropriate frequency planning
and avoid interference between its NodeBs, more than one channel is necessary.

The UMTS protocol stack has two well defined parts:

• The Access Stratum (AS) comprises the layers that make up UTRAN plus lower layers
that implement the ATM transport functionality.

• The Non-Access Stratum (NAS) includes the upper layers that communicate the UE
with the CN.

Another key concept is that of the Radio Access Bearer (RAB), which is the means for
transmitting information that the AS provides to the NAS. An RAB is basically the Service
Access Point (SAP) that the Radio Link Control (RLC) layer provides to the upper layers
in the UTRA protocol stack. This is shown in Figure 4.11, where the different elements of
the RAN have been bundled together in the same network structural block to highlight the
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Iu-over-IP architecture of Figure 4.2(a). RABs are continuously established and released
in order to provide transmission capabilities with different QoS to UMTS channels.

UTRA is thus one of the fundamental parts of the AS because it communicates the UE
with the NodeB and it is the entry point of users into the UMTS network. The UMTS
air-interface channels are SAPs provided by the lower layers and are classified into three
categories:

• Logical channels are provided by the MAC layer to the RLC layer for the transmission
of user information.

• Transport channels are provided by the Physical (PHY) layer.
• Physical channels are transmitted over the air and communicate the PHY layers of

different UTRA elements.
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As explained in Section 4.3.1, the air-interface of UMTS is based on CDMA with
a chip rate of Rc = 3.84 Mcps for a bandwidth of 5 MHz. The radio frame has a time
duration of tf = 10 ms and its structure is shown in Figure 4.12. Each frame is subdivided
in Ns = 15 time slots or bursts of duration ts = tf /Ns ≈ 0.667 ms, each containing Nc =
Rc · ts = 2560 chips. The number Nb of bits carried by each time slot depends however on
the CDMA Spreading Factor (SF) and the digital modulation being transmitted. In UMTS
the modulation is Quadrature Phase Shift Keying (QPSK), which carries Nmod = 2 bits
per symbol. Thus, Nb is easily computed by:

Nb = Nc

SF
· Nmod = 2560

SF
· 2 (4.3)

The SF is therefore a fundamental property of the physical channels and the bit rate Rb

in one slot can be calculated using:

Rb = Nb

ts
(4.4)

In UMTS, channels are often transmitted by mapping several upper-layer channels
into one lower-layer subchannel. In a similar way, one upper-layer channel might be
split across several lower-layer channels. Furthermore, some channels are unrelated to
channels from upper layers and carry information that is significant only at the layer
in which they are generated. Among other tasks, it is thus the responsability of each
layer to multiplex and segment channels received through its SAPs into the appropriate
subchannels of the layer beneath. Figure 4.13(a) illustrates those physical channels that
are mapped to channels from upper layers and the different available channels are listed
in the following.

Logical Channels

• As in GSM, the Broadcast Control Channel (BCCH) is a downlink channel containing
the cell id and all necessary information for the UE to detect a UMTS cell.
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• The Paging Control Channel (PCCH) is a downlink channel used to indicate the UE
of an incoming connection.

• The Common Traffic Channel (CTCH) is a point-to-multipoint downlink channel to
send the same data to a group of UEs.

• The CCCH is used to send control information to and from the UEs that have no
assigned channels.

• The Dedicated Traffic Channel (DTCH) is the main traffic channel in UTRA and carries
user data both in uplink and downlink.

• The DCCH is used to exchange control information between a given UE and the
network.

Transport Channels

• As seen from Figure 4.13(a) the Broadcast Channel (BCH) carries the BCCH, which
is to be decoded by every UE in the network.

• The PCH carries the PCCH in order to inform a UE without connection, of an incoming
connection request.

• The Forward Access Channel (FACH) is a downlink channel able of carrying several
types of traffic (common, dedicated, control information for connection set-up and small
packets of user data).

• The Dedicated Channel (DCH) is the channel normally used to carry user data. However
and as seen from Figure 4.13, user information can also be sent through other channels.
This is decided by the RNC or the FAP depending on the data size.
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• The Downlink Shared Channel (DSCH) can be used for the transport of data belonging
to several users.

• The RACH is used by the UE to access the network for the first time in response
to a network connection request. It can thus carry both user data as well as control
information.

• The Common Packet Channel (CPCH) is used for transmitting power control commands
as well as user data.

Physical Channels

• The Common Control Physical Channel (CCPCH) is a downlink channel used mainly
for the transmission of control information (although small user data packets is allowed
through the FACH). The CCPCH is however divided in two subchannels: the Primary
Common Control Physical Channel (PCCPCH), which is always transmitted with a
channelization code of SF = 256 and that carries the BCH, and the Secondary Common
Control Physical Channel (SCCPCH).

• The Dedicated Physical Data Channel (DPDCH) carries user information from the
DCH.

• The Dedicated Physical Control Channel (DPCCH) carries physical layer control infor-
mation such as power control and data format.

• The Physical Downlink Shared Channel (PDSCH) is used to send the DSCH to different
UEs.

• The Physical Random Access Channel (PRACH) carries control information that the
UE sends in the RACH when accessing the network for the first time. It can also carry
small user data.

• The Physical Common Packet Channel (PCPCH) is used for carrying the transport
CPCH.

• Although not shown on Figure 4.13(a), the Common Pilot Channel (CPICH) is an
important downlink physical channel transmitted continuously from the HNB. UEs
read the power of this channel to detect available cells in its surroundings.

The PHY layer receives one block of data from the MAC layer each period known as
the Transmission Time Interval (TTI). As mentioned earlier, the PHY layer manipulates
the information carried by transport channels in order to transmit it successfully through
the physical channels. The CRC and convolutional coding are performed at this level, as
well as bit interleaving to distribute burst errors throughout different radio frames. The
number of bits that can be interleaved depends on the TTI. On the one hand, longer TTIs
allow more bits to be distributed throughout the frame and it hence lowers the impact of
burst errors. On the other hand, shorter TTIs will reduce the effectivity of bit interleaving.
The TTI value also impacts the frequency with which radio link adaptation can be applied.
Short TTIs allow the Bit Error Rate (BER) to be estimated more often in reception and
hence, quicker action can be taken in cases of link degradation. UMTS offers versatility
in this field by allowing TTIs of 10, 20, 40 and 80 ms.

After interleaving, the bits of the resulting information blocks must be punctured or
repeated in order for the block to match the bit rate of the channel. Such a procedure
is known as rate matching . After that, the PHY layer can decide to multiplex all blocks
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with the same coding and interleaving into a single Coded Composite Transport Channel
(CCTrCH)‡. The resulting CCTrCHs are then mapped to physical channels. Hereafter,
physical channels are modulated with the WCDMA spreading function to reach the UMTS
chip rate of Rc = 3.84 Mcps. Each HNB uses a spreading code of its own called a scram-
bling code. This allows UEs to differentiate the downlink signals arriving from different
femtocells. Furthermore, each UE also has a scrambling code different from other users
within the same femtocell. An intelligent management of the scrambling codes can be
used as a means for reducing the impact of interference reaching the UE from surrounding
femtocells. However, the UE needs to check all available scrambling codes when entering
the femtocell for the first time. Therefore, and in order to reduce the registration time, the
number of available codes must be kept low. Other type of codes named channelization
codes are also used to distinguish the different physical channels on reception. Finally,
the bit sequence is mapped to a QPSK modulation and modulated using a root-raised
cosine filter with a roll-off factor of β = 0.22. A more in-depth study of UMTS can be
found in [15].

4.3.4 HSPA Femtocells

As seen in Table 4.1, releases 5 and 6 of the 3GPP specifications introduced further
enhancements to UMTS networks. These are detailed in the following.

HSDPA

The first version of the 3GPP Release 5 standard was published in March 2002 and it
introduced several improvements to the downlink architecture. This release is commonly
known as High Speed Downlink Packet Access (HSDPA) and, among other changes, it
removes the transport channel DSCH from the specifications. In its place, its HSDPA
equivalent is introduced: the High-Speed DSCH (HSDSCH), which is used in HSDPA to
carry user data.

An option for using the higher order modulation 16-Quadrature Amplitude Modulation
(QAM) instead of only QPSK is now supported (shown in Figure 4.14). By doing this,
each modulation symbol carries Nmod = 4 bits and hence, the achievable throughput is
much higher (see equation (4.3)). For instance, HSDPA is in theory capable of achieving
14.4 Mbps over a newly defined TTI of 2 ms. On the other hand, plain UMTS indoor
systems only support speeds of up to 2 Mbps. However, this data rate is often limited by
the Iub interface that connects the NodeB with the RNC. In femtocells designed according
to the Iu-over-IP architecture, there is no such Iub interface because the RNC functionality
is built into the FAP and hence, the Iub bottleneck is eliminated.

Hybrid Automatic Repeat reQuest (HARQ) is also included in HSDPA for an increased
speed of packet retransmission in the physical layer. In HSDPA, data packets transmitted
to the user in the downlink are kept in the buffer of the NodeB in order to accelerate
packet retransmission when errors occur. This supposes a speed improvement with respect
to plain UMTS macrocell systems, which only keep the data in the RNC. However, this

‡ Note that CCTrCHs only exist within the physical layer.
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feature does not introduce significant gains in Iu-over-IP HSDPA femtocells with respect
to UMTS because the RNC is built together with the HNB and they already share the
same buffers. On the other hand, Iub-over-IP HNBs may highly profit from this approach
because it avoids having to retransmit erroneous packets through the Iub tunnel and
the Internet all the way from the RNC in the Core Network (see Figure 4.2). Besides,
HSDPA reduces the TTI from 10 ms to 2 ms, which allows for a much faster scheduling
and transmission of data over good radio links more often. Hence, less retransmissions
are necessary. The scheduler in HSDPA is also removed from the RNC and located in
the NodeB.

The DCH is also a key channel in HSDPA and it always carries signalling from the
DCCH, which is always transmitted in parallel with other channels. Furthermore, the SF
used to encode this channel is fixed in order to achieve the maximum available data
rate. As mentioned above, the HSDSCH is now the transport channel carrying user data.
However, instead of using power control, the RLC layer now uses Adaptive Modulation
and Coding (AMC) to adapt to changes in the radio channel. The decision to change
the Modulation and Coding (MC) is taken based on the Channel Quality Indicator (CQI)
received in the uplink, which is an index pointing to the MC most suitable for the next
transmission. Since there is no power control, the transmission power remains constant
and the different digital modulations have to be selected in order to cope with channel
variations. For more information on HSDPA, the reader is referred to [16].

HSUPA

Towards the end of 2004, release 6 of the 3GPP specifications, commonly known as
High Speed Uplink Packet Access (HSUPA), was finally published and PicoChip was
the first company to release a commercial HSUPA femtocell design [17]. This consisted
of a software upgrade to their previous HSDPA product in order to make it compliant
with 3GPP Release 6 and capable of delivering uplink speeds of up to 1.46 Mbps with
HSUPA. Later, other companies such as Percello, Ubiquisys, Huawei or Ivy Network
have also shown interest in such a design and started to develop their own HSUPA
femtocell solutions. There are however concerns regarding the viability of supporting
HSUPA technology in femtocell designs. Release 6 supports theoretical uplink speeds up
to 5.76 Mbps, which is more than most of the ADSL connections in Europe can provide.
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The uplink speed will thus be constrained by the current backhaul connection, although
this would only affect Internet-based applications and not SOHO-centric ones.

In contrast to the higher order modulation introduced by HSDPA, several studies showed
that no significant gains are achieved in the uplink with 16-QAM and hence, only the
Binary Phase-Shift Keying (BPSK) modulation is supported in release 6. Furthermore,
higher order modulations require more energy per bit, which is a limited resource in user
terminals. Therefore, power control is the technique used to fight against quick changes of
the channel in HSUPA. Compared to the 20 dB of UMTS, HSUPA introduces a dynamic
range of 70 dB for power control, which adds higher versatility in fading management.
Besides, power control is moved to the NodeB, which sends its instructions to the UE over
several new dedicated channels (the Enhanced uplink Relative Grant Channel (ERGCH)
and the Enhanced uplink Absolute Grant Channel (EAGCH)).

DCH is the transport channel where user data is typically carried in UMTS systems.
However, this channel is replaced in HSUPA by the uplink Enhanced Dedicated Channel
(EDCH), which is a channel dedicated to the transmission of information from the UE
to the NodeB. HARQ is also supported in the PHY layer of HSUPA and implemented
by means of the new EDCH HARQ Indicator Channel (EHICH), which is a downlink
channel used for sending the acknowledgments corresponding to uplink transmissions.

HSUPA supports two TTI values: 2 ms and 10 ms. As with HSDPA, the lower value
helps to increase the responsiveness against fast fading. However, the transmission of
signalling information in the uplink, each 2 ms consumes a lot of power in those UEs
located far from the NodeB. This motivated the introduction of support for TTIs of 10 ms
which is today the most commonly supported TTI in user terminals. Femtocell users are
usually much closer to their HNB than in the macrocell case. Furthermore, the femtocell
edge is well defined and contained by the outer walls of the premises. This suggests that
a TTI of 2 ms should be feasible in femtocell scenarios. However, this is an optional
feature in most terminals [16] and not necessarily always supported.

4.4 OFDM-Based Femtocells

One of the main impairments of wireless channels is frequency selective fading. It is
especially so in intense multipath environments where the behaviour of the channel dif-
fers between different frequencies (see Figure 4.15) and this is particularly true in indoor
and urban environments. The distortion suffered by wideband signals (e.g. CDMA sig-
nals) when transmitted over such channels makes them difficult to recover and hence,
narrowband signals are preferred for their higher resistance to these channels.

This led in the fifties to the development of multicarrier modulations, which consist on
the transmission of information over several narrowband channels instead of one large
wideband channel. However, this technology did not succeed until the 1990s, which is
when electronics started to cope with its computational requirements. Furthermore, the
subdivision of the data stream into several smaller ones allows for an efficient management
of the radio resources and interference, which is the main problem of overlaid two-layer
networks (see Chapter 6). Due to its highly efficient implementation by means of the Fast
Fourier Transform (FFT), Orthogonal Frequency Division Multiplexing (OFDM) is the
multicarrier technology selected for the PHY layer of IEEE Wireless Interoperability for
Microwave Access (WiMAX) and 3GPP Long Term Evolution (LTE). These are some of
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Figure 4.15 Channel impulse response and frequency response of a multipath channel

the candidate technologies to replace current UMTS networks. Since femtocells are also
part of the RAN and need to interact with the outdoor macrocells (e.g. for performing
handovers), FAPs based on these technologies are the natural evolution of current GSM
or 3G NodeBs. Moreover, several manufacturers have already started the development of
OFDM-based femtocells, which might become common the future.

In general terms, the femtocell concept applies equally to all RAN technologies. How-
ever, there are some fundamental differences between femtocells based on CDMA and
OFDM. In scenarios where both femto and macrocells reuse the electromagnetic spectrum,
interference averaging of CDMA helps to reduce the effects of interference. However,
this does not happen in OFDM where one transmitter is enough to interfere completely
with a given subcarrier. It is therefore assumed that OFDM femtocells will use some sort
of self-organizing approach to cope with potential interference issues. The idea is that
femtocells will scan the radio environment (either scanning it themselves or throughout
measurement reports from the UEs) and use this information in a distributive manner
(cooperatively or not) to choose the optimum subcarriers assignment.

In the following, an overview of WiMAX and LTE, which are candidate technologies
in the evolution towards 4G, is presented.

4.4.1 OFDM Fundamentals

Figure 4.16 shows the fundamental structure of an OFDM transmission system. At the
transmitter side, the data sequence is mapped into symbols X of a complex constellation
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(e.g. QPSK or 16-QAM) which are then input in groups of N to an Inverse Fast Fourier
Transform (IFFT). N is typically a power of two and is a basic property of the system.
The group of N samples output from the IFFT block is known as an OFDM symbol and
it consists of the following sequence

x[n] = 1√
N

N−1∑
k=0

X[k]e
2πjnk

N , n = 0, . . . , N − 1 (4.5)

As seen, each complex symbol X[k] is modulated by a complex exponential function. Each
of these is called an OFDM subcarrier and they are arranged to be orthogonal relative
to each other. Since the OFDM modulation is implemented via an FFT algorithm, the
observed bandwidth of each subcarrier depends on the sampling frequency fs and the FFT
size NNFFT throughout �f = fs/NFFT. It should thus be noticed that the useful duration
of the OFDM symbol (without cyclic prefix) is inversely related to the subcarrier spacing
�f by:

TOFDM = 1

�f
(4.6)

There is thus an slight overlapping between adjacent subcarriers; however, orthogonality
allows for an easy recovery of the original sequence through an FFT in the receiver side.
The normalization factor 1/

√
N is used to guarantee an unitary transform of the signal

going through both the transmitter and receiver parts of the system. Figure 4.17 illustrates
an OFDM spectrum, where adjacent subcarriers have a spacing of �f .
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Due to the use of an IFFT, the OFDM signal can be thought of as being constructed in
the frequency domain. This means that the energy of each symbol X[k] translates directly
into the energy carried by the kth subcarrier when transmitted over the air. This is useful,
for instance, for avoiding transmitting data over certain bands suffering deep fading at a
given instant. By exploiting the CQI information, the transmitter can decide, for example,
not to transmit in subbands 10 and 47 just by doing X[10] = 0 and X[47] = 0. This frees
the corresponding RF subcarriers and reduces the interference caused to other femtocells
using those bands.

The basic principle for information recovery in OFDM is the orthogonality between
subcarriers. This is typically guaranteed by highly accurate oscillators and timing between
transmitter and receiver. However, it is the industry’s objective to keep FAPs prices to a
minimum, thus a risk exists of having low quality oscillators in OFDM femtocell access
points that might degrade the performance of the transmission chain. This translates into
subcarriers widening in frequency and causing interference to adjacent subcarriers in a
phenomenon known as Intercarrier Interference (ICI), which must be properly calibrated
by the FAP manufacturer. It has been shown [18] that some of the factors that increase
ICI include large OFDM symbol durations and frequency offset errors, which cause a
quadratic growth in ICI.

The Cyclic Prefix

As seen from Figure 4.15, a multipath channel causes the arrival of several signal echos
at the receiver. The result of this is symbols widening in time and interfering with the
next adjacent symbol in a phenomenon known as Intersymbol Interference (ISI). In order
to reduce the impact of ISI, most OFDM systems make use of a technique called the
cyclic prefix , which consists of repeating the last part of x[n] at the beginning of the
original sequence. This is illustrated in Figure 4.16(a), where the last L samples of x[n]
are introduced as a prefix before the DAC conversion, L being the length of the discrete
multipath channel impulse response. The resulting sequence xCP[n] has thus a length of
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N + L and it follows that xCP[n] = x[n]mod N at −L ≤ n ≤ N − 1. The received discrete
signal is therefore:

y[n] = xCP[n] ∗ h[n]

=
L∑

k=0

h[k]xCP[n − k]

=
L∑

k=0

h[k]x[n − k]mod N

= x[n] � h[n]

(4.7)

where it is shown that the cyclic prefix forces the received signal y[n] to be the circular
convolution of the original signal with the channel impulse response h[n]. Following the
properties of the circular convolution, (4.7) can be rewritten in the frequency domain as
Y [k] = X[k]H [k] for 0 ≤ k ≤ N − 1. Therefore, as long as the channel response h[n] is
known, the original signal can be recovered free of ISI by:

x[n] = IFFT

{
Y [k]

H [k]

}
(4.8)

OFDMA

Orthogonal Frequency Division Multiple Access (OFDMA) is a multiple users access
scheme based on OFDM that exploits the spectrum arrangement in subcarriers to distribute
users along the frequency domain. Instead of letting each user use all the spectrum all the
time by transmitting through all the subcarriers, only a subgroup of those are assigned to
each user. This maximizes the frequency reuse because it is unlikely that a user enjoys
good channel conditions over all subcarriers at a given time instant. It is thus reasonable
to let other users make use of those subcarriers. This approach introduces the need for
dynamic frequency assignment algorithms that decide, for each OFDMA symbol, which
users are assigned which subcarriers. Furthermore, in OFDMA systems, subcarriers are
usually grouped into larger groups called subchannels for easier handling. For instance,
Figure 4.18 shows a dynamic allocation of eight frequency subchannels that varies through
time and exploits frequency diversity.

Single-Carrier FDMA

The peak-to-average-power-ratio papr of a signal s(t) is defined as the ratio between its
peak power and RMS value, i.e.

papr = max[s(t)s∗(t)]
E[s(t)s∗(t)]

(4.9)

For instance, a constant DC signal has papr = 1, while a sinusoidal signal has papr =
1.41. However, in an OFDM signal with N subcarriers modulating the same constellation
of complex symbols, it can be proved that papr = N (this being the maximum papr of an
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OFDM signal). Since OFDM signals pass through a power amplifier prior to transmission,
a high papr value implies that the amplifier needs to have a large backoff in order to
apply the same gain to all possible signal power values. Furthermore, signals with large
papr also have large dynamic ranges, which implies that the D/A and A/D converters
need high resolution to represent all amplitudes accurately.

These characteristics of OFDM signals might be hard to meet in certain mobile terminals
due to low quality components chosen to minimize costs. Hence alternative transmission
mechanisms had to be designed. The scheme shown in Figure 4.19 only differs from
the OFDM system of Figure 4.16 in the Discrete Fourier Transform (DFT) and Inverse
Discrete Fourier Transform (IDFT) blocks, which cancel each other out across the trans-
mission chain. The objective of these blocks is to precode the symbols into groups of size
M < N before applying the N -size OFDM modulation. By doing this and completing
with zeros to the IFFT size, the resulting coded signal xc[n] is an oversampled version
of the original OFDM signal x[n]. This means that the power variations of xc(t) are
much lower than those of x(t) and hence, xc(t) is considered to behave as a single-carrier
signal. The papr of such a signal is thus reduced, allowing for an increased efficiency of
the power amplification.

All in all, the main advantages of multicarrier modulations such as OFDM can be
summarized as:

• robustness against multipath;
• efficient implementation through FFT blocks;
• utilization of frequency diversity for multiple user access;
• high spectral efficiency;
• robustness against narrowband interference from nearby terminals.

4.4.2 WiMAX

Published in 2004 under the IEEE 802.16d standard, WiMAX is an interoperable wireless
technology designed for the provision of last mile connectivity. However, the standard
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developed further as the 802.16e was released in 2005, which supports mobile connectivity
and is thus known as mobile WiMAX. In contrast to 3GPP specifications, the WiMAX
standard only defines the MAC and PHY layers for the radio access. Nevertheless, the
Network Working Group (NWG) within the WiMAX Forum [19] developed an end-to-
end network architecture supporting IP connectivity. This implies that a WiMAX Access
Service Network (ASN) of any type (based on macrocells, femtocells, etc.) can also
connect through an IP network (e.g. a DSL connection) to the CN of the WiMAX operator.

The fact that WiMAX is an all-IP technology makes it specially suitable for femto-
cell deployments. Furthermore, WiMAX supports theoretical symmetric data rates up to
70 Mbps, thus providing high QoS for mobile-centric femtocell applications. WiMAX
emission licences have already been auctioned in most European countries and the USA.
This adds to the publication of the standards in 2004 and 2005 and implies that other
modern technologies such as LTE are 3 to 4 years behind in terms of marketability and
equipment production. These facts have awakened the industry’s interest in WiMAX fem-
tocells as a feasible alternative to current UMTS and High Speed Packet Access (HSPA)
HNBs. Some companies have even purchased frequency bands to be used exclusively
by WiMAX femtocells, thus guaranteeing zero cross-layer co-channel interference from
WiMAX macrocells. However, such an approach is costly as it does not maximize fre-
quency reuse. Furthermore, self-organization features as well as distributed frequency
allocation algorithms for OFDM cells are progressively emerging as promising solutions
for coping with this type of interference. Network operators must hence carefully evaluate
whether an orthogonal frequency assignment for WiMAX femto/macrocells affects their
competitiveness. The industry is thus putting pressure on the WiMAX Forum to approve
a WiMAX femtocell specification although, at the time of writting this book, nothing has
so far been published.
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Physical Layer

The PHY layer of 802.16d is based on OFDM, thus offering high resistance to multipath,
which is an intrinsic characteristic of indoor and urban environments due to the abundance
of reflections and scatterers. On the other hand, 802.16e is based on OFDMA, which
exploits frequency diversity for the assignment of resources to different users. More
specifically, the 802.16d version uses an FFT of size 256, while the PHY layer of 802.16e
is scalable with FFT sizes between 128 and 2048.

Multiple Input Multiple Output (MIMO) techniques such as beamforming and trans-
mit/receive diversity are also supported by WiMAX. Channel bandwidths of 1.25, 1.75,
3.5, 5, 7, 8.75, 10, 14 and 15 MHz are supported, being thus quite flexible in terms
of bandwidth assignment for the different network layers. In the 802.16e standard, the
available channel bandwidth relates to the OFDM modulation size that can be used, i.e.
the FFT size. However, in the 802.16d version, the FFT is always constant and higher
bandwidths translate into larger subcarriers spacing and thus shorter symbol period.

Mobile WiMAX uses the concept of subchannelization by grouping subcarriers (con-
tiguously or not) in subchannels, which are the minimum frequency units that a WiMAX
base station can allocate. Subchannels thus describe the granularity of the OFDMA fre-
quency allocation. Permutation schemes based on distributed subcarriers, such as Full
Usage of Subchannels (FUSC) or Partial Usage of Subchannels (PUSC), are suitable
for fast motion users. This is because the spectrum changes rapidly over time and these
schemes guarantee that not all subcarriers are affected in a negative way. Here, frequency
diversity is exploited, averaging the overall network interference across multiple cells. On
the other hand, permutation schemes based on contiguous subcarriers, are better suited
for low motion users due to the fact that low fading spectral regions can be easily identi-
fied and remain constant during several subframes. In this case, multi-user diversity can
be exploited by the system, providing each user with the subchannel that maximizes its
SINR.

Further, slots define the granularity over the time domain and can have the duration
of 1, 2 or 3 OFDM symbols. When a group of subchannels is assigned to a user over
several contiguous time slots, the resulting resource is called the data region of the user.

Both WiMAX standards support TDD and FDD as a duplexing mechanism. However,
the TDD mode is preferred by the industry due to the lower spectrum requirements. The
WiMAX TDD frame (see Figure 4.20) has a variable duration between 2 ms and 20 ms
and it distinguishes in time between downlink and uplink subframes. The first subframe
is for downlink transmissions. Then, after a Transmit/Receive Transition Gap (TTG), the
uplink subframe begins. The downlink subframe begins with a preamble spanned over all
subcarriers, which is used for synchronization and channel estimation. After the preamble
comes the Frame Control Header (FCH), which contains Media Access Protocol (MAP)
messages indicating the burst profiles of each user. Only then data bursts to different users
and allocated in independent data regions are transmitted. Similarly, the uplink subframe
contains several data bursts as well as a ranging region used for the adjustment of power
and other parameters.

Similarly to HSPA, WiMAX uses AMC to respond to the channel variations by support-
ing several modulation and coding schemes that vary from burst to burst. In the downlink,
QPSK, 16QAM and 64QAM are supported, while the 64QAM modulation is optional
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Figure 4.20 Example of a TDD WiMAX frame

in the uplink. Regarding error correction, Reed-Solomon codes are supported. Further-
more, the 802.16e standard included support for HARQ, thus providing high resistance
to transmission errors while saving channel capacity.

MAC Layer

The MAC layer of WiMAX is connection oriented; it sits on top of the PHY layer
and it converts MAC Service Data Units (SDUs) into MAC Packet Data Units (PDUs).
Furthermore, there also exists a Convergence Sublayer on top of the MAC layer, which
is used for interfacing with IP and Ethernet networks.

The way resources are allocated to users (called MS in the WiMAX terminology) is
by means of a process called polling . This consists on periodically allocating slots to the
MS. Then, if an MS needs resources, it can decide to request access to the assigned slot or
not. The amount of resources allocated to each user depends on the QoS that the service
of such an user requires. Hence, in WiMAX the following types of service are defined:

Unsolicited Grant Service (UGS) Used for applications that require a constant data rate
such as VoIP without silence suppression.
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Real-time Polling Service (rtPS) Used for real-time applications with packets of variable
size, such as videoconference.

Non-real-time Polling Service (nrtPS) Used for applications in which delay is not an
issue, such as file transfers.

Best Effort (BE) For applications without QoS requirements (e.g. web browsing).
Extended real time Polling Service (ertPS) For real-time applications with variable

throughput requirements such as VoIP.

The MAC layer of WiMAX also supports a variety of power saving modes such as
idle and sleep mode. These provide the MS with the possibility of turning itself off for
determined periods, thus extending its battery life. WiMAX’s MAC layer is large and
complex. However, it is out of the scope of this book to enter in details and the reader is
referred to [20] for more information.

4.4.3 LTE

In December 2008, release 8 of the 3GPP Technical Specifications reached its first stable
version. This release is commonly known as the Long Term Evolution (LTE) and it
introduces enhancements to previous specifications to achieve higher throughputs, spectral
bandwidth, more flexible spectrum management, etc. Since GSM and UMTS are the
more commonly deployed mobile networks worldwide, it is expected that LTE will be
deployed by updating the existing networks and hence will become the most common
mobile access technology worldwide. Furthermore, the LTE specifications introduce strong
support for Home eNodeBs (HeNBs), which are the evolution of previous HNBs and are
now considered as main points for radio access.

The industry has already commenced developing and testing LTE-based femtocells.
For instance, in May 2008 picoChip announced the first microchip reference design for
HeNBs based on the technical specifications available at the time. This led several FAP
manufacturers to start developing their own products with the intention of being first on
the market once the LTE licences are auctioned. However, at the time of writting this
book, this has not yet taken place and therefore, the marketability of LTE femtocells is
still uncertain. Furthermore, the data rates achieved by LTE are higher than those provided
by most of today’s DSL lines, which limits the advantages that femtocells based on this
release can obtain. In the following, an overview of the main transmission schemes of
the LTE radio interface is provided.

Evolved UTRAN (EUTRAN) Overview

In LTE, a Type 1 radio frame is defined having a duration of 10 ms (see Figure 4.12) and
divided in ten subframes of duration Tsf = 1 ms. Furthermore and for legacy compatibility
each subframe is divided into N

sf

sl = 2 slots of length Tsl = Tsf /2 = 0.5 ms. During each
slot a total of Nsl

sb = 6 or Nsl
sb = 7 OFDM symbols are transmitted, being Nsl

sb dependent
on the length of the selected cyclic prefix. LTE allows the use of an extended cyclic prefix
(16.7 µs), which might be necessary to fight large delay spreads in some environments.



100 Air-Interface Technologies

However, femtocell scenarios involve small areas with short delay spreads and hence, the
normal length cyclic prefix (TCP = 5.2 µs) might be enough for HeNBs. In FDD mode, all
subframes within the same band transmit either uplink or downlink information. However,
in TDD mode all subframes, except 0 and 5 which carry system information, can be used
for either downlink or uplink transmission. Furthermore, a Type 2 radio frame is also
defined for compatibility with previous TDD systems. Nevertheless in the following the
use of Type 1 frame is assumed. More information about the frame structures can be
found in [21].

Downlink The radio access technology in the downlink of EUTRAN is OFDMA with
a subcarrier spacing of �f = 7.5 kHz for multicast transmissions, and �f = 15 kHz for
all other cases. OFDMA subcarriers are bundled together in groups of Nsc = 12 adjacent
subcarriers forming what is known as a resource block. Since a single time slot carries
Nsl

sb = 7 OFDM symbols with a normal cyclic prefix, the total number of subcarriers
contained in one resource block during one time slot is Nrb

sc = Nsc · Nsl
sb = 12 · 7 = 84.

The size NFFT of the FFT defines the total number of subcarriers of the system, where
the centre one carries no information. This is due to the fact that this is the DC subcarrier
and the local oscillator at the UE might cause it high interference due to leakage. Such a
subcarrier is thus left unused.

Another advantage of LTE is its flexibility with respect to spectrum management.
This translates into allowing the downlink to be composed of an arbitrary number of
resource blocks between 6 and 110, thus allowing network operators to use bandwidths
between 1 MHz and almost 20 MHz. However, not all subcarriers within a resource block
carry useful information. In LTE, a set of complex reference symbols modulates certain
subcarriers throughout the OFDM grid. These are transmitted between the first and fifth
OFDM symbols of a time slot and have a frequency separation of six subcarriers. Hence,
each resource block carries Nrb

rs = 4 reference symbols per time slot§. The objective of
reference symbols is to serve as a means for cell identification throughout predefined
reference symbol sequences, as well as for channel sounding.

LTE supports QPSK, 16QAM and 64QAM as modulation schemes. Therefore, the
minimum usable data rate of a resource block with normal cyclic prefix occurs for the case
of QPSK (Nsb

bit = 2 bits per symbol). Furthermore, each subframe can use up to Nsig = 3
OFDM symbols for carrying L1/L2 signaling channels, implying thus a throughput of:

Rrb
min = Nsb

bit · (Nsc · (N
sf

sl · Nsl
sb − Nsig) − Nrb

rs − Nrb
rs /2)

Tsf

= 2 · (12 · (2 · 7 − 3) − 4 − 2)

1 ms
= 252 kbps

(4.10)

where Nrb
rs /2 subcarriers have to be subtracted from the first slot of the subframe because

the other Nrb
rs /2 are already included in the first Nsig signalling symbols (see Figure 4.21).

This value represents the minimum achievable downlink data rate of LTE in one resource
block when one single antenna is used. In the case that the network operator has a

§ The number of reference symbols per slot might be different in Multicast-Broadcast Single-Frequency Network
(MBSFN) subframes, which have a different structure.
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Figure 4.21 Downlink resource block and subframe structure in downlink LTE

bandwidth of BW = 20 MHz available, a total of NBW
rb = 110 resource blocks can be

utilized and the minimum downlink throughput is thus NBW
rb · Rrb

min = 27.72 Mbps. The
maximum downlink throughput for a single transmitting antenna is estimated with (4.10),
Nsb

bit = 6 (64QAM) and Nsig = 1, giving a result of Rrb
max = 900 kbps. However, it must

be noted that these throughput values include redundant bits due to coding. The usable
data rate is thus lower.

The packets of data received in the PHY layer through the transport channels are called
transport blocks. These undergo several processes before modulation which include Cyclic
Redundance Check (CRC) calculation, channel coding (Turbo codes), bits interleaving,
scrambling and HARQ. This is how codewords are formed. Furthermore, LTE introduces
several MIMO schemes with support for up to four transmitting antennas, which include
open-loop MIMO, beam-forming and spatial multiplexing. However, a detailed description
of all these systems is beyond the scope of this book and the reader is referred to [22].

Uplink The radio transmission technology in LTE is Single Carrier FDMA (SCFDMA)
and it has been designed to resemble as much as possible the downlink OFDMA scheme.
However, some fundamental differences exist. For instance, the centre DC subcarrier is
not left unused in the uplink frame. Furthermore and in contrast to LTE uplink, when a
user is assigned several resource blocks, these must be adjacent in the frequency domain
during a given time slot, although the frequency allocation between adjacent time slots is
allowed to change.
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Reference signals are also necessary in the uplink to provide the HeNB with channel
knowledge and allow coherent demodulation. However, these signals are different from
those in the downlink case. Since the objective of the uplink radio interface is to min-
imize the instantaneous Peak-to-Average Power Ratio (PAPR) of the transmitted signal,
reference signals are not distributed along subcarriers in the frequency domain. Instead,
LTE UEs transmit reference signals over all dynamically assigned subcarriers in the fourth
OFDM symbol of each time slot. Uplink reference signals are almost constant in amplitude
along subcarriers in order to guarantee a low PAPR and are thus called Constant Ampli-
tude Zero Auto-Correlation (CAZAC) sequences. The reference signals in the uplink of
LTE are derived from the Zadoff–Chu sequences [23], which comply precisely with the
CAZAC property. Since it is relatively simple to derive several orthogonal sequences from
the original Zadoff–Chu sequences, neighboring LTE cells define reference signals based
on different Zadoff–Chu sequences to avoid interference between close UEs of neigh-
bouring cells. However, such planning is not possible in randomly deployed femtocell
networks. It is thus important to have a large number of available Zadoff–Chu sequences
so that the HeNB can change the assigned sequence in case it detects high interference.
LTE also allows UEs to transmit reference signals for the purpose of channel sounding
over all the system’s subcarriers (not just those assigned to the UE). This is true even
for UEs not transmitting data, although these channel sounding signals are transmitted
with less frequency than the previously described frequency allocated signals. Channel
sounding is one of the significant technologies in LTE and it allows the HeNB to schedule
the uplink based on an accurate channel knowledge.

In LTE, different frequency resource blocks are allocated to different users for each
OFDM symbol. However, the OFDM modulation scheme implies that all frequency
resources are to be demodulated simultaneously throughout the FFT block. It is thus
imperative that resource blocks transmitted from different UEs do not overlap each other
in time so that they can be properly demodulated. Since the propagation delays for dif-
ferent users might vary, transmissions from different users need to be coordinated by
the network. This is done in the uplink using timing advance, which consists of send-
ing uplink transmissions before the start of the corresponding uplink subframe. After the
reception of a random access burst from a UE, the HeNB decides if the UE requires a
timing advance correction depending on the burst arrival time. Then, an appropriate offset
is estimated and sent to the UE.

The rest of the PHY layer functionality in uplink is basically the same as in downlink.
Once again, this includes CRC insertion, channel coding, interleaving, scrambling, HARQ
and data modulation. As with the downlink case, the supported modulations in uplink are
QPSK, 16QAM and 64QAM. Similarly, L1/L2 control signalling is transmitted in the
uplink to carry CQI information and HARQ acknowledgments among others.
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5
System-Level Simulation
for Femtocell Scenarios

David López Pérez, Guillaume de la Roche and Hui Song

The current wireless communication systems have a high degree of freedom, thus allowing
a large number of parameters to be configured. For example, scheduling and resource
allocation mechanisms are left to the free implementation of vendors and operators, as
well as antenna, power and frequency configurations. Therefore, based on the experience
of the Radio Frequency (RF) engineers, it is improbable that the optimal configuration of
a network can be found.

In order to analyse the performance of these wireless systems and find their optimal
configuration, network planning and optimization tools based on analytical models or
simulations have been widely used by both industry and research communities [1, 2].

In the case of femtocells , since the number and location of these devices are unknown
by the operator, and because they can be switched on/off or moved at any time,
self-organization techniques will play a very important role to the detriment of classic
network design. However, these planning and optimization tools will still aid vendors
and operators:

• To understand the impact that the deployment of a new femtocell layer will cause in
the existing macrocell network in terms of coverage, capacity and interference.

• To develop new algorithms to face the technical challenges imposed by femtocells,
such as for example, synchronization, access method, spectrum allocation, interference
avoidance, etc. [3]

In this chapter, a simulation tool able to cope with both aspects taking macrocell and
femtocell hybrid scenarios into account is presented. In addition, experimental evaluations
that will help the reader to comprehend the advantages and drawbacks that femtocells will
bring are given. The rest of the chapter presents the following:

Femtocells: Technologies and Deployment Jie Zhang and Guillaume de la Roche
 2010 John Wiley & Sons, Ltd
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• In Section 5.1, the need for simulation tools to analyse the performance of the network.
• In Section 5.2, the differences between a Link-Level Simulation (LLS) and System-

Level Simulation (SLS).
• In Section 5.3, the models employed to emulate the radio channel.
• In Section 5.4, the differences between a static and dynamic SLS.
• In Section 5.5, the methodology used to generate the system-level performance results

of a femtocell network using static SLSs.
• In Section 5.6, an analysis of the coverage and capacity enhancement achieved due to

a femtocell deployment.
• Finally, in Section 5.7, an overview of a dynamic SLS module.

5.1 Network Simulation

Network planning and optimization tools able to evaluate the overall performance of a
network are needed to aid vendors and operators in the deployment of new systems and
the refinement of existing algorithms.

These tools are currently used by the operators to fine-tune their networks and to analyse
the possible advantages and disadvantages of any modification of their systems [4, 5].
Nevertheless, there is a large variety of these tools, which are normally specialized in a
certain area and based on a given approach.

In the following, the main ways to evaluate the overall performance of a network,
for example, when deploying a new cell or testing a new algorithm are summarized
(Table 5.1).

The first approach would consist in the real implementation of the new cell or algorithm
in the existing network. This approach is the most accurate and reliable, but also the most
complex and expensive. Therefore, this approach would not be considered by the network
managers, since a malfunctioning of the system would result in the lost of millions of
dollars.

The second approach would consist in the use of analytical models . In this way, dif-
ferent constraints and formulas could be used to model the relationship between several
parameters of the network. Analytical models are often used to derive bounds on the
capacity of simple systems with well-defined statistical properties, e.g. Point to Point
(P2P) communications. However, due to the size, complexity and nonlinearity of the
current wireless systems, it is extremely difficult to determine the exact capacity and
performance of a network using these models. Just to make the problem solvable a high
number of assumptions and simplifications that will in turn reduce the accuracy and
reliability of the solution must be made.

Table 5.1 Performance and capacity evaluation approaches

Approaches Accuracy Reliability Complexity Cost

Implementation High High High High
Analytical Model Low Low Medium Low
Simulation Medium Medium Medium Low
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The third approach is based on computer simulation. In this way, the elements and
operations of the wireless network are modelled by software. This option is the most
suitable for the analysis of complex wireless systems, since it is simpler and cheaper
than the real implementation and more accurate and reliable than the analytical model.
The number of assumptions and simplifications made depends on the complexity of the
computer simulation, but it is usually less than in the case of employing analytical models.
In addition, computer simulations not only provide more accurate results, but can also
model more complex systems. However, in order to get a statistically representative
result for the performance of the network, this option needs a high number of computer
iterations. Due to this fact, in order to avoid prohibitive computational costs, a trade off
between accuracy and complexity is needed.

In the rest of this book, the evaluation of the performance of macrocell and femtocell
hybrid wireless networks will be analysed using computer simulation. In the rest of this
chapter, the models employed to carry out these simulations are presented.

5.2 Link and System Level Simulations

Since the simulation of the transmission of all the bits between all the Base Stations (BSs)
and User Equipments (UEs) of a given wireless communication system is prohibitive due
to the large computational cost, the simulation of a wireless network is usually separated
into two levels: link-level simulation and system-level simulation .

At the link level , the behaviour of the radio link between a single transmitter and a single
receiver is studied bit by bit, taking the radio propagation phenomena on a small temporal
scales (symbol duration) into account. At this level, all relevant aspects of the Physical
(PHY) and Medium Access Control (MAC) layer must be considered (Figure 5.1):

• At the PHY layer, functions such as coding, interleaving and modulation must be
carefully modelled according to the given standard in order to achieve accurate and
reliable results.

• At the MAC layer, the impact of different techniques, e.g. Hybrid Automatic Repeat
reQuest (HARQ), should also be considered, since they affect the performance of the
system.
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In Wideband Code Division Multiple Access (WCDMA) systems, LLSs have been broadly
used to analyse the advantages and drawbacks of Power Control (PC) algorithms [6], while
in Orthogonal Frequency Division Multiple Access (OFDMA) systems, they have been
widely used to study the performance of Adaptive Modulation and Coding (AMC) and
subcarrier mapping techniques [7].

At the system level , the behaviour of a network as a set of BSs and UEs is analyzed,
considering MAC related issues such as mobility, scheduling and radio resource manage-
ment. Now, the target is not to study the performance of a single link over small temporal
scales, but the performance of the overall system (Quality of Service (QoS), capacity,
delay) over larger periods of time.

As mentioned above, link-level and system-level simulations work on very different
time scales, and they are executed independently due to computational cost issues. The
interaction between both levels is obtained by means of different interfaces called Look
Up Tables (LUTs). The LUTs are a set of tables that represent the results of the LLS in a
simplified way (Figure 5.2), relating the signal quality experienced in the radio link, for
example, in terms of bit energy to noise density (Eb/N0) or Signal to Interference plus
Noise Ratio (SINR), to a given parameter of link performance, e.g. Bit Error Rate (BER)
or BLock Error Rate (BLER).

This set of tables are consulted during the SLS to obtain the necessary link-level
information generated in the LLS. This procedure represents a simple, but efficient way
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of including the fluctuations of the transmission channel, which take place on small
time scales, into the SLS, whose effects are related to larger periods of time (hours,
days).

The information derived from these LUTs can be used by the network designer in
different ways. First of all, they can be used to benchmark the performance of a given
wireless system, by analysing the spectral efficiency in bps/Hz over a single connection.
Given the signal quality (SINR) of a certain radio link, the spectral efficiency can be
computed as follows:

C = Cmax · (1 − BER) (5.1)

where Cmax corresponds to the symbol efficiency of the modulation and coding scheme
used in the transmission (Table 5.2), and the BER can be derived from the SINR using
LUTs.

Moreover, the LLS results can also be used by the network designers to derive the appro-
priate AMC thresholds in link-adaptation systems, as for example, High Speed Downlink
Packet Access (HSDPA), Wireless Interoperability for Microwave Access (WiMAX) or
Long Term Evolution (LTE). This is important because if these AMC thresholds are under-
estimated, the system will suffer from packet loss, whereas if they are overestimated, the
system will suffer from low efficiency. Table 5.2 illustrates an example of these thresholds
for a WiMAX system under AWGN channel conditions.

In order to predict correctly the performance of a wireless system by using LLSs or
SLSs, it is not only necessary to accurately simulate the behaviour of the PHY and MAC
layers, but also to model precisely the radio channel. Since the behaviour of the radio
link strongly depends on the scenario (rural, urban, indoor), as well as the traffic (service,
applications) and mobility (fixed, nomadic, mobile) conditions of the users, the channel
model used in the simulation should be selected according to these features.

In order to model precisely the effects of the attenuation, fading and interference in
femtocell scenarios, not only indoor propagation and fading models taking into account the
effects of a large number of diffractions and reflections will be needed, but also accurate
indoor-to-outdoor and outdoor-to-indoor models able to capture the particularities of
different household structures will be required (Section 5.3).

Table 5.2 WiMAX radio access bearers

RAB Modulation Coding Efficiency SINR threshold
(bits/symbol) (dB)

RAB1 QPSK 1/2 1 2.88
RAB2 QPSK 3/4 1.5 5.74
RAB3 16QAM 1/2 2 8.79
RAB4 16QAM 3/4 3 12.22
RAB5 64QAM 1/2 3 13.23
RAB6 64QAM 2/3 4 15.88
RAB7 64QAM 3/4 4.5 17.50
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5.3 Wireless Radio Channel Modelling

Network planning and optimization tools will help femtocell operators to understand the
impact of the femtocells in the existing macrocell networks and to develop new inbuilt
femtocell algorithms. These tools rely on accurate descriptions of the underlying phys-
ical channel in order to perform trustworthy link- and system-level simulations with
which to study the femtocells’ behaviour. To increase the reliability of these tools, accu-
rate radio wave propagation models are thus necessary. Such models aim at taking into
account efficiently the physical effects that have an influence on the propagation of the
signal.

5.3.1 Physical Effects

When a femtocell is installed inside a house, its radiated power will produce waves emitted
in all the directions according to the antenna pattern that define the part of the energy
released in those different directions. Then, a part of the signal will remain indoors, but
another part will go outside the building and affect the quality of signal of outdoor users
because of the interference. Moreover, the signal of a macrocell installed outside will not
only cover the exterior environment, but a part of it will enter the buildings and interfere
with the femtocells. That is why identifying the physical effects that occur on the waves
can help in understanding how a system will behave.

Reflection When a wave arrives at an obstacle, depending on the physical coefficients
of the material, one part of the signal will pass through this obstacle (the refracted part)
whereas another part will be reflected from the material.

Diffraction If a wave encounters an obstacle, of which the size is in the order of
its wavelength, some diffraction phenomena might appear. This is described by the
Huygens–Fresnel principle, and will produce many outgoing waves in various directions
depending on the shape of this obstacle.

Diffusion When the surfaces of the obstacles are perfectly planar, only reflections and
diffractions will occur. In reality most materials, like concrete, are rough. Depending
on the roughness factor of the material, and the wavelength of the material, a wave
reaching an obstacle will not produce a single reflected ray, but might produce many
smaller rays corresponding in fact to numerous reflections due to the irregularities of the
surface.

For a specific user in an environment, the received signal is equal to the sum of the
reflected, diffracted and diffused rays. In indoor environments, reflection, diffraction and
diffusion will typically occur from the walls and the furniture. Outdoors these phenomena
will mainly occur from the buildings. In general, when the outdoor antennas are located
at high levels, the diffraction effects that occur on the roofs of the buildings, called
roof-top diffraction, are important. When a user is in direct visibility of the emitter, the
main component is the direct path called Line Of Sight (LOS). When there are obstacles
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between the emitter and the receiver the resulting signal is the sum of indirect paths which
is called Non Line Of Sight (NLOS).

Different models that deal with the propagation problem can be found. Some are called
empirical because they are based on statistics and measurements but do not aim at simu-
lating all the physical phenomena. Others are called deterministic because they are based
on deterministic laws that try to estimate all these phenomena.

5.3.2 Propagation Models

Empirical Models

Empirical models are based on statistics and measurements, they do not require the knowl-
edge of the geometry of the environment because the reflexions and diffractions are not
computed. In this approach only the distance between the emitter and the receiver have
to be taken into account. The loss L in dB at a distance d of the emitter can be estimated
with:

L = 10 · n · log(d) + C (5.2)

Both the constant value C which represents the system losses, and the parameter n

which characterize the path loss exponent, depend entirely on the kind of environment,
and some typical values can be found for typical kinds of environments. Very often these
parameters are very dependent from the scenario, that is why doing measurements will
help to find the best parameters.

Semi-Empirical Models

Because of the low accuracy of empirical models, some other models have been proposed.
They are also empirical because they are based on only one path between the emitter
and the receiver, and because they do not simulate the physical phenomenas. But some
deterministic parts can be added to the model, so that obstacles are taken into account.
With such models, an attenuation value (depending on the material) is added to the path
loss each time the ray crosses an obstacle. At the Universal Mobile Telecommunication
System (UMTS) frequencies, typical values for these parameters are as in the example
represented in Table 5.3.

Table 5.3 Typical values of attenuations
in dB

Material Attenuation

Main wall (concrete) 15 dB
Inner wall (plaster) 5 dB
Window (glass) 1.5 dB
Door (wood) 0.5 dB
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Ray-Tracing-Like Models

Ray-tracing-like models are based on the laws of Descartes. According to this, radio wave
propagation can be approximated using geometric waves. With this kind of model, geomet-
rical rays are computed in all directions from the emitter, and each time a ray encounters
an obstacle, the reflected ray is computed so that the angle of the reflected ray and the
incident ray are symmetrical to the normal vector. Two main methods have been deployed:

• Ray launching: this method launches numerous rays from the emitter in all directions
and computes all the reflections and diffractions.

• Ray tracing: this method considers all the receiving points and computes, thanks to the
method of images, which are the possible rays that contribute to the received power at
this point.

On the one hand, ray launching models are generally less accurate because it is difficult
to reach all the points of the environment due to the angular dispersion. Indeed, due to
complexity reasons, a limited number of rays has to be launched (typically every 1 or 2
degrees), which is why when the distance increases some receiving points can be missed.
On the other hand, ray tracing is more accurate because it computes exactly the rays reach-
ing the considered receiving points, but this method is more memory and time consuming.

In Figure 5.3, the radio coverage of a femtocell inside an office is plotted. The received
signal has been computed with a 3D ray launching model [8]. To estimate the diffractions
on the corners with such models, the general theory of diffraction and uniform theory of
diffraction are used. These consist in isolating the small objects that will be considered
as new sources, the coefficients to apply to each ray depending on the direction. Because
of the complexity, the number of reflections and diffractions to be computed for each ray
has to be limited (e.g. three reflections and three diffractions are typical values in complex
environments). To take into account the diffusion, some coefficients of roughness can also
be applied depending on the materials.

FDTD-Like Models

Finite-Difference Time-Domain (FDTD) methods propose solving the Maxwell’s
equations on a discrete spacial grid. The Maxwell equations describe the properties of the

Figure 5.3 Received signal strength prediction in a 3D scenario
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electric and magnetic fields and relate them to their sources, charge density and current
density. That is why they are very accurate because they implicitly take into account all
the reflections and diffractions. However, because the continuous problem of propagation
is made discrete, the spatial step and the time step have to be as small as possible, thus
making these models very memory and time consuming. Hence these methods have only
recently started to be used, as more powerful computers has been developed.

Normally, in order to have a good approximation, FDTD-like models should use a
spatial step � very small compared with the wavelength λ. A typical value is to use
� = λ/10 making the size of the matrices to consider very large.

In Figure 5.4 a 2D radio coverage of a femtocell has been computed with an FDTD
method in an urban scenario. Due to complexity, some simplifications have been proposed
and the method has been implemented on a Graphics Processing Unit (GPU) parallel
processor [9]. Indeed, FDTD-like models are well adapted to parallel computing, because
at each iteration each pixel has to update its energy depending on the neighbouring
pixels, which can be computed independently from one pixel to another. Some FDTD-
like models, like the one presented in [10], have also been proposed in the frequency
domain, making possible to solve the problem in a multi-resolution approach, with a
complex preprocessing but a very quick propagation phase.

5.3.3 Choice of a Model

The literature in the area of propagation is very large and choosing the best model is not
always an easy task. Here some few recommendations to help the researchers are given.

Accuracy vs Complexity

Empirical models are very easy to implement and have the advantage of being very fast
because only one path is computed at each receiving point. However they suffer from a
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lower accuracy because do not take the obstacles into account efficiently. They are a good
choice when a simple model is required and when the accuracy is not the most important
factor. Moreover, when the database representing the obstacles and the materials is not
available or accurate enough, they are the only option.

When a high accuracy is required, deterministic models are the best choice but this
cannot be done without a complexity cost. In general, the most complex models are also
the most accurate models. Of course this can be discussed because the implementation
also has an impact and how to optimize the memory and reduce the simulation time,
being these the main challenges. When a choice has to be made between ray tracing or
FDTD models, it is generally observed that ray tracing is more complex to develop but
is less memory and time consuming compared with FDTD approaches, which are easier
to implement but very high time and memory demanding. The accuracy of these models
will always depend on the approximations done during the implementation. For example
in ray tracing a high number of rays increases both the complexity and the accuracy, and
so it is for FDTD-like models with the use of small spatial or time steps.

2D vs 3D Model

All propagation models have been implemented in 2D or 3D, the 2D being easier to
implement and less demanding of resources, but also less accurate. Even if 3D-like mod-
els perform more accurately, its high complexity sometimes leads to try to use 2D-like
approaches. For example in a flat scenario with small buildings, and considering that most
antennas have a pattern that radiates in the horizontal plane, the choice of a 2D model
can be a judicious approach. Moreover, in a multifloored building it is also sometimes
possible to estimate the radio coverage between the different levels by using quasi 3D
models, also called 2.5D models. However some complex environments where the anten-
nas are located at different heights, like for example a city with high buildings, and base
stations on the roofs of the buildings, and femtocells at different levels of buildings, will
absolutely require the use of full 3D propagation models.

5.3.4 Important Factors

Whichever model is chosen, developers of radio propagation models should carefully take
into consideration some important factors.

The Building Database

The database is the input of the model and its accuracy will have an important influence on
the accuracy of the simulation results. When using semi-empirical models, the positions
of the obstacles and the material should be known. If a deterministic model is used, the
same parameters should be known but also the width of the walls and the exact physical
coefficients of the constituting materials. For this purpose, some radio propagation tools
available on the market use the Autocad Drawing Interchange Format (DXF) format that
often contains this information.
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The Antennas

The shape of the antenna pattern has an important impact on the resulting signal in a given
environment. Usually antenna manufacturers provide a diagram in both the horizontal
and vertical planes. This diagram illustrates which quantity of energy radiates in which
direction. This information has to be integrated into the propagation tool so that the
simulations are accurate.

The Calibration

Because no model can perfectly simulate the real life situation, there are always some
errors between simulations and measurements. Moreover, some errors in the database or
in the real knowledge of the antenna pattern will have a negative impact on the quality
of the results. Furthermore, it is not possible to take into account all the elements in
the simulations, like for example, the furniture inside a home, the trees in the streets,
the passing users and cars who modify the signal, or the weather, which also have an
influence on the coefficients of the materials. To all these factors, fading effects due to
shadowing and multipath must also be added, which create constructive or negative sums
of waves and then modify the resulting signal.

That is why it is important to notice that there will always be some difference between
the simulation and the measurements. However, it is possible to make them fit as much
as possible by doing a calibration of the model. The calibration consists in making real
measurements in the considered scenario, to adapt the parameters of the model, so that the
errors between simulations and measurements are reduced. A higher number of measure-
ments will help to reduce the errors but will have a cost because measurement campaigns
are often complex. Usually, with correctly calibrated models, it is common to obtain a
Root Mean Square Error (RMSE) between prediction and measurements between 5 dB
and 10 dB. An accuracy of less than 5 dB would not really make sense because the fading
effects are usually in the same order of values.

5.3.5 Simulation of the Fading Effects

The behaviour of the radio signals cannot only be simulated by taking into account
an empirical or deterministic model representing the path loss. There are always small
statistical variations of the channel that also need to be taken into account.

Shadowing

Shadowing corresponds to the large-scale variations of the channel produced by large
obstructions. Indeed, depending on the chosen propagation models, some obstacles will
be more or less correctly taken into account in the simulation. That is why the shadowing
can be simulated by adding a log-normal variation of the received power around the
predicted median value. The shadow fading corresponds to the value of received power
that will be added or removed to the received power, depending on a certain probability.
This value and the associated probability depend mainly on both the radio propagation
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model and the environment. Therefore, in femtocell scenarios, measurements must be
performed in order to model shadow fading.

Fast Fading

Fast fading corresponds to the small-scale local variations of the channel produced by
multi-path. These varations are mainly due to the different rays that reach the receiver
(reflections and diffractions in the environment). The sum of all these rays, because of
their phases, can have a destructive or constructive effect on the resulting signal, therefore
producing small variations in the received power. Different fast fading models have been
used like Rayleigh or Rician fading. The power delay profile, representing the power and
time of arrival of each ray, is often used to characterize fast fading at a specific location.
That is why ITU has defined different profiles (pedestrian, vehicular) [11] that should be
carefully included in the simulation in order to take into account the numerous reflections
that usually occur in femtocell scenarios.

5.4 Static and Dynamic System-Level Simulations

Although the general target of system-level simulations is to characterize the overall
performance of a wireless network, they can be applied with different objectives. In the
case of femtocells, SLSs may be used to analyse the advantages and disadvantages of
the deployment of a large femtocell layer over the existing macrocell network, or to
accurately evaluate the impact of new inbuilt femtocell algorithms in the overall system
performance, e.g. self-organization techniques.

Since SLSs may be applied for different purposes, different SLS models tailored to such
targets should be used. In this book, we are differentiating between static and dynamic
system-level simulation.

In a static SLS (Section 5.5), the aim of the simulation is to study the average per-
formance of the system over large areas and for long periods of time. In this case, the
simulation is normally based on multiple and independent Monte Carlo snapshots [12],
which is a widely used approach in network planning and optimization [13, 14]. In a
Monte Carlo snapshot, the time domain is neglected and several users with different fea-
tures and QoS requirements are randomly spread over the area of study. The performance
of the overall network is then analysed in terms of coverage and capacity. The Key Per-
formance Indicators (KPIs) that are normally used are the cell/user throughput, as well as
the number of success and outage users. In order to get a statistical representative result
of the average performance of the system, a static Monte Carlo simulation needs a large
number of snapshots (Figure 5.5). Therefore, fast simulation algorithms able to support
thousands of SLSs within a short period of time are necessary to predict accurately the
overall behaviour of the studied system. As a result, time plays a very important role to
the detriment of accuracy.

In a dynamic SLS (Section 5.7), the target of the simulation is to accurately model the
functioning of the system with a high degree of detail. In this case, the evolution of the
network over time is taken into account, and the simulation allows the network to live
as a function of the time or events. To capture the end-to-end behaviour of a network,
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Figure 5.5 Monte Carlo snapshots

the dynamic features of the users (mobility models) and the traffic (traffic models) must
be simulated, as well as the fluctuations of the channel over time and frequency (shadow
and multipath fading) [15]. In this way, the behaviour of different techniques, e.g. power
allocation strategies and radio resource management techniques, can be analysed in detail
over time. As a result of the higher level of detail, the running time significantly increases,
and therefore, only small areas can be analysed for shorts periods of time. The network
performance is assessed by various measures such as cell and user throughput, call blocks
and drops, end-to-end delay and jitter, packets loss and/or retransmission ratio.

5.5 Static System-Level Methodology for WiMAX Femtocells

The design and evaluation of Monte Carlo SLSs able to model the behaviour of wireless
cellular networks is not a new topic. In fact, this issue has been widely investigated
and commercialized [13, 14] in the past. However, as new technologies emerge, these
simulation tools must be reviewed and adapted. This is the case with femtocells, whose
particular features require the use of tailored simulation engines that model the innovative
characteristics of these devices.

In this section, the Monte Carlo SLS methodology used in this book to carry out cov-
erage and capacity performance analyses of macrocell and femtocell hybrid networks
is introduced. Furthermore, the achievable performance of co-channel femtocell deploy-
ments, and their interference impact on an existing macrocell layer are discussed, based
on simulation results.

5.5.1 Network Characterization

In the following, the main elements and parameters of the Centre for Wireless Network
Design (CWiND)’s Monte Carlo SLS (Figure 5.6) for WiMAX networks are introduced for
illustration purposes. However, this SLS structure could be applied to other technologies
such as Global System for Mobile communication (GSM), UMTS, High Speed Packet
Access (HSPA) or LTE taking the different radio access network interfaces into account.

Cell Site or Base Station A cell site, also called a base station, refers to a geographical
point where one or several transmitters/receivers equipped with one or several antennas
are located.
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Figure 5.6 System-level simulation elements

In this simulation platform, two different types of cell site are distinguished:

• Macrocell Base Stations (MBSs) that are designed to provide radio coverage outdoors,
• Femtocell Access Points (FAPs) that are designed to provide radio coverage indoors.

Cell or Sector A cell Ci, also called sector, refers to a geographical area covered by
one or several transmitters/receivers.

In this simulation platform, two different types of cell are distinguished:

• macrocells Cmacro
i , which are covered by a MBS,

• femtocells C
femto
i , which are covered by a FAP.

User A user UEx refers to a network subscriber, and is characterized by different param-
eters such as its geographical position, as well as its equipment, service and mobility type.
Although in a Monte Carlo SLS the movement of the users is not considered, their mobil-
ity features can be used to model the behaviour of their channel. In this way, the fading
of the channel can be estimated according to the speed of the users, taking the coherence
bandwidth and Doppler effects into account.

In this simulation platform, two different types of user are distinguished:

• non-subscribers UEns
x , which are users not registered in any nearby femtocell,

• subscribers UEs
x , which are users registered in a nearby femtocell.

Subscribers are thus defined as the rightful users of the femtocell, and they are usually
mobile terminals of the femtocell owner and close family and friends.

When using Closed Subscriber Group (CSG) access, non-subscribers UEns
x are only

allowed to connect to the macrocells; meanwhile, subscribers UEs
x are allowed to connect

to their own femtocell or to the macrocells. Conversely, when using open access, any
user can connect to any macrocell or femtocell regardless of their user type.
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Traffic Map A traffic map provides information about the number of users and the
types of service available in a specific area.

In this simulation platform, two different types of traffic map are distinguished:

• outdoor traffic maps that are placed outdoors, and generate non-subscribers,
• indoor traffic maps that are placed indoors, and generate subscribers.

A given indoor traffic map is always associated with a femtocell. In this way, the
subscribers generated by this traffic map are the rightful users of this femtocell.

Subcarrier, Subchannel, Orthogonal Frequency Division Multiplexing (OFDM)
Symbol and Slot OFDMA/Time Division Duplexing (TDD) (Figure 5.7) is a
multicarrier technology where:

• the available radio spectrum (wireless channel) is formed by R orthogonal subcarriers,
which in turn are combined into K groups called subchannels,

• the time domain is segmented into consecutive frames of a given duration Tframe, which
in turn are divided into T time slots called OFDM symbols.
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Figure 5.7 OFDMA/TDD frame structure of WiMAX
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The number and exact distribution of the subcarriers that constitute a subchannel depend
on the subcarrier permutation mode. Subchannels may be built of either contiguous or
pseudo-random distributed subcarriers across the spectrum (Section 4.4.2).

In WiMAX [16], the slot is the minimum frequency-time resource that can be allocated
by the cells. A slot is composed of one subchannel, and one, two or three OFDM symbols,
depending on the network configuration. Several contiguous slots can be allocated to dif-
ferent users in the form of bursts as a multiple-access mechanism. The bandwidth allocated
to a user is a function of its bandwidth demand, QoS requirements and channel conditions.

Radio Link A radio link models the propagation phenomena between transmitters and
receivers Ci ↔ UEx . It characterizes the fluctuations of the received signal strength taking
the effects of the path loss attenuation, shadow fading and multipath fading into account.
This data is extracted from the radio coverage simulations presented in Section 5.3.

Antenna Cells Ci and users UEx are equipped with at least one antenna, which is
a device that is made to transmit and receive electromagnetic waves efficiently, and is
characterized by different parameters such as radiation patterns, polarization, azimuth, tilt
and gain.

Services In WiMAX, five different classes of traffic with different priorities of ser-
vice are defined [17]: Unsolicited Grant Service (UGS), real-time Polling Service (rtPS),
Extended real time Polling Service (ertPS), non-real-time Polling Service (nrtPS) and Best
Effort (BE).

In this simulation platform, five different services SERs are supported, each of them
belonging to a different traffic class, and having different QoS requirements: Voice
over IP (VoIP), video streaming, web browsing, File Transfer Protocol (FTP) and email
(Table 5.4).

Radio Access Bearer (RAB) The set of RABs indicates all the possible modulation and
coding scheme combinations that can be used by the system to carry data over a radio
link (Table 5.2).

Table 5.4 Outdoor traffic map user densities

Service Traffic class DL DL UL UL
min TP max TP min TP max TP
(kbps) (kbps) (kbps) (kbps)

VoIP UGS 12.2 12.2 12.2 12.2
Video rtPS 64 64 64 64
Web browsing nrtPS 64 128 32 64
FTP nrtPS 0 1000 0 100
Email BE 0 128 0 64
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5.5.2 Static SLS Methodology

The static SLS methodology presented here takes multiple independent Monte Carlo
snapshots of the network to determine the average behaviour of the system over long
time scales. Within each Monte Carlo snapshot, the simulator takes several steps, which
can be divided into three layers: Network, MAC and PHY layer, to compute the final
performance of the network. This process is illustrated in Figure 5.8 and Figure 5.9.

First of all, let us define a WiMAX network as:

• a set of N cells {C0, Ci, Cj , . . . , CN−1} and M users {UE0, UEx, UEy, . . . , UEM−1},
• with K sub-channels {0, k, . . . , K − 1} and T OFDM symbols {0, t, . . . , T − 1},
• where R RABs {0, RABr , . . . , RABR−1} are available for transmission,
• and S services {0, SERs, . . . , SERS−1} are defined.
• sloti,k,t is formed by the kth subchannel and T th OFDM symbol of the ith cell.
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Figure 5.8 Downlink system-level simulation diagram
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Figure 5.9 Uplink system-level simulation diagram

At the network layer, first, the network configuration is fed in (cells, traffic maps, users,
services and bearers). Then, the path loss between the users and the neighbouring cells
is computed, using one of the propagation models presented in Section 5.3.2. Finally, the
best server of each user is identified.

The UE selects as a best server the cell that provides the largest received pilot signal
strength, where this parameter must be larger than the sensitivity of the antenna of the user.
Note that non-subscribers of a CSG femtocell cannot select this femtocell as best server.

Afterwards, in this simulation platform, DownLink (DL) and UpLink (UL) are analysed
separately at the MAC and PHY layer.

At the MAC layer, initially, the scheduler classifies the users according to their traffic
class (UGS, rtPS, ertPS, nrtPS and BE), and subsequently, the scheduling and resource
allocation procedures are performed. Link adaptation is supported in both DL and UL,
and power control is considered when needed.

This platform performs power control in the UL. It works in such a way that if the
signal quality of the user is larger than is necessary to achieve the best RAB defined in
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the system, the user reduces its transmitted power just to get the required signal quality
to keep this RAB.

At the PHY layer, the transmission of the information between the transmitter and
receiver is simulated. At this stage, the interference between the slots of the frames
of the different cells is computed, and the average signal quality of each radio link is
estimated.

Multiple iterations are performed over the same snapshot to reach a stable solution. The
stability of the snapshot is achieved when the RABs allocated to the users remain constant
for a number of iterations. The RAB allocated to each user is selected according to the
channel state information that is fed back from one iteration to the next. This channel
state information indicates the average SINR suffered by the user over all its allocated
slots in the previous iteration. Once the solution is stable, the KPIs of the users and the
results are extracted.

Since the position of the users in a Monte Carlo snapshot is randomly generated, to
get a statistically representative result of the performance of the system, a large number
of snapshots must be considered. In this way, the correlation between the position of the
users and the results is reduced.

Now that the structure of the simulation tool has been presented, the DL and UL itera-
tions are analysed in more detail, paying attention to six different aspects: user generation,
scheduling, resource allocation, interference estimation, throughput calculation and user
state.

User Generation Within each snapshot, the simulator randomly distributes several users
over the area of study according to the features of the traffic maps. Since each traffic map
could be associated with several service types, the number of users generated in each
snapshot depends on two parameters: the number of service types per traffic map, and the
density of users per service.

On the one hand, outdoor traffic maps indicate the density of users (non-subscribers)
per service according to the ratio user/km2 , which depends on the type of service and
area. Table 5.5 and Table 5.6 indicate values for these densities.

On the other hand, indoor traffic maps indicate the density of users (subscribers)
per service according to the ratio user/house, which is randomly selected between [0 −
UEmax

femto], where UEmax
femto is the maximum number of simultaneous users supported per

femtocell.
Note that macrocell and femtocell users are uniformly distributed inside the traffic

maps.
As mentioned above, a traffic map can support different services SERs , e.g. VoIP,

video, web browsing, FTP, email, which are defined by certain requirements of QoS and
throughput. For example, a service such as VoIP is described by its traffic class UGS,

Table 5.5 Outdoor traffic map user densities

Area type Dense urban Urban Rural

User density (user/km2 ) 80 45 10
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Table 5.6 User traffic mix [18]

Service type VoIP Video Web browsing FTP Email

Percentage of users 35 20 20 10 5

and its DL and UL minimum 12.2 kbps and maximum 12.2 kbps demanded throughput
among other parameters. Such service requirements will be used to decide when and what
resources should be allocated to each user, as well as to determine their final user state
(successful, outage, etc.). In Table 5.4, the traffic class and throughput requirements of
different services are illustrated.

Scheduling Within an snapshot, the cell layout is fixed and the channel undergoes multi-
path fading according to the position and motion of the users (Section 5.3.5). Channel state
information is then fed back from the users to the cells in terms of SINR (Section 5.5.2).
Using this information, power control algorithms and link adaptation techniques can be
used to overcome the problems imposed by the fluctuations of the radio channel. More-
over, this information can also be used to exploit multi-user diversity (Figure 5.10),
considering sophisticated scheduling techniques, where the users that have favourable
radio channel conditions are scheduled in first place.

In this simulation platform, the users are scheduled independently in each cell. First,
the MAC scheduler classifies the different user connections into different traffic classes,
each one with its own service priority and QoS requirements (UGS, rtPS, ertPS, nrtPS
and BE). Then, the MAC scheduler classifies the user connections within one traffic
class according to a given strategy. We are differentiating between three policies: First
In–First Out (FIFO), best SINR and Proportional Fair (PF) [19]. When using the first
policy, the users are scheduled according to their time of arrival, independently of the
Channel Quality Indicator (CQI) fed back from the user to the cell in previous iterations.
Conversely, best SINR and PF make use of this information to classify the connections
within one service class. The best SINR policy tends to increase the network throughput,
since the users with larger SINR (close to cell) are scheduled first. The PF policy tends
to increase the fairness between the users, since the user with a larger ratio current to
average SINR (better channel conditions) has higher priority.

Radio Resource Management Radio resources are allocated by the cells to the users in
order to satisfy their bandwidth demands and QoS requirements, while taking the traffic
and channel conditions into account.

The radio resources will be assigned to the users in the order indicated by the scheduler.
Services belonging to traffic classes with a higher priority will be scheduled first. The
connections within a traffic class will be served according to the scheduling policy.

In WiMAX, the resources are allocated in the form of burst, which is a two-dimensional
(frequency/time) data region of contiguous slots using the same modulation and coding.

In this simulation tool, it is considered that in the buffer of each user the data queue is
always full of packets so that we can focus on the analysis of the system performance.
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range where they have a high channel gain (multi-user diversity)

The RAB (user profile) is selected according to the CQI fed back in previous iterations.
The higher the RAB, the higher the bearer efficiency (bits/symbol ) and bit rate of the slot.
Seven different user profiles are defined in this WiMAX platform (Table 5.2).

Therefore, since the cell knows the RAB to be assigned to the user, as well as its
requested throughput, the cell can compute the number of slots that are needed to serve
this user, and then build its burst. The number of slots can be calculated as follows:

nslots = T Prequested · Tframe
C
K

· RABeff
(5.3)

where T Prequested denotes the service throughput requirement, Tframe indicates the frame
duration, C/K represents the number of data subcarriers per subchannel, and finally,
RABeff is the RAB efficiency (bits/symbol).

Then, the resource allocation procedure is as follows:

• The cell assigns as many slots as needed to the user appointed by the scheduler to
satisfy the minimum service throughput requirement.

• After serving all the users of all traffic classes with this requirement, if there are radio
resources left, the cell assigns one more slot to each user to enhance its throughput.
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• The resource allocation procedure stops when all the users are satisfied with the max-
imum service throughput requirement or when there are no resources left to assign.

In order to maximize the system performance, the subchannel and power allocation
should be based on the channel conditions. The specific subchannels and power that
are assigned to each user depend upon the allocation strategy of the system. Different
frequency and power allocation strategies for femtocells are depicted in Section 8.6, as
part of the self-organization procedure of the femtocell.

Interference Estimation Once the Radio Resource Management (RRM) module has
built all OFDMA/TDD frames, the information is transmitted. Interference will happen
when the transmitted signals overlap in the frequency (subchannel) and time (symbol)
domain. In WiMAX, intra-cell interference may be neglected due to the orthogonal-
ity features of the OFDMA subcarriers. Therefore, operators must cope with inter-cell
interference in order to enhance the overall performance of the network.

For the sake of simplicity, four assumptions have been made in this simulation platform,
which do not involve any loss of generality in order to assess the functioning of the system:

• A perfect synchronized WiMAX network is assumed (both macrocells and femtocells).
In this way, inter-cell interference will occur only when several users are allocated to
the same slot at different cells.

• A subchannel, e.g. k = 0, is always built by the same subcarriers across the network,
independently of the permutation scheme selected.

• The coherence bandwidth of the channel is larger than the bandwidth of the subchannel.
In this way, the fading of all subcarriers within a slot will be constant, and they may
change only from subchannel to subchannel.

• The coherence time of the channel is larger than the duration of the OFDMA/TDD
frame. In this way, the fading of all OFDM symbols within a subchannel will be
constant, and they may change only from one frame to another.

Concerning the second assumption note that, in AMC schemes, a given subchannel
k = 0 is always built by the same subcarriers across the network, while in Full Usage of
Subchannels (FUSC) and Partial Usage of Subchannels (PUSC) schemes, this maybe or
maybe not true. However, it has been proved that in FUSC and PUSC systems in which
logical subchannels are identically built in all cells of the network perform better [20].

As a result of the third and fourth assumptions, the effective SINR of a slot is equal
to the SINR of one of its subcarriers (flat subchannel) since all of them suffer the same
fading conditions. However, if the fading of all subcarriers within a slot would not be
constant, different metrics can be used to calculate the effective SINR of a slot from the
SINR of its subcarriers, e.g. Mean Instantaneous Capacity (MIC), Exponential Effective
SINR Mapping (EESM) or Effective Code Rate Map (ECRM) [7].

The model used to compute the interference in a given slot sloti,k,t is depicted in
Figure 5.11.

Downlink Case In downlink, where the interference is suffered by the users, it can be
said that a certain user UEx , whose best server is Ci , suffers from the interference of cell
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Figure 5.11 Interference in OFDMA/TDD femtocell scenarios: downlink case

Cj , if and only if, Ci and Cj are using the same subchannel for DL transmission at the
same OFDM symbol. The final interference suffered in DL by UEx at slot sloti,k,t will
be the sum of the interferences coming from all neighboring cells Cj .

IDL
x,k,t =

N−1∑
j=0,j �=i

T −1∑
t=0

(Pj,k · Gj · Lj · Lpj,x · Gx · Lx) · φj,k,t (5.4)

where, x indicates the interfered user, UEx ; k indicates the kth subchannel and t indicates
the t th symbol; i is the serving cell, Ci ; j is an interfering cell, Cj ; Pj,k is the power
applied by Cj in a subcarrier of the kth subchannel; Lpj,x is the path loss between Cj

and UEx ; Gj and Gx stands for the antenna gains in Cj and UEx , respectively, and Lj

and Lx stands for the equipment losses in Cj and UEx , respectively. Finally, φj,k,t is a
binary variable that is equal to 1 if cell Cj is using slot slotj,k,t , or 0 otherwise.

Uplink Case In uplink, where the interference is suffered by the cells, it can be said that
a certain cell Ci , whose connected user is UEx , suffers from the interference of user UEy ,
if and only if, UEx and UEy are using the same subchannel for the UL transmission at
the same OFDM symbol. The final interference suffered in UL by Ci at slot sloti,k,t will
be the sum of the interferences coming from all neighbouring users UEy .

IUL
i,k,t =

M−1∑
y=1,y �=x

T −1∑
t=0

(Py,k · Gy · Ly · Lpy,i · Gi · Li) · θx,k,t (5.5)
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where, i indicates the interfered cell, Ci ; k indicates the kth subchannel and t indicates
the t th symbol; x is the connected user, UEx ; y is the interfering users, UEy ; Py,k is the
power applied by UEx in a subcarrier of the kth subchannel; Lpy,i is the path loss between
UEy and Ci ; Gy and Gi stands for the antenna gains in UEy and Ci , respectively, and
Ly and Li stands for the equipment losses in UEy and Ci , respectively. Finally, θx,k,t is
a binary variable that is equal to 1 if user UEy is using slotx,k,t , or 0 otherwise.

Note that when computing Lp, shadowing effects and multi-path fading should be taken
into account. Therefore, Lp can be expressed as follows:

Lp = Latt · Lshadow · Lff (5.6)

where Latt is the attenuation due to distance, Lshadow is the fading due to shadowing, and
Lff is the fading due to multi-path. To calculate these values, the models presented in
Section 5.3 can be used.

The SINR of each slot, sloti,k,t , which in this case is equal to the SINR of one of its
subcarriers, can be computed as follows:

SINR = C

I + σ
(5.7)

where, C and I are the signal strength of the carrier and interfering signals, respectively,
and σ denotes the background noise. Note that linear units must be used.

The interfering signal power I can be derived from the interference model presented
above, while the carrier signal power C can be similarly estimated using:

CDL
x,k = Pi,k · Gi · Li · Lpi,x · Gx · Lx (5.8)

CUL
i,k = Px,k · Gx · Lx · Lpx,i · Gi · Li (5.9)

The background noise, on the other hand, can be approximated by:

σn = n0 + nfeq (5.10)

n0 = −174
dBm

Hz
· 10 log

(
Fsampling · SCused

SCtotal

)
(5.11)

where, n0 stands for the thermal noise, and nfeq for the noise figure of the terminal (DL
case) or the cell (UL case). In addition, Fsampling denotes the sampling frequency of the
system, while SCused and SCtotal represents the number of considered and total subcarriers,
respectively.

Once the SINR of all slots allocated to a user are known, the effective SINR of the
user, which will be fed back to the cell, is computed by using a MIC metric [7]. This
information will be used in the next iteration of the snapshot to select the adequate RAB
for transmission.

Throughput Calculation Taking into account the assumption that the fading of all
subcarriers within a slot is constant, the bit rate of a given slot, sloti,k,t , can be calculated
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as the bit rate of one of its subcarriers multiplied by the number of subcarriers within the
slot as shown in the following equation:

BR
i,k,t
slot = RABi,k,t

eff

Tframe
· C

K
(5.12)

where RABi,k,t
eff denotes the efficiency of the subcarriers (bit/symbol ) within the slot

sloti,k,t . This value can be assessed by using the SINR of the subcarrier and Table 5.2.
Moreover, Tframe indicates the duration on the OFDMA/TDD frame, and C/K represents
the number of subcarriers per subchannel.

Once the bit rate of the slot sloti,k,t is known, the throughput of this slot can be derived
as follows:

T P
i,k,t
slot = BR

i,k,t
slot · [1 − BLERi,k,t (SINR, RAB)] (5.13)

where BR
i,k,t
slot denotes the bit rate of the slot sloti,k,t ; BLERi,k,t

SINR indicates the BLER of
the slot, which is function of the suffered SINR and the used RAB.

Finally, the total user UEx throughput can be calculated as the sum of the throughput
of all slots assigned to the user as shown in the following equation.

T Px =
K−1∑
k=0

T −1∑
t=0

T Pi,k,t · φi,k,t (5.14)

where φi,k,t is a binary variable that is equal to 1 if cell Ci is using slot sloti,k,t , or 0
otherwise.

Moreover, the throughput of the cell can be computed as the sum of the throughput of
all its slots.

User State Finally, the state of the user is estimated. The possible states of the users
are defined as follows:

• No coverage: A user is considered to be without coverage, when the power received
coming from the user’s best server is smaller than the user’s equipment sensitivity.

• No resource: If the user has a user profile (RAB), but the cell has not sufficient resources
to satisfy the minimum requested service throughput.

• Outage (No RAB): If the SINR reported by the CQI is smaller than the SINR required
to get the minimum user profile (RAB).

• Outage (Tx failure): When the user is transmitting, but the user has achieved the
minimum requested service throughput.

• Successful: When the user is transmitting, and the user has achieved the minimum
requested service throughput.



130 System-Level Simulation for Femtocell Scenarios

5.6 Coverage and Capacity Analysis for WiMAX Femtocells

It is expected that femtocells will benefit both users and operators:

• Users may enjoy better signal qualities due to the proximity of transmitters and
receivers, the result of this being communication with greater reliabilities and
throughputs, as well as power and battery savings.

• From the operator’s point of view, femtocells may extend indoor coverage and enhance
network capacity. Femtocells will help to manage the exponential growth of traffic
within the macrocells, due to the handover of the indoor traffic to the backhaul con-
nection. They will also reduce the capital and operational expenditure of the network,
since they are paid for and maintained by the user.

However, these benefits are not easy to realize, since the network managers must face
different challenges before femtocells can become widely deployed. To achieve these ben-
efits, for example, the management of electromagnetic interference between the macrocell
and femtocell layer, and between femtocells plays an important role. This interference
could counteract the above mentioned advantages provided by the femtocells, and severely
downgrade the performance of the entire network.

In the following, WiMAX SLSs based on Monte Carlo snapshots will be used to extract
realistic statistics about the impact that the deployment of a wide femtocell layer will
have over the existing macrocell networks. In this way, the benefits and drawbacks that
femtocells might bring will be assessed, and some of the challenges that the operators must
face will be addressed. The analysis presented here will be divided into three different
subsections: coverage, signal quality and capacity.

5.6.1 Scenario Description

First of all, let us describe the scenario used to perform these experimental evaluations.
Figure 5.12(a) and Figure 5.12(b) presents an aerial coverage view of a residential area

within Luton, a town located to the north of London (UK), where the study has been
carried out.

In this scenario, femtocells operate in the same frequency band as the existing macro-
cells (co-channel deployment). Femtocells operating in a dedicated and separate frequency
band (orthogonal deployment) is a possible and optimal solution for the avoidance of
interference between macrocells and femtocells. However, this approach will drive the
operators to a reduced spectral efficiency (bps/Hz) usage, which is extremely expensive
and undesired. Therefore, femtocells operating in a co-channel frequency band with exist-
ing macrocells seems to be a more appropriate solution, although technically far more
challenging due to interference.

In this experiment, two macrocells and a large number of CSG femtocells were used.
Their position can be identified from the coverage plot of the above mentioned figures. In
this scenario, femtocells have been deployed according to a femtocell penetration of 10%.
This means that 1 of every 10 households is equipped with a FAP. This value is equivalent
to half of all subscribers of a market-leading UK mobile operator deploying femtocells
[22]. This translates to 100 femtocells deployed in this simulation, whose position was
randomly selected.
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Figure 5.12 Coverage plot for Luton, UK. (a) Deployment without femtocells. (b) Deployment
with femtocells

With regards to the user distribution, different traffic maps have been used to simulate
the generation of subscribers and non-subscribers. On the one hand, there is an outdoor
traffic map, containing 45 user/km2. On the other hand, there is an indoor traffic map per
household equipped with a FAP, hosting up to four users. Subscribers and non-subscribers
are placed randomly within the traffic maps.

The parameters of this SLS are shown in Table 5.7.

5.6.2 Coverage

A signal strength analysis within the scenario presented above is carried out in this section.
The objective of this study is to give an example of the coverage extension provided by
femtocells.

To carry out this analysis, FDTD coverage predictions were performed by means of
computer simulation. These coverage predictions have been calibrated and compared with
measurements [23]. The RMSE of these predictions has been estimated to be around 6 dB.
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Table 5.7 System-level simulation parameters

Parameter Value

Number of macrocells 2
Number of femtocells 100
Carrier frequency 3.5 GHz
Channel bandwidth 5 MHz
Duplexing scheme TDD 1:1
DL data symbols 19
UL data symbols 18
Overhead symbols (DL + UL)a 11
Permutation scheme AMC
Frame duration 5 ms
Total subcarriers 512
Data subcarriers 318
Subchannels 8

Macrocell TX power 33 dBm
Macrocell antenna gain 18 dBi
Macrocell antenna pattern Omnidirectional
Macrocell antenna height 30 m
Macrocell antenna tilt 3
Macrocell noise figure 4 dB
Macrocell cable loss 3 dB

Femtocell TX power 10 dBm
Femtocell antenna gain 0 dBi
Femtocell antenna pattern Omnidirectional
Femtocell antenna tilt 0
Femtocell antenna height 1 m
Femto noise figure 4 dB
Femto cable loss 0 dB

UE Tx power 23 dBm
UE antenna pattern Omnidirectional
UE antenna height 1.5 m
UE noise figure 8 dB
UE cable loss 0 dB

Density of outdoor users 45 user/km2

Density of outdoor users Up to four users/house
Scheduling algorithm best SINR
Outdoor users service VoIP
Minimum VoIP throughput 12.2 Kbps
Maximum VoIP throughput 12.2 Kbps
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Table 5.7 (continued )

Parameter Value

Indoor users service Data
Minimum data throughput 128 Kbps
Maximum data throughput 320 Kbps

aIn a 5 ms OFDMA/TDD WiMAX frame there are 48 OFDM sym-
bols available. According to [21], when using a DL to UL ratio of
1:1, it can be supposed that on average three and seven OFDMA sym-
bols will used by overhead in DL and UL, respectively. Moreover,
one OFDMA symbol is employed as a guard time to switch from
DL to UL (TTG). This overhead information contains the preamble,
cyclic prefix, etc. This way, we can concentrate on the analysis of
data transmission.

In Figure 5.12(a), the coverage provided by the two existing macrocells in terms of
received signal strength (dBm) is illustrated. In this plot, the effect of the interference is
not taken into account, and only the best received signal strength (best server) at each pixel
is shown. These values were computed using the formulation introduced in Section 5.5.2.
This prediction simulates the behaviour of the preamble information transmitted by every
cell, which is used by the UEs as a pilot signal to conduct network entry and synchro-
nization. If our UE is to have an antenna sensitivity of −100 dBm, it can be seen that the
coverage provided by the two macrocells is acceptable outdoors, but sometimes insuffi-
cient indoors. The shadowing effect of the buildings, and the attenuation caused by thick
walls make the coverage unavailable within some areas and households in this scenario.

Femtocells were designed in the first instance as a solution to extend indoor coverage.
In Figure 5.12(b), it can be seen how, by deploying femtocells, the network coverage is
enhanced in those areas where the FAPs are located. Households, in which the coverage
was insufficient before, are covered now by a radio signal with a high strength, by around
−45 dBm. In more detail, Figure 5.13 shows the histogram of received signal strength
considering every pixel within the scenario. From this histogram, it can be seen how,
using femtocells, the samples shift to the right-hand side of the histogram towards higher
received signal strength.

In conclusion, it can be stated that femtocells increase indoor network coverage. How-
ever, this is at the expense of increasing interference outdoors due to the uncontrolled
deployment of new cells by the users. The power leakage from indoors to outdoors by the
femtocells will be seen as interference for non-subscribers passing close to the femtocells.

5.6.3 Signal Quality

A signal quality analysis within the scenario presented above is carried out in this section.
The objective of this study is to give an example of the signal quality (SINR) enhancement
provided by the femtocells.
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Figure 5.13 Received signal strength histogram for the two scenarios

Figure 5.14(a) shows the signal quality SINR provided by the two existing macrocells.
In this case, the SINR level of the preamble, also known as pilot signal, is used as KPI. To
estimate this value at every pixel of the scenario, the received signal strength of the best
server has been considered as the carrier C, and the sum of the received signal strength
coming from all neighbouring cells has been considered as interference I . These values
and the noise level N are computed using the formulation presented in Section 5.5.2. The
resulting SINR value corresponds to a worse case scenario in the case of data transmission,
since it is considered that all users operate in the same frequency band and interfere with
each other.

In the deployment not using femtocells, it can be seen that the SINR levels are large
in those areas close to the macrocells, but they drop rapidly on the boundary between the
macrocells, where the carrier and interference signals are received at similar strengths.
This effect will not be a problem for those users located on the cell edge using different
subchannels, but it may jam their data communication in the case of subchannel collision
(interference).

Figure 5.12(b) demonstrates how deploying femtocells, the SINR is enhanced in those
areas where the femtocells are located. Households, in which the SINR was low before,
are covered now by a radio signal with a large SINR, around 40 dB.

In conclusion, it can be stated that femtocells will increase the indoor signal quality.
This opens up the possibility for operators to offer new services with larger throughput
requirements (high speed Internet, gaming, etc.). However, this is at the expense of raising
the interference outdoors due to the uncontrolled deployment of new cells by the cus-
tomers. Non-subscribers do not benefit from the larger SINR provided by CSG femtocells,
and they will suffer from greater interference instead.

5.6.4 Performance

In this section, a performance analysis within the scenario presented above is carried out.
The objective of this study is to determine the performance enhancement provided by the
femtocells using SLSs.
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Figure 5.14 Received signal quality plot for Luton, UK. (a) Deployment without femtocells.
(b) Deployment with femtocells

The simulation parameters are the same as suggested in Table 5.7, and the performance
of the network is assessed by different measurements such as the cell throughput, and the
percentage of successful and outage users.

Different network deployments within the given scenario have been proposed in order
to explore the limits of operation of the macrocells and observe the benefits provided by
femtocells. These network deployments are summarized in the following:

• The first scenario consists of two macrocells, and no femtocells. Both outdoor and
indoor users attempt to carry a VoIP service, whose minimum throughput require-
ment is 12.2 kbps. Note that when using no femtocells, the 2 macrocells have 20 MHz
bandwidth, (32 subchannels).

• In the second scenario, the deployment layout is unchanged, and no femtocells are
used. In this case, outdoor users keep demanding VoIP services, while indoor users
change their demand to web browsing, requesting a minimum throughput of 64 kbps.

• In the third scenario, the indoor users upgrade their service demand to 256 kbps.
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• In the fourth scenario, an extensive femtocell deployment (100 FAPs) is carried out
on top of the existing macrocell layout. A co-channel deployment of CSG femto-
cell is considered across the entire network. In this case, both outdoor and indoor
users keep demanding VoIP and data (256 kbps) services, respectively. Note that when
using femtocells, the two macrocells and the femtocell have 5 MHz bandwidth, (eight
subchannels).

• In the fifth scenario, the deployment layout is unchanged, and 100 femtocells are used.
In this case, however, the indoor users upgrade is service demand to 320 kbps.

In the rest of this section, only DL is considered. The reason behind this is that the
prime use of WiMAX femtocells will be for data services, which are asymmetrical, i.e.
more demands on the DL than UL. The results of the simulation (averaged over 100
snapshots) are presented in Table 5.8.

In the first scenario Figure 5.15(a), the two macrocells are enough to serve the majority
of both outdoor and indoor users. Table 5.8 shows that the percentage of successful
users is 91.75% and that the percentage of users that suffers from a lack of resources
is 0%. However, as can be seen in Figure 5.15(a), several indoor users (8.25%) located
in areas where the radio coverage is limited are in outage. Femtocells would help these
users, providing a larger indoor coverage and conducting their data packets over the IP
backhaul connection. In addition, it can be seen from the results that the indoor traffic
is greater than outdoor (7.468 versus 1.838 Mbps). There are more users indoors than
outdoor.

In the second scenario, the demands of the indoor users grow (64 kbps), and more
resources are needed to meet this new service requirement. As a consequence of the growth
of indoor traffic, the throughput of the indoor layer increases from 7.468 to 22.483 Mbps.
However, although the two macrocells still have enough resources to manage the request,

Table 5.8 System-level simulation results

Scenario Success Outage No resources Outdoor Indoor
outdoor/indoor users users users throughput throughput
service (%) (%) (%) (Mbps) (Mbps)

Two macrocells 91.75 8.25 0 1.838 7.468
VoIP/VoIP

Two macrocells 87.94 12.06 0 1.780 22.483
VoIP/Data(64 kbps)

Two macrocells 44.44 1.27 57.29 1.089 41.707
VoIP/Data(256 kbps)

Two macrocells/ 98.41 1.59 0 2.107 60.681
100 femtocells
VoIP/Data(256 kbps)

Two macrocells/ 98.41 1.59 0 2.059 84.302
100 femtocells
VoIP/data(320 kbps)
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(a)

(b)

Figure 5.15 System-level simulation plot in Luton, UK. (a) Deployment with two macrocells.
Outdoor and indoor users carry VoIP services. (b) Deployment with two macrocells. Outdoor and
indoor users carry VoIP services, while indoor users carry data (256 kps) services
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the probability of slot collision (interference) increases, the result of this being lower
signal qualities for the outdoor users or even outages in some cases. Due to the increase
in the interference, the percentage of outages increases from 8.25% to 12.06%, and the
outdoor layer throughput decreases from 1.838 to 1.780 Mbps.

In the third scenario (Figure 5.15(b)), the demands of the indoor users again grow
(256 kps), and more slots are needed to meet this new service requirement. As a con-
sequence of the growth of the indoor traffic, the throughput of the indoor layer again
increases from 22.483 to 41.707 Mbps. However, the resources of the two macrocells are
not enough to serve the user demands now, and the number of users with no resources
rapidly grows to 57.29%. In this case, the macrocells are overloaded, and users that before
were able to transmit, are now blocked due to the lack of resources.

In the fourth scenario (Figure 5.16(a)), an extensive use of femtocells is considered. Let
us remember that in this scenario the bandwidth of the macrocells have been reduced from
20 to 5 MHz. Despite everything, due to the handover of indoor traffic from the macrocells
to the backhaul connection, the problems of lack of resources disappear (0%), reducing
the need for large bandwidths in the macrocells and enhancing their reliability. As a
result, the operator can reduce the capital and operational expenditure of the macrocell
network. Moreover, Table 5.8 shows that the number of successful users (subscribers and
non-subscribers) is high (98.41%) and that the overall throughput carried by the network
increases from 42.796 to 62.788 Mbps.

In the fifth scenario (Figure 5.16(b)), the demands of the indoor users again grow
(320 kps). However, it is not a problem for the femtocell layer, since this traffic is absorbed
by the back-haul link, increasing the indoor layer throughput from 60.681 to 84.302 Mbps.
Note that the number of both successful and outage users remained unchanged, but the
outdoor layer throughput slightly decreases. This is due to interference. Since the indoor
traffic increases, the number of occupied slots increases and thus the probability of slot
collision. Due to this fact, non-subscribers in areas close to femtocells are likely to suffer
from greater interference. This interference will downgrade the SINR of non-subscribers
and decrease their RAB and throughput.

5.7 Overview of Dynamic System-Level Simulation

Dynamic system-level simulations will help to analyse accurately the performance of
new in-built femtocell algorithms in different scenarios. In this kind of simulation, the
time domain is not neglected, and the evolution over time of the network can be pre-
cisely examined. This feature is particularly useful for analysing the behaviour of those
procedures that must take into account the movement of the user and fluctuation of the
radio channel over time, e.g. handover algorithms and feedback techniques. Moreover,
it will help to understand the behaviour of different strategies, e.g. power and frequency
allocation, in the presence of several traffic types with very different features such as real
time services and best effort.

In the case of femtocells, novel self-organization techniques that will allow the femto-
cell to sense its environment and tune its parameters must be investigated, before being
implemented. This type of simulation can cover a large variety of topics. It can be used
to analyse the effect of an inaccurate synchronization, and derive bounds in the perfor-
mance of the oscillators. Conversely, it can also be used to understand the advantages
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(a)

(b)

Figure 5.16 System-level simulation plot in Luton, UK. (a) Deployment with two macrocells
and 100 femtocells, outdoor and indoor users carry VoIP services, while indoor users carry data
(256 kps) services. (b) Deployment with two macrocells and 100 femtocells, outdoor and indoor
users carry VoIP services, while indoor users carry data (320 kps) services



140 System-Level Simulation for Femtocell Scenarios

and drawbacks of different monitoring techniques, such as the exchange of messages
between femtocells or the use of measurement reports coming from the users. Many
other applications exist.

In this section, the different key features that must be taken into account in a dynamic
system-level simulation are introduced.

5.7.1 Traffic Modelling

Traffic models are used in SLSs in order to simulate the behaviour of a given application or
service, e.g VoIP, video conference, FTP. This behaviour is considered at different levels,
including the session generation process and the data generation within each session.

Session Generation

The target of traffic modelling is to create analytical models that statistically describe
the most representative parameters of a given traffic type. The parameters of these traffic
models must be adjusted to fit the features of a real network.

First of all, in order to capture the dynamics of the end customer, the arrival rate of
the users must be modelled, as well as their holding time in the system. Moreover, a
femtocell user is likely to carry multiple sessions simultaneously (call, email, FTP).

In macrocell scenarios, the Poisson process has been widely used to model the traffic
load of the network over time. In this case, the probability of the arrival of n new sessions
is given by:

pn(T ) = (λT )n

n!
e(−λT ) (5.15)

where T and λ denote the sampling period, and the average arrival rate of the users,
respectively. Note that these sessions are normally distributed within a defined coverage
area or traffic map.

For each new session, the holding time tH is described by an exponential distributed
random variable generated from the next PDF:

ftH (tH ) = µe(−µtH ) (5.16)

where µ denotes the mean holding time.
To simulate different service densities within a given scenario, different values of λ

and µ can be defined per service and/or area.
In the case of femtocells, a common approach is to assume that the femtocell is occupied

at all times from one up to the maximum number of allowed users in the femtocells
[24]. Although, this assumption is appropriate for analysing capacity and interference in
femtocells, it might be not realistic. Therefore, new models that capture the behaviour of
the femtocell users taking the femtocell applications into account must be investigated.
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Data Generation

The dynamics of the traffic generated by a session should be accurately modeled over time
in order to derive the performance of the system. In the following, two different traffic
models (data generation) are described for illustration purposes, VoIP and FTP [25].

VoIP A typical VoIP call can normally be divided into two states: active and inactive. In
the active state, the user is transmitting packets, while in the inactive, the user is receiving
information. Therefore, a two-state Markov chain can be used to model this application.

The probability of moving from the active to the inactive state is equal to 0.6, while the
probability of changing from the inactive to the active state is 0.4. Moreover, the period
of time that the call is active or inactive is defined by an exponential distribution of mean
1.0 s and 1.5 s, respectively.

When the user is in the active state, packets of fixed size are generated at regular inter-
vals. The values of these parameters depend on the voice codecs and compression scheme
used. If a simplified AMR (Adaptive Multi Rate) audio data compression technique is
used, the payload of the AMR blocks is 33 bytes, and they are generated at a rate of 20 ms.

When the user is in the inactive state, a comfort noise is generated in order to avoid
confusing the customer between being disconnected or awaiting for new data packets.
The payload of these packets is 7 bytes, and they are generated at a rate of 160 ms.

FTP In FTP applications, a session consists of a sequence of file transfers, separated
by reading times. The main parameters of this model are the size of the file to be trans-
ferred, and the length of the reading time. The reading time is modelled by a exponential
distribution of mean 180 s. The size of the file follows a log-normal distribution of mean
2 MByte and standard deviation 0.72 MByte. The size of the file must not exceed 5 MByte.

The two traffic models presented here are just an example of a large variety of models.
This kind of model allows a more exhaustive evaluation of the performance of the system.
For example, the analysis of scheduling techniques that takes the size of the queues where
data is store into account, or the allocation of resources between real and non-real time
services, etc.

In the case of femtocells, vendors and operators are working towards the creation of
novel applications that will generate the need for femtocell in the market. As a result, new
models that capture the particularities of these new services will be needed. Using these
models, new optimization techniques can be investigated to enhance the performance of
the femtocells.

5.7.2 Mobility Modelling

Mobility models are used in SLS in order to simulate the movement of the users across
the scenario, e.g. position, speed, directions.
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A large variety of mobility models exists. Some of them model the movement of the
users in a simplistic way, and some others with a large level of detail.

A straightforward way of modelling the user motion is by using Gaussian distributions
[26]. Let us denote the future position of a user as:

(xt , yt ) =
{

xt−1 + vt �t cos(αt ) + nt−1

yt−1 + vt �t sin(αt ) + nt−1
(5.17)

where (xt−1, yt−1) denotes the previous user position, vt indicates the user velocity at time
t . αt represents the user direction at time t , and nt−1 is a noise with Gaussian distribution.
Moreover, �t denotes the period of time between two consecutive updates of the model.

The velocity and direction can be derived as follows:

vt = N
(
vt−1, 1

m

s2
�t

)
(5.18)

αt = N

(
αt−1, 2π − a tan

(√
vt

2

)
�t

)
(5.19)

where vt−1 and αt−1 denote the previous user velocity and direction, respectively, and
N(a, b) indicates a Gaussian distribution of mean a and standard deviation b.

The user movement must also take into account the environment description, i.e. wall,
room and corridor. Users can not move across a wall or another solid object. For this,
a mobility graph that constraines the user movements according to the obstacles in the
environment can be used. Vertices represent possible destinations, and edges correspond
to physically valid paths over which the users can move [27].

On the other hand, more complex models can be used to simulate the mobility of
the customers. In [28], a model based on measurements is presented. In this work, for
example, tracks of always on WiFi devices are collected, and the distribution of the speed
and pause times are derived. This kind of model provides a more accurate simulation of
the user behaviour.

In the case of femtocells, indoor mobility models taking the scenario features into
account might be used to examine accurately the performance of subscribers and non-
subscribers. These models can be important for studying the handover procedures in the
femtocell case. However, the behaviour of the femtocell users must be analysed, since it
can be different from the models used in ad-hoc or sensor network simulations. Therefore,
research is needed in this area.
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6
Interference in the Presence
of Femtocells

Alvaro Valcarce and David López-Pérez

6.1 Introduction

The deployment of femtocells introduces some changes in the topology of conventional
macrocellular networks. The new network architecture is composed of two clearly sepa-
rated layers, the macrocell layer and the femtocell layer. Such a network architecture is
therefore called a two-layer or two-tier network. The first layer comprehends the plain old
traditional cellular network, while the second one incorporates several shorter range cells
that can be planned (e.g. microcells) or distributed in a random manner (e.g. femtocells).
In the case of home base stations, they are randomly located inside of the same geo-
graphic area covered by the larger cellular network (also called the umbrella macrocell)
and they can exploit the same spectral frequencies as the umbrella. Therefore, one of the
advantages of deploying smaller cells in such a network structure is increased coverage in
not fully covered areas within the umbrella macrocell. Furthermore, and since femtocells
are used by a reduced number of users, higher data rates are also achieved.

The topology of two-layer networks brings, however, new problems and creates new
design challenges. When several transmitters emit their signals in the same frequency band
and within the same geographic location, a receiving system sensing that frequency band
will not be able to distinguish which transmitter it is listening to. This is a very elementary
description of the problem of interference in telecommunications systems and it is one
of the main challenges that the deployment of femtocells will face. Interference-limited
systems such as Code Division Multiple Access (CDMA) will be greatly affected by the
presence of femtocells and will recquire the introduction of interference avoidance tech-
niques such as time-hopping or power control. Furthermore, capacity-limited systems like
Orthogonal Frequency Division Multiple Access (OFDMA) will need to adopt intelligent
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frequency planning strategies to cope with the presence of interference along subcarriers
due to the presence of a femtocell layer.

Femtocells will provide higher spectrum efficiency, spatial frequency reuse and better
coverage in areas not fully covered by macrocells, e.g. indoor rooms or locations near the
cell edge. However, if interference cancellation or avoidance techniques are not applied,
dead zones can appear within the macrocell, disrupting its service in the proximity of
a femtocell. Furthermore, the opportunistic location of femtocells suggests that random-
ness must be taken into account when analysing femtocell related issues. This chapter
covers the problems caused by interfering femtocells and gives specific examples of how
randomnly located interferers affect CDMA and OFDMA systems.

6.2 Key Concepts

6.2.1 Co-Layer Interference

Co-layer interference is described as the unwanted signal received at a femtocell and
sent from other femtocells, decreasing thus the quality of its communication. The name
co-layer makes reference to the fact that all femtocells belong to the same network
layer, unlike other elements like base stations, NodeBs and so on, which belong to the
macrocell layer. Co-layer interference occurs mainly between inmediate neighbours due
to low isolation between houses and appartments. This problem is thus independent of
the disruption caused to the macrocell layer. A diagram summarizing the main problems
originating from co-layer interference is presented in Figure 6.1, which are described in
more detail in the following paragraphs.

Since the deployment of femtocells is opportunistic, it is likely that several femtocells
would be installed in locations close to each other, for example, horizontally in adjacent
terraced houses or vertically in blocks of appartments, thus interfering one another. To
illustrate this, let us assume that a Global System for Mobile communication (GSM)
femtocell fa illuminates an arbitrary location La . It can then be said that La belongs to the
coverage area of fa . If there are additional signals from surrounding femtocells using the
same frequency, location La is said to suffer from co-channel interference and the system’s
performance suffers. Furthermore, when signals from several femtocells are present at

Co-layer

Downlink

OFDMOFDMCDMA CDMA

Uplink

Noise rise at the FAP
Intercarrier Interference

at the FAP
Femtocell Coverage Holes

Noise rise at femtocell UEs

Figure 6.1 Main problems caused by co-layer interference
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a given location, the overall interference can be higher than any of the independent
femtocell power levels. If the Carrier to Interference and Noise Ratio (CINR) value is
too low, it could be impossible to establish a communication through any femtocell and
such a location would be considered a dead zone. This should not be confused with the
concept of coverage holes, which, according to [1], are regions with low pilot CINR due
to path loss, hence being network entry not possible for the User Equipment (UE). The
degradation of the communication varies between RF technologies due to their different
performances in the presence of interference. As will be shown in the following, the
geometry of dead zones changes between different air-interface technologies.

Since femtocells can be deployed in Closed Subscriber Group (CSG), open-access
or in a hybrid access mode, the impact of the co-layer interference will be different
depending on the access method. To illustrate this, in Figure 6.2 a realistic femto-
cells scenario is presented under different Quality of Service (QoS) requirements. For
instance, Figure 6.2(a) shows the coverage areas of nine randomly deployed femtocells
when the coverage area is defined as those locations where the main femtocell signal is
strictly higher than the overall interference plus noise if only one carrier is assumed.
If these were open-access femtocells, users could move freely from their femtocells
to others as long as they do not cross one of the scenario’s dead zones (pictured as
black areas in Figure 6.2). As mentioned earlier, the geometry of dead zones depends
on the CINR requirements of the air-interface technology in use. In telecommunica-
tions systems, users typically require a minimum quality of the main signal in order
to use certain services. For example in GSM and for the performance of handoffs, it
is not enough to have a carrier signal slightly larger than the interference plus noise
level (CINR > 0 dB). For instance, Figure 6.2(b) presents the same scenario with the
added restriction of having the dominant signal at least 10 dB above the interference-
plus-noise level (CINR > 10 dB). It is then clear how dead zones grow larger as the QoS
requisites increase and it could be that, even with open-access femtocells, a user would
not be able to move freely from one femtocell to another due to the presence of these
gaps.

In the case of CDMA systems, the conditions for service impairment can be further
relaxed. For instance, it can be shown that the requisite of having CINR >−20 dB in
downlink is achieved by all femtocells in the whole of the previous scenario, which is
enough for the performance of standard speech connections [2]. It must be, however,
mentioned that such a signal quality is heavily dependent on the density of femtocells
per unit area. Nevertheless, the modulation process in CDMA spreads the signal power
across the spectrum, hence reducing the power spectral density and also the received
CINR.

In OFDMA, dead zones are seen differently by each user. This is dependent on the sub-
channel allocation, which might differ between various femtocells. Therefore, an OFDMA
femtocell user might perceive a dead zone for certain subchannels, whilst other subchan-
nels remain interference free. To illustrate this, let us suppose that at a given moment in
time, the allocation of subchannels decided by the OFDMA femtocells of the previous
scenario is that shown in Figure 6.3. The dark areas in Figure 6.3(a) represent the regions
where CINR < 10 dB for subchannels 1 to 4, i.e. dead zones for those subchannels. On
the other hand, Figure 6.3(b) shows the regions where CINR < 10 dB for subchannels 5
to 8, which might differ from the previous ones.
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Figure 6.2 Downlink coverage areas of femtocells in a residential environment with absence of
macrocell coverage. The dark squares indicate the location of the FAPs and the black areas are
regions where the CINR requisite is not met by any femtocell. (a) Coverage areas if CINR > 0 dB.
(b) Coverage areas if CINR > 10 dB
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Figure 6.3 Downlink coverage areas if CINR > 10 dB at each subchannel. (a) Subchannels 1 to 4
occupied. (b) Subchannels 5 to 8 occupied. (c) Joint coverage areas. In the dark areas, all OFDMA
subchannels suffer CINR < 10 dB
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It is clear from Figure 6.3(c) that the size of the regions where all OFDMA subchannels
are interfered is much smaller than the dead zones for individual subchannels. Hence and
as a result of subdividing the spectrum usage into subchannels, dead zones decrease
in size. Furthermore, if each femtocell makes use of less than four subchannels at a
given time, dead zones are additionally diluted. In OFDMA systems such as mobile
WiMAX, time also plays an important role because the allocation of subchannels varies
dynamically with QoS requirements, depending on the scheduling. Hence, the probability
of two subchannels being simultaneously occupied is further reduced.

In a femtocell, there are two types of source capable of creating co-layer interference to
other femtocells: the FAP (downlink) and the users themselves (uplink). In Time Division
Duplex (TDD) systems and depending on which is the source of the interfering signal,
the approaches used to model and cope with interference vary. If all the femtocells within
the same area are synchronized (i.e. the downlink period begins for them simultaneously
in time), the aggressors∗ at an interfered femtocell user are the neighbouring FAPs during
downlink. This means that transmissions coming from an FAP will cause interference
to UEs of neighbouring femtocells in downlink only. The same applies for the uplink
period. If the uplink periods of close femtocells are synchronized, femtocell users will
be the sources interference and hence, transmissions coming from a femtocell user will
be sensed as interference in the uplink of neighbouring FAPs. Table 6.1 summarizes the
network elements that play the role of aggressors in the case of interference.

In the case that no synchronization existed between femtocells, the source of inter-
ference in TDD would be undetermined. The uplink and downlink periods of different
femtocells would overlap and introduce heterogeneous sources of interference (FAPs and
UEs). This way, neighbouring femtocells would overrun each other’s transmission time
slots and make interference harder to control. Accurate timing is therefore an important
feature of TDD-based FAPs so that clock synchronization between different FAPs can be
assumed for interference mitigation. However, how to synchronize FAPs accurately is not
a trivial task and several solutions are explained in Section 9.1.

Since all MBS belong to the same network layer (the macrocell layer), interference
between different macrocells is also a cause of co-layer interference. However, the deploy-
ment of macrocells is planned by the operator, with interference being dealt with by means
of planning schemes (Base Station (BS) location, antenna azimuth/tilt, frequency, etc.).
This problem is thus independent of the deployment of femtocells and is not treated in this
book. The following sections contain a technology-specific description of the effects of
co-layer interference in the cases of uplink and downlink data connections. Also, different
approaches to overcome co-layer interference are discussed and gathered for reference in
Figure 6.4.

Table 6.1 The aggressors in cases of interference

Co-layer Cross-layer

Uplink Femtocell users Any UE
Downlink FAPs FAPs and Macrocell Base Stations (MBS)

∗ The sources of interference are also called aggressors under 3GPP terminology.
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Figure 6.4 Approaches to cope with co-layer interference

Uplink

In uplink co-layer interference, femtocell UEs are the aggressors or sources of interference.
On the other hand, neighbouring FAPs are the victim systems. This problem is explained
next under different RF technology assumptions.

Uplink CDMA At a given femtocell fa , the most inmediate interferers are those UEs of
neighbouring femtocells, being fa typically surrounded by several interferers and isolated
from them only by means of the outer house walls. The main problem in neighbouring
CDMA uplinks is the rise in the noise level due to the spatially distributed nature of
the interferers. If neighbouring UEs transmit with high power as requested by their own
femtocells, the noise level of nearby femtocells will be degraded and the coverage area of
the victim femtocell will be reduced. To cope with this issue and avoid the performance
of close 3G femtocells deteriorating, the 3GPP† recommends in [3] the use of interference
management techniques. This can help to avoid the interference caused by femtocells with
each other.

As an example of interference management and since the density of femtocells can be
extremely high in given areas, it is suggested that FAPs impose power limits on their
subscribed UEs. This way, the noise rise in the uplink of neighbouring femtocells can be
controlled. Furthermore, the users’ transmit power must be controlled by the FAP and not
by the UE itself. This applies to 3G systems such as Universal Mobile Telecommunication
System (UMTS) and High-Speed Uplink Packet Access (HSUPA) and the method for
choosing the transmit power level is as follows: In a given femtocell fa , the FAP scans
the transmission band and gathers information about the received power from nearby
femtocell UEs. This can be done, for instance, by sensing performed at the FAP itself.
The UEs maximum transmit power can then be independently chosen by femtocell fa

taking into account the received power from the other femtocells, i.e. the UEs power will
be set so as to receive at the FAP the desired CINR for a given service.

In the case of dedicated channel deployments there is no macrocell signal in the same
band to provide a reference for the noise level. It is thus especially important in this
case that FAPs are capable of performing an effective and reliable sensing of the uplink

† 3GPP is the third Generation Partnership Project, an alliance of telecommunications entities responsible for the
standardization of 3G networks.



152 Interference in the Presence of Femtocells

noise level. To do this, the design of the receiver sensitivity of FAPs must be carefully
observed.

Uplink OFDMA In OFDMA femtocells, sensing the full transmission band for nearby
emissions might be unnecessary. Depending on the uplink QoS required by a given user,
only some OFDMA subchannels will be needed by that user. It is therefore up to the
FAP to determine which subchannels are subject to interference and which ones are not.
For instance in Figure 6.5 a situation is shown in which user 2 falls within the coverage
area of both its femtocell (f2) and that of a neighbouring femtocell (f1). In this situation,
the subchannels used by user 2 to connect to f2 will be sensed as being interfered and
hence unusable by f1. Furthermore, femtocell f1 also has a user of its own (user 1).
However, since user 1 does not lie within the coverage area of user 2 there is no way for
user 1 to know which uplink subchannels are being interfered. The responsibility for the
subchannels allocation of user 1 must thus reside within the FAP.

The case of uplink interference is typically more severe than that of downlink. This is
because downlink interference only affects the interfered user, while the interfered uplink
subchannels become unusable to all users of the femtocell. Contrary to CDMA, where
transmissions occupy the whole licensed band, in the case of OFDMA the availability of
subchannels to restrict the emission makes it possible to reduce the interference also in the
frequency domain, thus providing higher chances of avoiding interference. Some strategies
for the avoidance of interference in OFDMA femtocells are given in Section 6.4.2.

Downlink

In downlink co-layer interference, the FAPs are the aggressors or sources of interference,
while UEs of neighbouring femtocells are the victims. A description of this problem
follows next.

Downlink CDMA Co-channel downlink interference is also one of the main sources of
impairment for femtocells. Since femtocells will be deployed in close positions relative

User interfered
User free of interference

f2 f1
L2 L1

Interfering signal
Downlink signal

L1

L2

OFDM subchannels

1 2 3 4 5 6 7 8

2 1

Figure 6.5 Co-layer uplink interference in an OFDMA femtocell network
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to each other, they are very likely to interfere with one another by means of power leaks
from windows, doors and poorly isolated walls. As previously shown in Figure 6.2, the
signals of several femtocells within the same area contribute to raising the interference.
Hence, in CDMA systems the noise level increases and creates dead zones where downlink
connectivity becomes impossible (cell breathing).

To avoid femtocells causing interference in the downlink to UEs of nearby femtocells
(both indoors and outdoors), the first recommendation of 3GPP [3] is that FAPs handle
very carefully their transmit power settings by using adaptive power control techniques.
This is necessary especially in CSG femtocells as the UEs are not necessarily served by
the strongest FAP but by the one to which they are subscribed. As in the uplink case, the
downlink transmit power can be decided by each FAP, based on the received power from
neighbouring femtocells. Since the appearance of dead zones is mainly due to the addition
of several femtocell downlink signals occuring simultaneously, time hopping techniques
have been proposed to avoid neighbouring femtocells transmitting at the same time. These
are explained in more detail in Section 6.4.1.

Downlink OFDMA A case of co-layer downlink interference occurs when a given fem-
tocell user is located in an area within the FAP premises, where the signal coming from
its own femtocell is not high enough compared with the interference coming from sur-
rounding femtocells. This is equivalent to the problem of dead zones shown in Figure 6.2,
which as explained in the previous section, can completely disrupt downlink connections
in CDMA femtocells.

However in OFDMA systems, the allocation of the subchannels at each femtocell plays
a decisive role in the final impact of the interference. Dead zones in OFDMA femtocells
depend on the spectrum occupancy at a given location. Two femtocell users could be
at the same geographic position and only one of them would suffer interference from
surrounding femtocells, i.e. the dead zone would only affect some OFDMA subchannels.
To illustrate this, in Figure 6.6 users 2 and 3 want to receive downlink data from their
respective femtocell (f2 in this case). Femtocell f2 thus allocates subchannels 1 to 4 and
5 to 8 to users 2 and 3 respectively. In this example, both users are located in a dead
zone due to interference coming from the neighbouring femtocell f1. However, f1 only
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Figure 6.6 Co-layer downlink interference in an OFDMA femtocell network
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requires subchannels 1 to 4 to send information to its current user (user 1). Therefore, only
the users of subchannels 1 to 4 will be interfered with, with user 3 able to communicate
succesfully. Although not necessarily the case, user 1 in this example is also located in
a dead zone caused by interference coming from f2 and also suffers interference due to
the occupation of subchannels 1 to 4.

The allocation of the frequency resources is thus extremly important in OFDMA fem-
tocells. Furthermore, the time domain also provides an additional dimension for the
management of the subchannels. Resource allocation is thus one of the key technolo-
gies for the proper functioning of OFDMA femtocells. These topics are covered in depth
in Chapter 8.

6.2.2 Cross-Layer Interference

In two-layer networks, an interfering signal is assumed to produce cross-layer interference
if the aggressor and the victim systems belong to different layers of the network. For
example, the distortion caused by an emitting FAP (member of the femtocell layer) at the
downlink of one or several macrocells (members of the macrocell layer) is a clear case of
cross-layer interference. Likewise, it can also be considered as cross-layer interference if
the distortion is caused by a macrocell user (member of the macrocell layer) at the uplink
of a nearby FAP (member of the femtocell layer). Cross-layer interference is a problem
especially in CDMA co-channel deployed two-layer networks, due to the fact that both
femtocells and macrocells use the same frequency band. Besides, and due to power control,
sudden high transmitting powers can cause the appearance of dead zones, reducing thus
the feasibility of these networks. The main problems caused by the presence of cross-layer
interference are presented in Figure 6.7 and explained in the following sections. Also to
illustrate this phenomenon, Figure 6.8 shows a residential scenario with a low penetration
of femtocells (around 14% of the households). It is possible here to see how the coverage
area of isolated femtocells invades neighbouring houses, having an even higher power
levels than the macrocell itself. If the femtocells were to be deployed in the same band
as the macrocell layer (co-channel deployment) and the users inside the houses pretended
to use the macrocell, they would suffer severe interference from their neighbours and
would not be able to connect. Furthermore in Figure 6.8(b), where coverage areas with
CINR > 10 dB are shown, dead zones not meeting this requisite are also pictured. It is
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Figure 6.7 Main problems caused by cross-layer interference
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Figure 6.8 Downlink coverage areas of femtocells in a residential area covered by a co-channel
deployed macrocell. The dark squares indicate the FAPs, the triangle the MBS and the back-
ground white colour represents the macrocell coverage area. (a) Coverage areas if CINR > 0 dB.
(b) Coverage areas if CINR > 10 dB
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then clear that such blackout areas are not just a feature of the femtocell layer. Dead
zones will also affect the macrocell, being capable even of disrupting its service in streets
with a high density of femtocells.

Spectrum splitting has been proposed as a means [4] of coping with cross-layer inter-
ference. However, given the cost and scarcity of the electromagnetic spectrum, this would
lead to a less efficient frequency reuse. Spectrum splitting would occur as follows: an
operator owning the licence for a frequency band with B MHz of bandwidth would divide
such a band into two fragments 1 and 2 with bandwidths B1 and B2 = B − B1 respec-
tively. Then, band 1 would be exploited by the macrocell layer while band 2 would be
assigned to the exclusive use of the operator’s femtocells. In general, when the density
of femtocells is very high at a macrocell site, spectrum splitting is recommended [5]
to mitigate the high levels of cross-layer interference. This removes almost completely
all cross-layer interference. However, when both bands are adjacent in the frequency
domain, the adjacent channel can also introduce interference [6], which is why the Adja-
cent Channel Interference Rejection ratio (ACIR) needs to be minimized when designing
the transmit power limits. The ACIR is defined as the ratio of the total power transmitted
from the aggressor to the total interference power affecting the victim. It is mathematically
expressed as:

ACIR = 1
1

ACLR
+ 1

ACS

(6.1)

where the Adjacent Channel Leakage Ratio (ACLR)‡ measures the ratio of the average
power sent into adjacent channels by the transmitter due to imperfect filters, to the aver-
age power actually sent into the assigned channel. Furthermore, the Adjacent Channel
Selectivity (ACS) measures the ratio of the receiving filter attenuation on the assigned
band to the attenuation on the adjacent channel. Even in split-spectrum deployments, the
achievable ACIR is limited. Hence, the power of the FAP and the UEs must be regulated
to limit the impact on the macrocell.

In OFDMA systems, the spectrum is divided into subcarriers, which allows for an
efficient allocation of the frequency resources for the purpose of interference avoidance.
OFDMA-based femtocells are hence a desirable solution, offering higher versatility for
the handling of cross- and also co-layer interference. However, OFDMA systems can
also suffer other types of problem such as frequency and time synchronization issues.
Interference coming from other elements of the network (both co- and cross-layer) could
introduce intercarrier interference due to frequency offsets. This could result in the loss of
orthogonality between subcarriers, with the risk of bringing down the whole system. The
existing solutions for the problem of cross-layer interference are summarized in Figure 6.9
and explained in the following sections.

Finally and as with the case of co-layer interference, it must be recalled that network-
wide cross-layer time synchronization is fundamental to guaranteeing that femtocells and
macrocells do not override their respective transmission periods. One of the main purposes
of synchronization is thus to ease the handling of interference issues. In the following,
link and technology dependent approaches to the problem of cross-layer interference are
presented. These are further summarized in Figure 6.9.

‡ The ACLR terminology applies only to 3G systems but it is equivalent to the concept of Adjacent Channel Power
Ratio (ACPR).
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Figure 6.9 Approaches to coping with cross-layer interference

Uplink

Uplink CDMA Cross-layer uplink interference takes place under two different circum-
stances. In the first case, the femtocell users take the role of the aggressor, with the
macro-NodeB being the victim of the interference (interference at the macro-NodeB).
When the femtocells are CSG, transmissions coming from femtocell UEs are responsible
for the noise increase in the macrocell layer. Therefore, operators need to impose power
limits on femtocell UEs in order to guarantee a proper performance of the macrocell.
This means that power control algorithms running in the FAPs should not be allowed to
request any arbitrary power increase from users in order to keep a low noise level at the
macrocell. However, lower transmit powers from femtocell UEs make CDMA FAPs more
sensitive to interference coming from nearby users of the macrocell. Therefore the FAP
must reach a compromise [3] between reducing the interference caused to the macrocell
and protecting itself from the macrocell users. Regarding the power settings for power
control, these can be easily decided by the FAP by measuring the pilot power coming
from the macro-NodeB in downlink.

Another approach proposed by Qualcomm [5] is to limit the maximum number of
femtocell UEs per macrocell site. However, this can only be done if the number of
femtocells per macrocell is known and can be controlled. Given the fact that femtocells
will emerge opportunistically, this seems rather improbable.

On the other hand in open-access femtocells, macrocell users are allowed to connect
either to femtocells or to macrocells, depending on which one provides, at a given instant,
the better quality of service. This guarantees that the UEs uplink connections use the
least amount of power, hence reducing noise and uplink interference to both femtocells
and macrocells. Furthermore, given that interference coming from the macro-NodeB will
restrict the size of the femtocells, femto UEs will need to be very close to their FAP for
succesful communication. It is thus improbable that they will transmit with high power in
the proximities of a macro-NodeB and cause extreme interference. In addition, the noise
rise caused by the macrocell’s own users will typically be higher than that caused by
femtocell UEs.

The second case of uplink interference occurs when users of the macrocell (the aggres-
sors) transmit with high powers in the vicinity of femtocells (the victim). This is a case
of interference at the FAP. Building walls typically provide enough isolation for the FAP
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from the outdoor macrocell users. However, when femtocells are located in areas of poor
macrocell coverage, it is more than likely that passing macrocell users transmit with higher
powers to reach the macrocell. The Rise-over-Thermal (RoT) noise at the FAP will, in
this case, increase. Since the macro-NodeB is not aware of the precise location of its
users and whether or not they interfere with any femtocell, the macrocell uplink budget
must be designed considering the worst case scenario of interference at a femtocell. This
way, an appropriate upper limit can be set to the transmit power of macrocell UEs.

For example, let us assume that each macrocell user m able to cause uplink interference
to a close FAP f has a transmit power pM

m (expressed in watts) where M denotes that
the user belongs to the macrocell and m is the user ID. The overall path loss between
macrocell user m and FAP f is lm,f and the noise level at the FAP is given by nf in
watts. The total interference plus noise level inf at FAP f is thus:

inf = nf +
NM∑
m=1

pM
m

lm,f

(6.2)

The value of lm,f , depends mainly on the system’s frequency, the house construction
materials and the distance between the macrocell UE and the FAP. The number of
users, however, will vary with time and will be different depending on the density of
users of the macrocell. The inf values are depicted in Figure 6.10 at an arbitrary FAP.
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Figure 6.10 Interference-plus-noise level at an FAP when all macrocell users have P M = 12 dBm
and the noise level is Nf = −99 dBm. Lf expresses the outdoor-to-indoor signal attenuation from
the macrocell user to the FAP
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Depending on the technology to be used (UMTS, HSUPA, . . .) graphs like this one help
to determine the maximum levels of interference depending on the maximum transmit
power of macrocell users.

HSUPA simulations [7] have shown that, if there were a macrocell UE within 15 m of
the FAP, the femtocell user would need to transmit with at least 15 dBm and be within
5 m of the FAP in order to enjoy a throughput of 2.8 Mbps. However, it is unlikely that
interfering macrocell users will ever be that close to the FAPs. This is mainly because
of the presence of dead zones for macrocell users in the proximity of femtocells. If a
macrocell user were that close to a dead zone, the macrocell would try its best to hand it
off to another CDMA frequency or drop the connection. In general, it can be said that the
downlink deadzones guarantee a minimum separation between macrocell users and FAPs.

Uplink OFDMA In the case of dedicated channel OFDMA femtocells, it is possible to
divide the licensed band exactly at the frontier between two OFDMA subchannels. This
way, an integer number of subchannels is assigned to each network layer. Cross-layer
interference is in this case practically non-existent, with adjacent channel interference
being the only source of impairment. However, when the femtocells are co-channel
deployed, two types of interference can occur in the uplink. As defined for the CDMA
case, these are interference at the FAP and interference at the MBS.

When femtocells are located near the macrocell edge, nearby macrocell UEs might
be asked by the macrocell to increase their transmit power due to the high distance
from the MBS. If the proper OFDMA subchannels are not used, this could cause uplink
interference with the FAP. As illustrated in Figure 6.11(a), macrocell user 2 is transmitting
with high power in the same subchannels as femtocell user 1. The isolation provided by
the house walls might be insufficient in this case, causing the uplink connection of user
1 to drop. In this case, an appropriate allocation of the OFDMA subchannels relaxes the
power restrictions imposed on macrocell users in CDMA femtocells. It is thus important
that femtocells (especially those located in areas of low macrocell coverage such as the
cell edge) plan their uplink subchannels taking into account the spectral occupancy as
illustrated in Figure 6.11(a) by links L3 and L4.

The other type of uplink interference can occur when femtocells are located too close to
the MBS (interference at the MBS). This is illustrated in Figure 6.11(b) where femtocell
user 1 is required by its femtocell to transmit with high power.§ If this transmission is
received at the MBS, the subchannels occupied by femtocell user 1 become useless for
the rest of the macrocell UEs. As with the CDMA case and in order to guarantee the
prevalence of the macrocell resources, the power increase requested by FAPs to its users
must be bounded. However, in the OFDMA case, this can be done dynamically and is
dependent on the occupancy of the OFDMA subchannels at a given time instant.

Downlink

Downlink CDMA In CSG femtocells deployed in the same band as the macrocell (co-
channel deployment), signals coming from the FAPs will cause downlink interference to

§ Femtocell users are also subject to power control. High power transmissions might be required if, for example,
the user is in a remote location within the premises such as a cellar or a garden.
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Figure 6.11 Cross-layer uplink interference in an OFDMA co-channel two-layer network.
(a) Interference at the femtocell. (b) Interference at the macrocell

nearby macrocell UEs. If this interfering signal is strong enough, dead zones will appear in
the macrocell. The femtocell coverage areas of Figure 6.8 can be considered as dead zones
from a macrocell perspective because macrocell users located in those regions will suffer
extremely high noise levels and will not be able to get any service. Note that the scenario
presented in Figure 6.8 is optimistic from the point of view of outdoor macrocell coverage.
This is because windows and doors have been eliminated and therefore femtocells do not
leak power outdoors. However, it can be seen that the outer walls are still not enough
to efficiently isolate adjacent houses and contain the femtocell signal within a premises.
Therefore dead zones also appear indoors in neighbouring homes. This becomes even
more severe when the FAP is located near windows or doors.

The first solution proposed by 3GPP to cope with the interference caused by FAPs to
macrocell users in UMTS and HSDPA is the limitation of the FAP maximum transmit
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power. However in co-channel deployments, the power limit will need to be adapted
depending on the circumstances. It is generally agreed that a fixed maximum transmit
power is not feasible in co-channel deployments due to the risk of creating uncontrolled
interference. An adaptive power control approach for the Primary Common Pilot Channel
(PCPICH) is thus more suitable and FAPs will need to support a wide transmit power
dynamic range, which could increase their cost. The algorithms that control the FAP
transmit power are left free to implementation by the operator. Another proposed solution
for cases of extreme femtocell density is to deploy open access femtocells. This way,
operators would supply CSG or open access femtocells to their clients depending on the
FAP density of the area where they plan to install it. However, the impact on the macrocell
of a femtocell layer composed of CSG and open access femtocells still requires further
research.

When the femtocell is located far from the macro-NodeB, due to high levels of indoor
femtocell coverage and assuming reasonable isolation from the macrocell signal (femtocell
UE far from windows and near the FAP), the interference caused by the macro-NodeB to
users of the femtocells is minimum. However in cases where the femtocell is very close to
the macro-NodeB, the FAP coverage area is reduced to a few metres due to interference
from the macrocell. In these situations the quality of the femtocell signal is strong only
when the UE is in the very proximities of the FAP. For instance, a femtocell UE located
next to a window is more likely to connect directly to the close macrocell than to its own
femtocell. However, these situations do not represent the general case. The Femto Forum
[7] indicates that throughputs of 14.4 Mbps can be achieved with HSDPA femtocells when
the user is located at least 250 metres from the closest microcell or 1000 metres from the
closest macrocell.

Downlink OFDMA As explained above, cross-channel interference can be neglected
in the case of dedicated channel femtocells. However, when OFDMA femtocells are
co-channel deployed, the case is fundamentally different from the CDMA case.

For example, in Figure 6.12, user 1 is at home receiving data from their femtocell (f1)
through link L1. In order to guarantee quality of service, f1 allocates subchannels 1 to 4
to downlink L1. Meanwhile, macrocell user 3 is walking down the street and passes by
the front door of user 1, thus falling inside the coverage area of f1. If this had happened
in the case of a CDMA two-layer network, user 3 would have immediately experienced
a sudden rise in the noise level with undetermined effects for the communication. How-
ever, in this case, user 3 receives data from a macrocell by means of link L3, which
has been allocated subchannels 5 to 8 by the macrocell. Since these subchannels are not
being used by femtocell f1, user 3 is free of interference and the communication will
not be affected. However, this is not always the case. Figure 6.12 also presents a case
in which macrocell user 4 is allocated OFDMA subchannels which are being simultane-
ously used by a nearby femtocell (f2 in this case). User 4 will be in this case heavily
interfered.

By examining Figure 6.12, one could conclude that femtocell user 2 would also suffer
interference because of the occupation of subchannels 1 to 4 by the macrocell. However,
the house walls typically attenuate the macrocell signal sufficiently and the proximity to
the FAP outcomes a reasonably high CINR for user 2. Downlink cross-layer interference
is thus not extreme for femtocell users.
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Figure 6.12 Cross-layer downlink interference in an OFDMA co-channel two-layer network

6.2.3 The Near–Far Problem

Power control algorithms are an essential part of today’s cellular networks. For instance
in CDMA macrocell networks and depending on the service recquired by a mobile user,
a Signal to Interference plus Noise Ratio (SINR) target is defined at the Node-B in the
uplink. If the SINR at the macrocell does not meet the target, the connection will be
terminated. In order to reach this threshold, there exist several procedures during which
the Node-B asks the UE to increase its transmit power. This is known as power control.
However, if the power increase of all UEs is not regulated in a centralized manner, it
could happen that a mobile close to the Node-B increases its power too much and eclipses
the signal of a much further mobile. This phenomenon is called the near–far effect. In
order to solve this problem, the Node-B tries to control all the UEs power by avoiding
excessive variations in the received power among all the mobiles, i.e. close transmitters
will emit with less power than those much further away.

Figure 6.13 illustrates graphically the Near–Far problem. Let us assume that the UE
close to the Node-B transmits with power¶ P1 and that due to propagation effects, the
signal suffers an attenuation of L1 dB. Similarly, the UE located further from the Node-B
transmits with power P2 and suffers an attenuation of L2. Since the second transmitter
is located further away from the MBS, it is assumed that L2 >L1. The received powers
Pr1 and Pr2 from each transmitter at the Node-B in the UL are thus:

Pr1 = P1 − L1 (6.3)

Pr2 = P2 − L2 (6.4)

¶ The notation used here assumes the use of lower case for magnitudes expressed in natural units (watts, volts, . . .)
and upper case for magnitudes expressed in a logarithmic scale (dB, dBm, dBu, . . .).
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Figure 6.13 Scenario where power control is needed and the near–far problem appears

Assuming a noise level n, the interference I at the reception side of each link is obtained
as follows:

I1 = 10 · log10(pr2 + n) (6.5)

I2 = 10 · log10(pr1 + n) (6.6)

And hence, the SINR of each links is computed as:

SINR1 = Pr1 − I1 = P1 − L1 − 10 · log10(pr2 + n) (6.7)

SINR2 = Pr2 − I2 = P2 − L2 − 10 · log10(pr1 + n) (6.8)

In the absence of power control, it is assumed that both UEs emit with the same power
(P1 = P2) and request the same service (i.e. their target SINRs are equal). Hence, given
that L2 >L1 it is easy to see from Equations (6.7) and (6.8) that the second UE is heavily
interfered by the closest one (SINR2 < SINR1). This is illustrated in Figure 6.14, where the
difference in SINR values is made evident. However, if a power control algorithm is used,
it could occur that the closest UE is asked to reduce its power so that P2 = P1 + L2 − L1,
in which case both SINRs would be equal and interference would not block out the
second UE.
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Figure 6.14 Received SINRs for different P2 values in the scenario of Figure 6.13
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Similarly, the MBS could also decide to ask the second user to increase its transmit
power in order to compensate for the path losses. If this second user were close to a
femtocell, this sudden increase in transmit power could cause high interference in the
femtocell uplink (interference at the FAP).

Power control can also be seen as compensation for losses caused by fading. In sit-
uations of fast fading due to the Doppler effect and so that the user mobility is not
compromised, power control must act at a very high speed. For instance in GSM net-
works, UEs are subject to transmit power changes almost twice every second. In UMTS
systems, this occurs at a rate of about 1.5 KHz. The user terminals must therefore have the
ability of adapting to the Node-B recquirements quickly and have a large dynamic range
of transmission power. This is a common cause for the increase in costs of these devices.

In order to avoid the Near–Far problem within their coverage area, femtocells are also
subject to power control. However, in order to avoid causing uplink interference with
the macrocell, the access to the medium in femtocells must be handled carefully. This is
because, assuming that femtocells are synchronized with the base station [8], femtocell
UEs asked to burst up their powers can become a source of interference in the UL of
nearby Node-Bs (interference at the MBS). Since the sensitivity threshold of femtocell
receivers is lower than that of macrocells, the power increase requested for a femtocell user
should not be as large as for macrocell users. Based on this, an RF engineer could assume
that femtocell UEs would not transmit enough power for a strong uplink interference to
appear at the macrocell. This will, however, strongly depend on the specific location of the
femtocell users. Typically, the closer to the macrocell, the more serious the interference
will be. The urban and suburban distribution of femtocells is thus a consideration of the
highest importance in the design of femtocell-aware macrocell networks.

As pointed out in previous sections, the main solution to the interference problems
caused by power control mechanisms is the limitation of the maximum power that
femtocell and macrocell UEs can transmit. Therefore, any operator interested in
deploying a femtocell layer must first balance very carefully the maximum power
that the FAPs and the MBS will ask from their users in given scenarios. Furthermore,
power control in femtocells is subject to a problem that is not present in macrocells.
Since UEs can be located at very close to the FAP, it can happen that the femtocell
requests a very low transmission power from the UE. Given that UEs have a minimum
achievable transmission power, the transmitter might not be able to cope with power
control requirements, and still radiate too much power. This limits the effectiveness of
power-control algorithms in reducing Near–Far problems and requires other solutions
like the attenuation of the user’s signal at the FAP side.

With respect to the downlink, it was previously seen that FAP power levels are adapted
to reduce co-layer interference. Furthermore, another reason given [9] for the limitation
of the FAP power levels (typically to values beneath 20 dBm) is that higher values might
interfere with the femtocell’s own UEs. This is due to high input power levels suffered
by UEs that are too close to their own FAPs. Typical power requirements at the antenna
connector in 3G mobiles are of the order of −25 dBm, being the behaviour of the terminal
for unspecified higher values. Thus, power limits at the FAP also help to increase the
coupling loss in the UEs downlink and hence to reduce outage of the FAP own users.

Femtocells were originally designed for solving indoor coverage problems. Therefore
households located in the proximities of Node-Bs or base stations and hence receiving
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good coverage are less likely to install a femtocell and cause cross-layer UL interference.
However, it is expected that the operator’s marketing strategies will offer different types
of advantages [10] to users of femtocells. The aquisition and installation of femtocells will
thus be driven not only by the presence of indoor dead zones but also by economic rea-
sons. Femtocells will therefore emerge opportunistically at any random location within the
macrocell, even at locations vey close to the Node-B, and they will interfere with uplink
macrocell connections due to the power control algorithms. One solution for avoiding
this problem [11] is to have the operator divide the licensed spectrum into two fragments
(spectrum splitting). This way, the emissions of femtocell users will be restricted to the
frequency band allocated to the femtocell layer and will not cause interference to the
macrocell. However, Chandrasekhar [12] indicates that this reduces spectrum efficiency
and frequency reuse in WCDMA networks. He proposes the use of interference avoid-
ance to cope with the Near–Far problem and claims that such techniques are capable of
providing an increase of up to seven times in the density of femtocells compared with
the split-spectrum approach.

6.3 Interference Cancellation

The term Interference Cancellation (IC) refers to any method used to minimize the effects
of interference in receiver systems. The interest in these techniques in femtocell networks
comes from the unavoidable presence of co-channel interference and the need for receiving
systems that can operate in the presence of higher interference levels. In principle, any
method that allows a receiver to operate with higher levels of co-channel interference
can be considered an interference cancellation technique [13]. The sources of co-channel
interference can be FAPs and MBS as well as femtocell and macrocell users. This is
important because the interfering source will determine which one is the optimal process
for interference cancellation.

Note that the terms co-channel interference and co-layer interference should not be
confused. Co-channel refers to the fact that the interfering signal shares the frequency band
with the desired signal. On the other hand, co-layer denotes that the layer of the aggressor
is the same as that of the victim system (see Section 6.2.1). Although in femtocell networks
co-layer interference is typically co-channel (adjacent channel interference is not that
extreme), the opposite is not necessarily true.

Most interference cancellation techniques make assumptions about characteristics of the
interfering signal such as, for example, the angle of arrival. However, these techniques
typically require the use of antenna arrays at the receiving system in order to cancel out
the interference. Since femtocells are aimed at improving the mobile market coverage,
and the use of multiple receiving antennas in mobile terminals is limited, Single Antenna
Interference Cancellation (SAIC) techniques are preferred in order to cope with down-
link interference. Therefore in the following sections, a distinction is made between IC
techniques that are more suitable for uplink and for downlink connections.

6.3.1 Uplink Techniques

Contrary to the techniques to be implemented on mobile terminals, the following IC
techniques are not limited by the hardware they run on. They are therefore better suited
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for implementation on MBS as well as FAPs and hence, for uplink interference can-
cellation. Furthermore in CDMA cases, if the FAP were aware of the codes used in
the umbrella macrocell, this information could be exploited to cancel out cross-layer
interference by means of Parallel Interference Cancellation (PIC) [14]. The classification
presented here follows the one introduced by Ofcom (Office of Communications) of the
United Kingdom [13].

Filter Based

The main objective of IC methods based on filtering is to provide a filter that attenuates
parts of the spectrum of the input signal that are highly affected by interference, i.e.
spectrum regions with a very low SINR. Similarly, the regions of the spectrum where the
SINR is higher will be amplified. In order for this to work, the filters need to be adaptive
and change over time depending on the interference conditions at a given instant. For
example, Figure 6.15 shows the structure of a FIR filter of N coefficients. The filter is
thus of order N and its coefficients are defined as a = (a0, . . . , aN−1). For the purpose
of IC, the ai coefficients will be adjusted on the run using algorithms like the least mean
squares.

There are several ways in which this adaptation can be done. For instance, Forward
Linear Prediction (FLP) has been used as a means of predicting the interference values
at a given instant from the previous signal values. This is possible since interference
is considered to be deterministic and hence easier to predict than the expected signal.
Frequency localized interference can be then easily removed [15]. The FLP process can
be formulated as:

x̂(k) = −
N∑

i=1

aix(k − i) (6.9)

with being x̂(k) the predictor of sample x(k) based on the previous N received samples.
Then the predicted interference value is subtracted from the received sample to cancel
the interference, so the improved received signal value will be:

xIC(k) = x(k) − x̂(k) (6.10)

The desired signal is obviously slightly distorted so the accuracy of this approach might
not be valid for low interference levels. These filters can be implemented by hardware or
software. Either way, this would require the inclusion of IC filters in the mobile terminal,

x (k )

y (k )

a0 a1

Z −1 Z −1

aN −1

Figure 6.15 Finite Impulse Response (FIR) filter
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in the FAP or in the MBS. Therefore, these techniques are both applicable in uplink and
downlink.

Multiuser Detection

Multiuser detection techniques are based on the fact that each user has a certain signature
waveform. Since they are based on the reception of signals coming from a large number
of users, these techniques are exclusively used in uplink connections at the FAP or at
the base station. For example, in CDMA systems, each user makes use of a different
spreading code, thus generating a specific set of signals. Such a technique relies strongly
on the orthogonality of the waveforms from different users. Furthermore, since the joint
waveforms of all the users need to be considered, these techniques are also known as
‘joint detection’.

In this context, the optimum detector would be the one that selects the most prob-
able signal depending on the observed one and the channel statistics. To do this for a
number of users K , the optimum detector would compute the correlations of the 2K

possible signal vectors and choose the one with the higher correlation. Since the com-
plexity of such a detector is too high, sub-optimal detectors like the parallel Minimum
Mean Square Error (MMSE) detector [16] have therefore been designed. Other proposed
approaches to multiuser IC is Successive Interference Cancellation (SIC) [17], where
the strongest user signal is detected, recreated and then subtracted from the received
signal. This way, an improved SINR is achieved and the process is repeated untill all
the users have been detected. However, users with equal power might not be detected
correctly.

Compared with macrocell networks, the number of interfering users in FAPs is much
lower. This relaxes the conditions that IC algorithms should meet in order to achieve
reliable levels of performance. For example, in the case of OFDM systems with a low
number of interfering users (K ≈ 4) and four receiving antennas, a turbo-coded MMSE-
SIC algorithm with State Insertion (SI) has proved quite efficient [18]. MMSE-based PIC
approaches perform slightly less well on exchange for a less complex implementation of
the antenna weight calculation. However, specific research on the applicability of these
techniques on hybrid femto/macrocell scenarios is still missing.

Cyclostationary

The statistics of a stationary signal are considered to be time invariant. However, the
statistics of cyclostationary signals vary over a certain period of time. In the frequency
domain this translates into fluctuations of n frequency bands that are statistically depen-
dent. If the centre frequencies of those n bands add up to some nonzero value, the signal
is then considered to be cyclostationary of order n.

Since the main cyclic frequencies correspond to the carrier and the data rate, the cyclic
frequencies of co-channel interference can then be detected by exclusion. This can thus
be exploited for the removal of interference in certain frequency bands [19].

Frequency Shift (FRESH) filters combine frequency shifted versions of the input signals
and they have also been applied to the removal of interference when the desired signal is
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used as reference. Since the desired signal is obviously not present at the receiving end,
blind adaptation of FRESH filters is thus necessary for practical cases.

Higher Order Statistics

These methods are based on the use of signal statistics other than means (first order
statistics) and they have been proved to be quite succesful for the purpose of source
separation. The objective is to separate independent signals from their addition to many
others, which can be effectively done by using spatial diversity with array antennas.
However, this restricts once again the use of this technique just to uplink connections and
hence, FAPs and MBS.

As an example of this technique, Blind Source Separation is based on the use of
higher order statistics and it consists of separating the signals coming from q users,
using the p outputs of an array antenna. It is assumed that p ≥ q so that there are more
observations than unknown variables. This method is called blind because the sources are
not known in the reception process. The only requisite is that the different signals must
be statistically independent, which is typically true for multiuser systems. The sources xi

with i ∈ [1, . . . , q] at the time instant n are represented by:

Xn =




x1

x2

. . .

xq


 (6.11)

while the output of the array elements is:

Yn =




y1

y2

. . .

yp


 (6.12)

If M denotes the p × q channel matrix, and Zn the Additive White Gaussian Noise
(AWGN) vector at time n, then the equation that defines the system is:

Yn = MXn + Zn (6.13)

The vector of sources Xn is the sought solution but the channel matrix M is also unknown.
However, due to the characteristics of the channel, Equation (6.13) is true for a period of
n = 1, 2, . . . , N blocks. Then, higher order statistics of matrix M can be accumulated for
periods shorter than N . If the sources remain statistically independent, M can be quickly
figured out and hence, the sources vector Xn.

These types of method typically require preprocessing of the received signal compo-
nents such as passing Yn through a bank of parallel filters or even whitening Yn. Such
processing capabilities are prohibitive in mobile terminals and could also increase the cost
of FAPs. Other IC methods might then be desirable for femtocell access points.
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Figure 6.16 Beamforming receiving system

Spatial Processing

In femtocells, there might be cases where the aggresor and victim systems are spatially
separated. The FAP could, for instance, receive a strong uplink signal from a CSG femto-
cell subscriber within the house, while an interfering signal from a macrocell user located
outside arrives through a window. It is situations like this one that make techniques such
as beamforming and null steering interesting for FAP designs. The main idea is to assign
different weights to the elements of the receiving antenna array so as to form beams in
given directions. This way, the direction of the interfering signal i can be attenuated,
while the desired signal s is amplified. Figure 6.16 illustrates the architecture of a beam-
forming system. An FAP equipped with this system would estimate the optimum set of
weights w1, . . . , wm so that the SINR of the ouput signal y is maximized.

Other spatial processing techniques such as Multiple Input Multiple Output (MIMO) can
also be applied in femtocells for the separation of co-channel interference in the uplink.
The interfering signals are produced by nearby macrocell users and by neighbouring
femtocell users. There are thus as many interfering input signals as interfering users in
the surroundings of the FAP premises. Then, spatial diversity is exploited at the receiving
end by means of, for instance, an Optimum Combining (OC) [20] method.

6.3.2 Downlink Techniques

Downlink interference cancellation techniques are related to the implementation of IC
techniques on mobile terminals. As in the uplink case, the objective is to mitigate the
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effect of co-channel interference. However, mobiles impose hardware limitations such as
the number of antennas and circuitry so not every IC technique is suitable for downlink
implementation. Single Antenna Interference Cancellation (SAIC) [21] seems to be a
promising technology based on an adaptive filter that requires only one single receiving
antenna. SINR gains of up to 15 dB have been reported and different strategies have come
up in the last years, some requiring training sequences and others based exclusively on
blind estimation.

6.4 Interference Avoidance

The main disadvantage of interference cancellation techniques is that they are usually
expensive to implement, thus increasing the cost of the network. Even in WCDMA net-
works, where they are supposed to perform best, the tendency now is to drop their use
[22]. This is mainly due to errors in the cancellation process and therefore, interference
avoidance is being considered as an approach with higher chances of success [23].

6.4.1 CDMA

Time-hopping has been proposed as a feasible means of reducing cross-layer uplink
interference. In the case of 3G networks, time-hopping can be implemented using TH-
CDMA technology. The basic idea is not to transmit over the whole spectrum all the
time but only during short periods, and staying idle during the remaining period. The
subdivision of the transmission period is illustrated in Figure 6.17. This approach assumes
that there is no communication between femtocells and macrocells. There is thus, in
principle, no procedure for the synchronization of the transmission slots of different cells.
Therefore, the moment of transmission is chosen independently in the two layers of
the network. If, for instance, the period of a CDMA transmission is T and the time-
hopping scheme divides T into Nhop hopping slots. Each femtocell UE can then choose
for transmission one of the hopping slots of length T /Nhop according to a random noise-
like function or in some coordinated way within its femtocell. According to [12] this
approach reduces the interference between different femtocells (co-layer interference)
and between femtocells and macrocells (cross-layer interference) by a factor of Nhop.

If there are too many UEs in the femtocell, a scheme where all the users of the same
femtocell transmit in the same time slot is recommended as a good approach for reducing

1 2 3

T
time

Nhop

Figure 6.17 Division of the CDMA transmission period T into Nhop time slots for TH-CDMA
interference avoidance
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the outage probability in the uplink of CDMA Base Transceiver Stations (BTSs). This
scheme is called joint hopping and the transmission slot is independently chosen by each
FAP. With this scheme, femtocell UEs do not disturb each other within their own femtocell
when transmitting in the same time slot, thanks to the averaging of aggregate interfer-
ence in CDMA systems. Furthermore, and since the selection of the transmission slot is
independent between femtocells, co-layer interference from neighbouring femtocell UEs
is also decreased by a factor Nhop. In the same way, this also reduces cross-layer uplink
interference at the FAP coming from macrocell users. However, if there is only one user
per femtocell, both joint and independent hopping schemes have a similar performance.

Figure 6.18 illustrates an example of a potential slot assignment using joint hopping TH-
CDMA. It is then clear how with this configuration, there is a risk of co-layer interference
in the uplink only between femtocells 2 and 6, as well as between femtocell 3 and the
macrocell M . However since femtocells 2 and 6 are far apart, it is probable that they
will not even interfere with each other, thus exploiting spatial diversity. Meanwhile, the
transmissions from the users of femtocell 3 could be unsuccessful due to cross-layer
interference from nearby macrocell users. However, femtocell 3 is not near the macrocell
edge so macrocell users in that area are probably transmitting with low power and will
thus not interfere the FAP either. The assignment of the transmission slot changes at least
every CDMA period T . Therefore, if a given assignment causes outage to a given user,
it is unlikely that such a user will be interfered with again during the next period.

On the other hand, in non-CDMA systems like OFDM, a time hopping scheme different
from joint hopping is recommended. This is because due to the lack of CDMA interference
averaging, one single macrocell interferer is enough to produce outage to femtocell users.
Therefore, a random access transmission scheme is preferred. This approach is effective
because it is improbable that two femtocell users independently decide to use the same
time slot.

The use of antennas with Nsec sectors in FAPs is also suggested in [12] as a way of
reducing the interference caused by close macrocell UEs in the uplink. Such a configura-
tion would reduce cross-layer interference by a factor of Nsec, which is especially severe
to femtocells located near the edge of the macrocell since they would receive interference
from several macrocells. Chandrasekhar [12] proposed configuring these femtocells so as
to recquire higher reception powers in the uplink compared with inner FAPs, However,
equipping femtocell access points with sectorial antennas would imply a price increase.
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Figure 6.18 Random transmission slot assignment throughout joint hopping in TH-CDMA. In
this example the scenario contains one macrocell, Nf = 6 femtocells and Nhop = 5
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At the time of the writing of this book, FAPs already exist on the market [24] that use
omnidirectional antennas so it is unsure if FAPs equipped with sectorial antennas will
succeed.

Another interference avoidance technique proposed in [12] is to make use of a femtocell
exclusion region, which consists of silencing femtocells that are too close to a macrocell.
This guard zone [25] or interference range can also be defined as the minimum distance
that an interferer can be placed from a receiver in order to cause negligible distortion in
the communication. The exclusion region is used in conjunction with a layer selection
handover policy, which assumes that femtocells will be configured as open access. This
policy allows the macrocell UEs located within the femtocell coverage area to perform
a handover to the femtocell. However, given the outcome of several customer surveys,
femtocell manufacturers such as Motorola [26] seem to be more keen on producing CSG
femtocells.

6.4.2 OFDMA

Compared with CDMA, OFDMA systems have the advantage of providing two dimen-
sions (time and frequency) for the management of radio resources. They therefore provide
a much higher versatility for the design of interference avoidance techniques [27]. In the
case of femtocells and given their short range of coverage, the sensing of nearby channels
is simpler to implement than in macrocell networks. For instance, it would be possible to
use measurement reports from users in order to choose intelligently the most appropriate
subchannel and time slot to perform the transmission. The present section will cover the
latest findings and proposals for the allocation of resources in femtocell networks with
the objective of minimizing the effects of interference.

In order to reduce cross-layer interference in two-layer networks, some companies [28]
have opted for a split spectrum approach (see Figure 6.19). This assumes the division of
the available spectrum between the two layers, i.e. all of the operator’s macrocells will
use one set of subchannels, while the femtocell layer will use the remaining ones. This
way, co-channel cross-layer interference is eliminated. However, from a frequency reuse
perspective, each layer only accesses a fragment of the whole licensed spectrum, placing
the efficiency of this approach under discussion.

FM

F

frequency
Ff

Figure 6.19 Assignment of F frequency subchannels in a two-layer OFDMA network. FM sub-
channels will be used by the macrocells, while Ff subchannels will be assigned to the femtocell
network layer
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Nevertheless and based on such an orthogonal division of the frequency resources,
Chandrasekhar proposes [29] a spectrum allocation strategy so that the spatial frequency
reuse is maximized. The spatial reuse of the spectrum is typically quantized (see [30])
by means of the Area Spectral Efficiency (ASE), which is measured in b/s/Hz/m2 and
expresses the average throughput per frequency subchannel and unit of area. Let’s define
the ASE of the macrocell and femtocell layer as ASEM and ASEf respectively. The
objective of this approach is to obtain the spectrum division that maximizes the network’s
global ASE under the following assumptions:

1. The access method to the femtocells is based on a Closed Subscriber Group (CSG),
i.e. only licensed users (typically the owners) are allowed to use each femtocell.

2. There is instantaneous feedback of the Channel State Information (CSI).
3. The power is uniformly distributed across subchannels by the FAPs and macrocell

Base Station.

In this method, it is assumed that a total of F = FM + Ff subchannels is available,
with FM allocated to the macrocell layer and Ff to the femtocells. Therefore, the portion
of spectrum assigned to the macrocell layer is defined as ρ = FM/F and one important
planning decision should be a proper dimensioning of the parameter ρ. For instance in
[29], ρ is chosen dynamically depending on the specific QoS requirement of one layer
with respect to the other. This is done by means of a parameter η, which represents the
ratio of expected throughput per user in one layer to the overall expected throughput per
user. In other words, it expresses which layer expects a higher throughput.

Since femtocells emerge opportunistically, a protocol for the access to the OFDMA
subchannels should be decentralized. Although theoretically possible, it is not feasible for
an operator to control remotely the different features of their femtocells, so distributed
approaches are necessary (see Chapter 8). Following Chandrasekhar’s strategy, the differ-
ent femtocells will thus access the medium by choosing a random set of the subchannels
allocated to their layer.‖ For instance, if each femtocell accesses k subchannels of the
Ff allocated to the femtocell layer, then ρf = k/Ff can be defined as the portion of
allocated spectrum accessed by each femtocell. This way, the whole network ASE can be
defined as:

ASE = ρASEM + (1 − ρ)ASEf (6.14)

It has also been shown that under the previous assumptions, the different area spectral
efficiencies can be estimated using:

ASEM = TM

|H| (6.15)

ASEf = Nf ρf Tf

|H| (6.16)

where TM is the long term throughput in each subchannel of the macrocell layer, |H| the
coverage area of a macrocell providing service to a region denoted H, Nf the average

‖ Due to its similarities with the protocol used in ALOHAnet networks for access to the medium, the authors of
[29] have named this approach F-ALOHA.
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number of femtocells per macrocell site, and Tf the expected femtocell throughput in each
frequency subchannel. The objective is thus to find out the optimal network configuration
such that the area spectral efficiencies are maximized.

From the point of view of the macrocell, [29] analyses and presents two scheduling
policies for the allocation of subchannels to the network elements: Round Robin (RR)
and Proportional Fair (PF). In the RR scheme, the users of the macrocell are allocated
transmission time slots of the same length and always in the same order. Therefore, when
the last user has used its first time slot, the transmission right is passed on to the first user
and the cycle starts over again. In the proportional fair scheme, the users are scheduled for
transmission depending on their throughput needs. Users with a higher transmission rate
relative to their mean transmission rate will thus be selected first. Numerical simulations
and analytical results show that the proportional fair approach doubles the subchannel
throughput TM in the macrocell layer. Therefore, a PF access relaxes the spectrum needs
of the macrocell, when it comes to achieving a given data rate.

From a femtocell standpoint, the problem to be solved consists of finding the optimum
ρf that reduces the co-layer interference and therefore maximizes the ASEf . It has been
found that, due to raising interference from other femtocells, ASEf reaches a maximum
value ASEf,max at a certain femtocell density. The conclusion is that the ASEf per sub-
channel is upper bounded. A direct consequence of this is that, for increasing femtocell
densities, the average femtocell throughput∗∗ over the whole coverage area H will grow
linearly with (1 − ρ). Further results show that in low femtocell density areas (Nf ≈ 10)
the best approach is to allow the femtocells to access all Ff allocated subchannels, i.e.
ρf = 1. However, at higher femtocell densities, ASEf reaches ASEf,max at lower values
of ρf , which need to be determined by simulation.

6.5 Interference Management with UMTS

In December 2008, Femtoforum released a document [7], in which the impact of UMTS
femtocells on the macrocell layer is evaluated. Several simulation-based results are pre-
sented. However, to avoid providing results that outperform real networks, extreme cases
have been chosen in order to study both co-channel and adjacent channel interference.
These are summarized in Table 6.2 and are explained in the following sections.

Table 6.2 Interference scenarios analysed by Femtoforum [7]

Co-channel interference Adjacent channel interference

Cross-layer A B C D G H I J
Co-layer E F

∗∗ The network-wide femtocell throughput is calculated from Equation (6.16) as |H| · W · F · (1 − ρ) · ASEf

where W is the bandwidth of each subchannel.
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6.5.1 Co-Channel Interference

Scenario A: Macrocell Downlink Interference with the Femtocell User In this sce-
nario an FAP is located close to a window so that it is directly visible from a macrocell. It
was verified that if the distance between the UE and the macrocell Node-B is more than
1000 m, an High Speed Downlink Packet Access (HSDPA) throughput of 14.4 Mbps can
be reached. However, for shorter distances it is required that FAPs should be closer to the
UE. In urban environments with microcells, the same throughput can be reached if the
distance between the user and the microcell is less than 250 m. According to statistical
data provided by the operators, and taking into account the probability of a femtocell
being located at a short distance from the macrocell, it is estimated that the probability of
a UE receiving −48 dBm signal from the microcell is 0.01%, which means that the user
can still receive service within a few metres of the FAP. Moreover, for users located too
close to the microcell it could even be possible to handover to the microcell.

Scenario B: Macrocell Uplink Interference with the Femtocell User An scenario
with poor macrocell radio coverage is considered. The FAP is in CSG mode and an
outdoors user UE1 establishes a connection to the macrocell. Another user UE2, which is
a subscriber of the femtocell, performs a call through the FAP, and is interfered with by
the uplink of UE1. It has been thus verified that the femtocell user has enough power to
sustain a voice call. For High Speed Uplink Packet Access (HSUPA) the user is required
to move closer to the FAP (5 m) in order to reduce the impact of cross-layer interference.

Scenario C: Femtocell Downlink Interference with the Macrocell User A macrocell
user is connected to the macrocell network at the cell edge. This user is located in the
same room as an FAP to which no access is allowed. The macrocell user is thus interfered
in the downlink by the fully loaded FAP. The conclusion is that the use of adaptive power
control is necessary to maintain capacity, which can benefit from an increase of up to
16%.

Scenario D: Femtocell Uplink Interference with the Macrocell User A femtocell user
is located next to a window that is directly visible to a macrocell located at an approximate
distance of 30 m. This femtocell user is at the edge of the range of the femtocell, and is
thus transmitting at full power. The analysis with a femtocell user with 1.5 Mbps HSUPA
data service has shown that a noise rise of approximately 1.3 dB occurs. However, it is
also noted that a macrocell user operating at the same position and on the same service
is expected to cause a larger noise rise than the femtocell user. A solution to reduce the
uplink interference caused by the femtocell is to allow a femtocell user located at the
edge of the femtocell to handover to the macrocell.

Scenario E: Femtocell Downlink Interference with Nearby Femtocell Users In this
scenario, two apartments with FAPs (AP1 and AP2) are adjacent to each other. The
subscriber of AP2 visits his neighbour’s apartment and is on the edge of coverage to
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his femtocell (AP2). The owner of AP 1 establishes a call requiring full power, and that
is why the throughput of the femtocell in the downlink is affected by the downlink of
neighbouring femtocells. It is concluded that compensation via adaptive power control
is required but there will always be situations where a FAP in one apartment will cause
dead zones for its neighbour.

Scenario F: Femtocell Uplink Interference with Nearby Femtocell Users Two apart-
ments with FAPs (AP1 and AP2) are adjacent to each other. The subscriber of AP2 visits
his neighbour’s apartment and is on the edge of coverage of his own femtocell. Then, a
user of AP2 establishes a call through AP2 while located close to AP1. It has been verified
that the closer the aggressor (e.g. the user of AP2) is to the victim FAP (e.g. AP1), the
greater the victim’s range reduction is. However, if the radiated powers are dynamically
optimized, this range reduction can be mitigated.

6.5.2 Adjacent Channel Interference

Scenario G: Macrocell Downlink Interference with the Femtocell User An FAP is
located next to a window and is directly visible to a macrocell (approximately 30 m). The
macrocell becomes 50% loaded, while a femtocell user is connected to the FAP at the
edge of its range. According to the results the femtocell user will be impacted less than
0.01% of the time by the macrocell.

Scenario H: Macrocell Uplink Interference with the Femtocell User A weak signal
is received from the macrocell within the apartment where an FAP is located. A user UE1

with no access to the femtocell is located next to the FAP and performs a call at full
power. Simultaneously, another femtocell user UE2 has an ongoing call at the edge of
femtocell coverage. Two cases have been studied: the first assumes that the macro layer is
deployed on the adjacent frequency to the femto layer, while the second case considers a
10 MHz separation between the two carriers. It is concluded that if a minimum separation
between the macrocell and the femtocell frequencies is not maintained, the femtocell
receiver is not able to decode the signal at the required QoS level.

Scenario I: Femtocell Downlink Interference with the Macrocell User Two users,
UE1 and UE2, are in an apartment containing an FAP. UE1 is connected to the femtocell at
the edge of coverage while UE2 is connected to the macrocell at the edge of coverage and
located next to the femtocell transmitting at full power. Two services, voice (12.2 kbps) and
HSDPA (14.4 Mbps) have been tested. In terms of voice service, the femtocell downlink
interference can block the macrocell connection if the macrocell user is located close to
the macrocell edge. In terms of HSDPA, the performance of the macrocell user at the
macrocell edge is not degraded further by this level of downlink interference.

Scenario J: Femtocell Uplink Interference with the Macrocell User The femtocell
user is located next to the window, directly visible to a macrocell. The femtocell user is
connected to the femtocell at the edge of its range, and is transmitting at full power. The
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results recommend fixing a maximum allowed transmission power to femtocell users in
order to avoid interference. This value should be between 0 dBm and 5 dBm to satisfy
coverage requirements.

6.6 Conclusion

This chapter has defined the different types of interference that arise in two-layer net-
works. These have been further illustrated using simulation results in realistic scenarios
for different types of femtocell (CDMA and OFDMA). Then, the effects of interference
and their potential solutions have been explained and classified according to the link direc-
tion (uplink and downlink). Besides, interference cancellation techniques have also been
presented, as well as the current research trends on interference avoidance in femtocell
networks.

Although the problem of interference in two-layer networks has been shown to be
complex, it is not unsolvable. As seen throughout this chapter, several solutions have
already been proposed for different system configurations, thus making femtocells viable
and leaving the door open for future approaches that increase the performance of these
networks.
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7
Mobility Management

Hui Song and Jie Zhang

7.1 Introduction

Femtocells are designed to produce extended coverage and enhanced capacity, espe-
cially in the indoor environment. Apparently, no specific Mobility Management (MM)
for femtocells is necessary since they are expected to work within the existing network
standards. However, the real implementation breaks many aspects of the current network
assumptions. This is mainly due to the following factors:

• Large number and high density of femtocells
Considering the large number of small sized femtocells within macrocell coverage,
current neighbour cell list (32 maximum) is not large enough to include all the femtocell
information. Besides, there are only 512 Primary Scrambling Codes PSC in UMTS and
504 Physical Cell Identities (PCI) in Long Term Evolution (LTE) shared within the
network. It may not be sufficient to distinguish the cell identity of all the femtocells as
in macrocells. It is unlikely to be scalable to broadcast the cell information of femtocells
in the network, which will definitely increase much network signalling overhead.

• Dynamic neighbour cell lists
The consumer can either add or remove a femtocell. The femtocells can be powered
either on or off and their locations can be quite dynamic. The neighbour cell list is not
stationary compared with those of the macrocells.

• Variant access methods
A femtocell can give open, semi-open or fully closed access, which is configurable by
the operator through the backhaul or by the user under the supervision of the operator.
It is not attractive for the hundreds or thousands of users served by a macrocell doing
cell measurements on femtocells that they may not have authorized access to.

Femtocells: Technologies and Deployment Jie Zhang and Guillaume de la Roche
 2010 John Wiley & Sons, Ltd
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• User/operator preference
For the UE approaching the coverage of an allowed femtocell, the user prefers to
assign the highest priority to the femtocell for a better signal quality and cheaper billing
package. The operator will also be happy to reduce the loading from the macrocell. In
the case when the femtocells are forbidden, the user prefers to stay with the macrocell to
avoid call drop or disconnection from the network. The operator also wants to exclude
the mobility towards femtocell to reduce the signalling overhead and user complaints.

Overall, MM is one of the most challenging issues when deploying femtocells. In
fact, MM is a very important feature for mobile power consumption and signalling load
reduction. Femtocell technology has hit a critical milestone in 3GPP with the approval of
specifications for UMTS and LTE. This chapter focuses on the common mobility proce-
dures for femtocells in the ongoing new releases (release 8 and release 9) of UMTS and
LTE. A description of mobility procedures for femtocells in the current UMTS network
(pre-release 8) is also given.

Section 7.2 gives an introduction of 3rd Generation Partnership Project (3GPP) femto-
cell specification progress. In this section, ways to read report and specification on MM
for femtocells are also given. Section 7.3 describes several types of femtocell identifiers
that characterize the features of femtocells from different aspects. Section 7.4 deals with
the access control of an UMTS/LTE network in which femtocells are introduced. The
different access methods for the femtocells are described. In Section 7.5 some problems
of current paging procedure caused by femtocells are addressed, and then some advanced
paging procedures that consider the femtocell features are discussed. In Section 7.6 cell
selection and reselection methods are described in detail. In Section 7.7, the issues of
handover are discussed, and the advantages and disadvantages of the techniques used in
femtocell networks for handover are presented.

7.2 Mobility Management for Femtocells in 3GPP

In the past few years, all of the femtocell vendors have made their own efforts with
different structures and methods to fix the femtocell into the current network (UMTS,
CDMA) or Wireless Interoperability for Microwave Access (WiMAX), etc.). Continuing
on this path would result in over-hyped technology solutions that would make it difficult
to inter-operate with each other and keep the cost of femtocells at a reasonable level. An
industry wide standardization becomes essential to enable the widespread adoption and
deployment of femtocells by telecom operators around the world.

3GPP started to work on a femtocell standard (including technical report (TR) and
technical specification (TS)) in early 2008. Up-to-now, quite a number of proposals on
femtocell architecture, mobility management and network security have been proposed.
With the freezing of release 8, some basic functionalities in supporting the MM for
femtocells have been achieved. However, to meet the restricted time line of release 8,
only basic functionalities of MM for femtocells with closed access (known as CSG cells)
are considered in release 8. Things like handover from macrocell to femtocell, handover
between femtocells and supporting open and hybrid access method are still ongoing and
will be handled in release 9. In this section, 3GPP specifications related to the MM and
ways to read this information will be introduced.
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3GPP has different Working Groups (WGs) working on different aspects of the radio
interface and network architecture. The Technical Specification Group (TSG) Radio
Access Network (RAN) is where all the radio air interface specifications are handled
and contains six WGs as described in the following list:

• RAN WG1 (RAN1) Radio layer 1 (Physical layer) specification,
• RAN WG2 (RAN2) Radio layer 2 (MAC, RLC, PDCP) and Radio layer 3 RR,
• RAN WG3 (RAN3) Iu, Iub, Iur, S1, X2 and UTRAN/E-UTRAN architecture,
• RAN WG4 (RAN4) Radio performance and protocol aspects RF parameters and BS

conformance,
• RAN WG5 (RAN5) Mobile terminal conformance testing,
• RAN AHG1 (RAN_AH1) Ad-hoc group coordinating communications between 3GPP

and ITU-R.

There are a couple of specifications related to MM available in both release 8 and
release 9. The following UMTS/LTE standards and their corresponding WGs, which
involve the mobility procedures with Home NodeB (HNB)/Home eNodeB (HeNB) are
listed in detail in Tables 7.1 and 7.2.

Femtocells are quite new in the 3GPP standardization process, although many mobil-
ity procedures for femtocells have been addressed. Things like how these procedures
actually work and their criteria are still under discussion and further studies are needed.
One way to find a more detailed and ongoing work on the specific methodology or
parameter in the specification process is to go through the contribution papers (called
technical documents, or tdocs) that members of 3GPP upload on their meeting web-
site.

Most of the MM procedures (access control, cell selection/reselection and handover,
etc.) are discussed in RAN2 meetings. Paging procedure and access control are also
discussed in RAN3. After TSG-RAN Meeting #43 [1], the following mobility procedures
are also within the scope of RAN3.

• Enhanced handover scenario:
• in-bound mobility 3G macro to HNB handover including legacy UE aspects,
• 3G HNB to 3G HNB handover,
• in-bound mobility LTE macro to HeNB handover,
• LTE HeNB to LTE HeNB handover.

• Enhanced access scenarios:
• open access,
• hybrid access.

For example, the in-bound handover procedure from macrocell to femtocell is not
given in any current specification. By searching through the meeting reports, discussions
on hand-in procedure in RAN 2 meeting #65bis and RAN 3 meeting #63bis can be found.
There are quite a few related documents (R2-092404, R3-090804, etc.) that are listed in
the corresponding meeting report. By looking at these documents, one can understand
more about in-bound handover problems that are stated and mechanisms that are under
investigation.
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7.3 Femtocell Characterization

As illustrated by problems addressed in Section 7.1, it is very difficult or even infeasible
to treat femtocells as normal macrocells. The network cannot afford broadcasting the
femtocell information over the network, and the signalling overhead between the macrocell
users and femtocells will have a big impact on the performance of the network. The
identifiers and mechanisms that can characterize the aspects of the femtocells are necessary
in reducing the impact and enhancing the mobility procedures of supporting femtocells.

7.3.1 Distinguish Femtocell from Macrocell

With the help of the identifiers and mechanisms that can distinguish femtocells from
macrocells, the whole network can be treated as a two-layer network: macro-network
and femto-network as shown in Figure 7.1. A few efforts can then be made to enhance
the mobility procedures and reduce the signalling overhead between these two layers.
For example, new reselection parameters can be configured between these two layers to
prioritize the femtocell users to camp on once they are entering the coverage of the allowed
femtocell. Also, these parameters help in preventing the users that are not allowed to use
femtocell from scanning or reading the information from the femtocell layer, leading to
a longer battery life. The proposed methods that have been discussed in 3GPP are listed
below.

Hierarchical Cell Structure

Hierarchical Cell Structure (HCS) can be used as an additional means of better distin-
guishing between femtocells and macrocells [2]. In GSM and UMTS, HCS is considered
as one of the most effective means of solving conflict between continuous coverage and
high traffic demand in hot spots. HCS allows network operators to cut their network cells
into different categories such as macrocell, microcell and picocell. Each layer can be
assigned a different priority (i.e. 0–7). As an naturalized extension, Figure 7.2 shows that

Femtocell
Femtocell

Femtocell
Femtocell

Femtocell

MacrocellMacro_tier

Femto_tier

Figure 7.1 Two-layer network
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Femtocell

Macrocell PLMN ID_0

PLMN ID_0
Femtocell

Femtocell
Femtocell

Femtocell

HCS_0

HCS_1

Figure 7.2 Hierarchical cell structure

HCS can be also adopted to allow different cell reselection rules for femtocells. Using
HCS does not need any modification of the current technical specification.

Separate Femtocell PLMN ID

Another method of distinguishing femtocells from macrocells is to have a separate fem-
tocell PLMN Identity (PLMN ID) that is distinct from that of the macrocells [2]. In this
approach, femtocells will be assigned a different PLMN ID from macrocells to secure
femtocell selection and minimize impact on macrocell users as shown in Figure 7.3. UEs
that are not allowed to use a femtocell could be configured not to access the femtocell
Public Land Mobile Network (PLMN), resulting in better battery performance, and less
signalling load towards the Core Network (CN). A separate PLMN ID allows the UE
to display the right network identifier, indicating to the user that he has camped on a

Femtocell

Macrocell PLMN ID_0

PLMN ID_1
Femtocell

Femtocell Femtocell

Femtocell

Figure 7.3 Separate femtocell PLMN ID
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femtocell. As the straightforward approach for the pre-release 8 network, this method is
currently used by many of the femtocell vendors as the main method of distinguishing
femtocells from macrocells. However, when using separate femtocell PLMN, additional
PLMN IDs are required, which some of the network operators may not have. Also,
some old Subscriber Identity Module (SIM)/Universal Integrated Circuit Card (UICC)
card may have some compatibility problems with displaying the right femtocell PLMN
name.

Reserve Frequency and PSC/PCI

In 3GPP release 8, more specific methods for identifying femtocells have been proposed.
To simplify the problem, only CSG cells are considered. As the layer 1 approach, fre-
quency and PSC reservation for UMTS and PCI reservation for LTE have been discussed
[3–5]. In UMTS, reserved frequency and PSC have been adopted [6]. In LTE, a set of
parameters indicating the reserved PCI range for CSG cells is introduced [7]. Macrocells
and CSG cells may broadcast indications of one or more carrier frequencies used for
dedicated CSG deployment. This information may be used by the UE with no access
to femtocells to avoid unnecessary measurements on that frequency, even when rules
would require measurements of this carrier frequency. In UMTS, indications of which
carrier frequencies are dedicated to CSG-only deployment may be signalled in System
Information Block (SIB)11bis as shown in Table 7.3. Figure 7.4 shows how macro-
cells and femtocells are separated from each other by assigning dedicated frequencies to
femtocells.

Table 7.3 Reserved frequency and PSC in release 8 [6]

Block Information
element/group
name

Need Multi Type and ref. Semantics description

SIB3 CSG identity OP CSG identity
10.3.2.8

SIB3 CSG PSC split
information

OP This IE specifies the
primary scrambling code
reservation information
for CSG Cells.

SIB11bis CSG PSC split
information

OP This IE specifies the
primary scrambling code
reservation information
for CSG Cells.

SIB11bis Dedicated CSG
frequency list

OP 1 to
<maxdedicated-
CSGFreq>

This IE specifies
the frequencies
dedicated for CSG
cells only.

SIB11bis Dedicated CSG
frequency

MP
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Figure 7.4 Separate femtocells from macrocells by means of dedicated frequencies and reserve
PSCs. (a) Dedicated frequency for femtocell. (b) Mixed frequency with reserved PSC for femtocell

With shared carrier frequency deployment, all CSG cells shall broadcast the reserved
PSC range in their system information. The non-CSG cells may also optionally broadcast
the reserved PSC range. The reserved PSC range is only applicable to the UTRA Absolute
Radio Frequency Channel Number (UARFCN) within the PLMN where the UE receives
this information. The UE considers the last received reserved PSC range to be valid
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Table 7.4 CSG PSC split information in 3GPP release 8 [6]

Information
element/group
name

Need Multi Type and reference Semantics description

Start PSC MP Integer (0.504 by
step of 8)

The value of this IE specifies
the start PSC of the first PSC
range (NOTE 1).

Number of
PSCs

MP Enumerated (5, 10,
15, 20, 30, 40, 50,
64, 80, 120, 160,
256, alltheRest)

This IE specifies the number of
PSCs reserved for CSG cells in
each PSC range. ‘alltheRest’
indicates all values from Start
PSC to 511. Three spare values
are needed.

PSC Range 2
Offset

CV-alltheRest Integer (8.504 by
step of 8)

If this IE is included, the UE
shall calculate the second PSC
range (NOTE 2). If this IE is
not included, the UE shall
consider the second PSC range
to be not present.

NOTE 1: Let the IE ‘Start PSC’ = s. and ‘Number of PSCs’ = n . The complete set of (n) PSC
values in range 1 is defined as: s, ((s + 1) mod 512), ((s + 2) mod 512) . . . ((s + n − 1) mod 512).
NOTE 2: Let the IEs ‘Start PSC’ + ‘Number of PSCs’ − 1 + ‘PSC Range 2 Offset’ = s, and
‘Number of PSCs’ = n. The complete set of (n) PSC values in range 2 is defined as: s, ((s + 1)
mod 512), ((s + 2) mod 512) . . . ((s + n − 1) mod 512).

within the entire PLMN for the duration of 24 hours. The UE may use the reserved
PSC information for CSG cell search and (re)selection purposes, according to the UE’s
implementation. Figure 7.4 shows how macrocells and femtocells are separated from each
other by reserving PSCs for femtocells on a shared frequency deployment scenario.

The reserved PSC list is signalled in SIB3 or SIB11bis as shown in Table 7.3. A
macrocell will use SIB11bis to broadcast the reserved PSC list, if it broadcasts it. A CSG
cell will use SIB3 to broadcast it. A cell should not broadcast the reserved PSC list in
both SIB3 and SIB11bis. The detailed parameters and algorithms for calculating the PSC
split information are given in Table 7.4.

For LTE, the PCI range information (known as csg-PhysCellIdRange) is signalled in
SIB4. This field indicates the set of PCIs reserved for CSG cells on the frequency where
this was received. The received csg-PhysCellIdRange applies if less than 24 hours has
elapsed since it was received in the same primary PLMN.

CSG Indicator

As a layer 2 approach in 3GPP release 8, CSG Indicator is introduced in [6] and [7] to
indicate whether the cell is a CSG cell or not. The information CSG indicator is signalled
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Table 7.5 CSG indicator in UMTS release 8 [6]

Block Information
element/group
name

Need Multi Type and reference Semantics description

MIB CSG Indicator OP Enumerated
(TRUE)

If present, the cell is a CSG cell.
Default value is ‘FALSE’

Table 7.6 CSG indicator in LTE release 8 [7]

Block Information
element/group
name

Need Multi Type and reference Semantics description

SIB1 CSG-Indicator MP Enumerated
(TRUE)

If set to TRUE the UE is only
allowed to access the cell if the
CSG identity matches an entry in
the allowed CSG cell list that the
UE has stored.

in Master Information Block (MIB) and SIB1 in Tables 7.5 and 7.6 for UMTS and LTE
respectively.

7.3.2 Find Neighbouring Femtocells

By means of the above parameters or mechanisms, the UE is able to distinguish femtocells
from macrocells. During inter-cell mobility, it is very easy for the UE to know the
surrounding macrocells using the Neighbour Cell List (NCL). However, it remains a
problem for the UE to find the neighbouring femtocells due to the difficulty stated in the
introduction. Efforts made to enable UE to find femtocells are listed below.

Neighbour Cell List

For outbound mobility from a femtocell to a macrocell, the NCL in the femtocell is a
straightforward way for the UE to be aware of the surrounding macrocells and femtocells.
The NCL can be created by the femtocell through self-configuration algorithms imple-
mented by the vendors. The NCL may be updated each time the femtocell is powered on
or when the femtocell senses any change of the neighbouring cells.

For inbound mobility from macrocells, it is infeasible to include all of the neighbouring
femtocells in the list due to the high volume of femtocells. However, alternative ways
have been made by some vendors to support high density femtocells in pre-release 8
network. The main idea is based on the reuse of a certain number of PSCs (i.e. 10).
These PSCs can then be programmed into the macrocell’s neighbour cell list. When such
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an NCL is received from the serving macrocell, the UE can then do measurements for
these femtocells corresponding to the PSCs as for macrocells. The drawback is that the
NCL of macrocells needs to be updated and PSC confusion may happen when the UE
detects two nearby femtocells with the same PSC [8].

UE Autonomous Search

In 3GPP release 8, UE autonomous search function is introduced for the UE to find
the CSG cells. The UE is required to perform an autonomous search function in order
to detect suitable CSG cells [9, 10]. The UE, which cannot access CSG cells, can dis-
able the autonomous search function for CSG cells. If ‘Dedicated CSG frequency(ies)’
information element (IE) is present, the UE may use the autonomous search function
only on these dedicated frequencies and on the other frequencies listed in the system
information. To assist the search function on shared carriers, UE may search cells with
reserved PSCs/PCIs defined by CSG PSC/PCI Split Information for intra-frequency and
inter-frequency measurements and mobility purposes.

The UE autonomous CSG search function is left as a UE implementation issue. In
other words, the specification of when and where to trigger the UE autonomous search
function is not specified and should be defined by the mobile vendors. Currently, the
UE autonomous search function is supposed to find CSG cells only. It will be extended
to support searching for femtocells with various access methods (open and hybrid) in
release 9.

7.3.3 Distinguish Accessible Femtocell

When using the parameters and mechanisms that can distinguish the femtocell from macro-
cells, macrocell users can avoid trying to access the femtocell and femtocell users can
prioritize the femtocell over macrocells. This works fine for the femtocells of open access
type but will not work well with the closed access type. All of the femtocell users will try
to camp on the target femtocell regardless of whether they have the authority to access it
or not. By using the methods that can distinguish whether the given femtocell is accessible
or not, unnecessary signalling overhead can be avoided.

Location Area Identity/Tracking Area Identity

In pre-release 8 UMTS, a set of neighbouring macrocells can share the same Location
Area Identity (LAI). However, for femtocells the LAI/Tracking Area Identity (TAI) of
neighbours will need to be different for user access control purposes. The LAIs of unau-
thorized femtocells will be put in the UE’s Universal Subscriber Identity Module (USIM)
after it receives the Location Area Update (LAU) rejection from these femtocells. The
UE will not be trying to camp on the femtocell if the LAI is in the forbidden list. This
results in lower power consumption and lower signalling overheads. However, if each
femtocell is assigned a unique LAI, the solution will become infeasible for the current
CN nodes. Repeating LAI across geographically diverse femtocells or using pseudo LAI
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has repercussions on network performance [11]. Besides, the LAI conflict is another non-
negligible problem. For example, if someone’s femtocell has the same LAI as the UE’s
allowed femtocell and is not allowed on theirs. When the user walks by, the UE will try
to camp on that cell and it will receive the LAU rejection (#15 ‘No Suitable Cells In
Location Area’ [12]). The UE then record that cell as ‘forbidden’ and keeps track of the
LAI in its ‘not permitted list’. When the user reaches his home, he/she might not be able
to get onto his/her own femtocell. Another problem is that when a user is passing his/her
neighbour’s department, the UE may be rejected due to the forbidden LAI. If his own
femtocell is on the same frequency layer, the user has to wait 300 s before it can reselect
the femtocell as defined in pre-release 8 specification.

Closed Subscription Group ID

One or more CSG cells are identified by a unique numeric identifier called CSG Identity
(CSG ID). The CSG ID shall have a fixed value of 27 bits as defined in [13]. The CSG
ID is broadcast in SIB3 in UMTS by the CSG cell as shown in Table 7.7 and in SIB1 in
LTE as shown in Table 7.8. When the UE is not authorized to access the target femtocell,
a new reject cause #25 ‘Not authorized for this CSG Cell’ [12] is used. The release 8 UE
will then bar the corresponding CSG ID for a configurable duration instead of the whole
frequency. In contrast to pre-release 8 procedures, the UE will neither add the Location
Area Code (LAC) to the forbidden LAI list nor bar the entire frequency. Barring only the
CSG ID rather than the entire frequency prevents possible service outage when alternative
coverage is available on the same frequency. Not forbidding the LAI avoids the difficulties
in the femtocell (re)selection due to LAI conflicts.

Table 7.7 CSG identity in UMTS release 8 [6]

Block Information
element/group
name

Need Multi Type and reference Semantics
description

SIB3 CSG Identity OP CSG Identity Bit string(27)

Table 7.8 CSG identity in LTE release 8 [7]

Block Information
element/group
name

Need Multi Type and
reference

Semantics description

SIB1 csg-Identity OP CSG Identity
bit string(27)

Identity of the closed subscriber group
within the primary PLMN to which the
cell belongs. The IE is present in a
CSG cell.
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7.3.4 Handle Allowed List

When a UE trying to camp on a femtocell, either an allowed International Mobile Sub-
scriber Identity (IMSI) list of the femtocell or an allowed femtocell list of the UE is
essential in order to check if the UE is allowed to access the target femtocell. In pre-
release 8, such a list is organized as femtocell based (allowed IMSI list), which may
be handled in femtocell or femtocell-GW. While in release 8, the list is organized as
subscriber based (allowed femtocell list) and it is handled in the CN.

In this section, both of the lists and how they are handled in the corresponding network
entity will be introduced.

Allowed List in Femtocell/Femtocell-GW

In pre-release 8 UMTS, the allowed list is stored in femtocell or femtocell-GW locally. In
this case, each femtocell has its own allowed list that contains the list of IMSIs or Mobile
Subscriber Integrated Services Digital Network Numbers (MSISDNs) that are allowed
access. The allowed list is managed by either the operator or the owner of the femtocell
under the supervision of the operator (i.e. on a secured webpage).

The advantage is that during the UE registration procedure, the unauthorized mobiles
will be rejected without sending signalling traffic to the CN as shown in Figure 7.5.
This implementation does not need to carry out any modification on the CN to support
femtocells.

However, IMSI/MSISDN is generally available only in the Non-Access Stratum (NAS)
to protect user identity confidentiality. To store a permanent identifier such as the MSISDN
or IMSI locally may become a security concern. In addtion, when managing subscribers for
a campus or an enterprise, deployment with many femtocells would introduce substantial
overhead and management.

Femtocell

Allowed IMSI List
1. IMSI_1
2. IMSI_2
3. IMSI_3

IMSI_1

IMSI_2

IMSI_4

allowed

allowed

reject

Figure 7.5 Allowed IMSI list stored in femtocell
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Allowed List in CN

In 3GPP release 8, an allowed list is provided as a UE’s Allowed CSG List (ACL). It
lists the corresponding CSG IDs of the femotcells that the UE belongs to. It is agreed
that the ACL is stored with user’s subscribe information in CN [9, 10]. In the NAS,
a CN entity such as Mobile Switching Centre (MSC)/Visitor Location Register (VLR),
Serving GPRS Support Node (SGSN) and Mobility Management Entity (MME) keeps the
context for the UEs that are currently being served. The UE context may be lost when the
UE is deregistered. Thus it is not suitable to store the permanent information such as the
UE’s ACL. Additionally, the ACL may share CSG IDs across multiple 3GPP access tech-
nologies such as Evolved UTRAN (EUTRAN), UMTS Terrestrial Radio Access Network
(UTRAN) and GSM EDGE Radio Access Network (GERAN), and should be available to
the relevant network elements in these networks. Therefore, the best location for storing
the CSG subscription information is at a network element similar to the Home Subscriber
Server (HSS). A copy of the ACLs should be stored at the MME/SGSN for the currently
serving UEs as shown in Figure 7.6. In addition, for a CSG capable UE, it may keep
a copy of its own ACL in the USIM. This list may help to avoid the unnecessary sig-
nalling towards an unauthorized femtocell. The usage of the ACL in the idle mode and
the corresponding MM procedures are defined in [12–14] and [15].

The synchronization of the ACL in CN and UE may be realized under either an auto-
matic or a manual basis. During the automatic synchronization, while changing the CSG
ID of the femtocell or removing a CSG ID from a UE’s subscription, the network will
update the ACL in CN first and then will send a message to inform the UE to do the
ACL update automatically as shown in Figure 7.7.

CSG_ID1

Allowed CSG List
1. IMSI_1
    CSG_ID1
    CSG_ID2
2. IMSI_2
    CSG_ID2
3. IMSI_3
    CSG_ID2
4. IMSI_4
    CSG_ID2
...

CSG-cap(IMSI_1)
allowed

rejected

HSS

MME/SGSN

Allowed CSG List

1. CSG_ID1

2. CSG_ID2

Allowed CSG List

1. CSG_ID2

CSG-noncap(IMSI_2)

CSG-cap(IMSI_4)

sync

sync

Allowed CSG List
1. IMSI_1
    CSG_ID1
    CSG_ID2
2. IMSI_2
    CSG_ID2
3. IMSI_4
    CSG_ID2

Figure 7.6 Allowed CSG list managed by CN
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Allowed CSG List
1. IMSI_1
    CSG_ID1
    CSG_ID2
2. IMSI_4
    CSG_ID2
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Figure 7.7 Automatic mode of allowed CSG list synchronization

In manual mode, the UE at first will not have a synchronized ACL with CN. When an
allowed CSG cell changes its CSG ID and the new CSG ID is not in the UE’s ACL, the
UE will only select that CSG cell by manual cell selection. It will add the new CSG ID
into its ACL after receiving a positive LAU/Tracking Area Update (TAU) feedback. When
removing a CSG ID in the subscriber’s ACL in CN, without knowing the change, the
UE will still try to camp on the femtocell with that CSG ID. After receiving a LAU/TAU
rejection, the UE will remove that CSG ID from its own ACL as shown in Figure 7.8.

CSG_ID1

Allowed CSG List
1. IMSI_1
    CSG_ID1
    CSG_ID2
2. IMSI_2
    CSG_ID2
3. IMSI_3
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2. CSG_ID2

CSG-cap(IMSI_4)

Allowed CSG List
1. IMSI_1
    CSG_ID1
    CSG_ID2
2. IMSI_4
    CSG_ID2

CSG_ID1

add

remove

LAU rejected

Figure 7.8 Manual mode of allowed CSG list synchronization
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7.4 Access Control

In a macrocell network, access control normally happens during LAU/TAU or when
UE requests a data transmission service. However, access control needs to be invoked
whenever a UE is trying to camp on a femtocell to prevent the unauthorized use of
that femtocell. In this section, triggers that enable access control for femtocells whilst
remaining compatible with macrocell signalling procedures are presented. Then, the pos-
sible locations of access control in the network are discussed. Subsequently, the general
access control procedures for femtocell with closed, open and hybrid access modes are
introduced.

7.4.1 Access Control Triggers

Location/Tracing Area Update

A common assumption is that access control is triggered by LAU/TAU [2]. In this case,
each femtocell is assigned a femtocell specific LAI/TAI different from macrocell. This
can ensure that the access control procedure can be invoked when a UE carries out
inbound mobility from a macrocell to a femtocell. For a home-use case, each femtocell
may be assigned a different LAI/TAI from their neighbour femtocells in order to avoid
UE camping on an unauthorized femtocell. For enterprise or metro-zone cases however,
the femtocells belong to the same company or campus may share the same LAI/TAI to
avoid unnecessary update signalling. The UE that are not allowed in a certain femtocell
will then receive a negative response at location registration, meaning that it can not camp
on that femtocell normally.

A side-effect of using LAU rejects is that a pre-release 8 UE would ban the whole
frequency on which the target femtocell is for 300 s. To reduce time in out-of-service or
limited camped state there should always be a frequency available with cells where LAI
is allowed (i.e. there should be a non-femtocell frequency layer).

Data Transmission Service

An alternative approach is to allow UEs that are allowed to use a femtocell to roam and
camp also on femtocells which they are not allowed [2].

In this approach, the access control would be triggered when data transmission service
is requested. The non-allowed UEs will then be redirected or handed over to an available
macrocell. Thus, the allocation of LAIs for the femotcell would be able to follow the
same route as that for macrocells. A number of femtocells can be configured in the same
Location Area (LA). Within such LA, no LAU is needed when the UE is moving from
one femtocell to another, leading to lower signalling overheads compared with the LAU
approach.

The drawback of this approach is that when the macrocell coverage is not available, it
will cause radio connection failures when redirecting the non-allowed UEs to the macro-
cell.
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7.4.2 Access Control Location

Access Control in Femtocell/Femtocell Gateway

In pre-release 8 UTRAN, access control happens in femtocell or femtocell-GW for fem-
tocells while in CN for macrocells. Figure 7.9 shows the access control in a femtocell
during UE registration. This method has the least impact on the existing network structure
as it does not need any modification on the CN nor any requirement on the UEs. Addi-
tionally, during the UE registration procedure, the femtocell can reject an unauthorized
user without sending any overhead signalling to CN by the locally stored allowed IMSI
list. The main drawback of this approach is that the access method has to be managed
and implemented separately.

In release 8 UTRAN, for the support of femtocell for legacy (pre-release 8) UEs, the
approach in this scenario is that the femtocell gateway shall perform access control, while
the femtocell may optionally perform access control as well [16]. During the UE regis-
tration procedure, since the legacy UEs do not understand CSG, they may try to register
and camp on any detected femtocells even if they are not allowed to do so. To locate
the access control in femtocell/femtocell-GW can significantly minimize such signalling
overheads to the CN. Compared with the pre-release 8 UTRAN, Figure 7.10 shows that
the femtocell/femtocell-GW needs to fetch the ACL of the registering subscriber from
SGSN/MME. Such a procedure may potentially increase the network overheads.

Access Control in UE

In release 8, the UEs that are CSG-aware can do the basic access control to accelerate and
enhance the mobility procedures with femtocells. Figure 7.11 shows the access control
occurring in a CSG-capable UE during UE registration procedure. Since the CSG-aware

mobile target cell
(femto cell)

1. reg request

4. Access Check

5. reg response

2. Access Check (op)

Gateway

3. reg request

6. reg response

Figure 7.9 Access control in femtocell-GW during UE registration in pre-release 8
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Figure 7.10 Access control in femtocell-GW for non-GSG UE during UE registration in release 8
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Figure 7.11 Access control in UE during UE registration in release 8

UE can distinguish whether the target femtocell is accessible or not, it can avoid attaching
to a CSG cell that is not in its ACL.

Access control in UE requires the UE frequently to decode the SIB of the target cell
candidate containing CSG ID, which may impact on the quality of the active service.
Additionally, there is a risk that the ACL in the UE may be out of date and the UE may
try to access a cell for which the CSG subscription has expired. Since the report from
UE is not always trustworchy, the CSG access control cannot be carried out only via
the UE.

Access Control in MME/SGSN

In release 8 EUTRAN, MME performs access control for the CSG-capable UE access-
ing the network through an EUTRAN CSG cell during attaching, detaching, service
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Figure 7.12 Access control in MME/SGSN during UE registration in release 8

request and TAU procedures. The same principle is applied to the access control of
UTRAN CSG cells. In this case, MSC/VLR and SGSN perform the access control [17].
Figure 7.12 shows the access control in MME during the UE registration procedure. The
femtocell/femtocell-GW needs to send its CSG ID to the MME, and the MME then checks
the accessability of the UE to the target femtocell by the ACL. During this procedure,
the large number of registration signalling (i.e. user walking along the street and try-
ing to camp on the femtocells) can be avoided by the assistance of the access control
in UE.

7.4.3 Access Control for Different Access Types

Closed Access

Closed access mode femtocell is known as the CSG cell in 3GPP and is the only featured
access mode in release 8. The CSG cell may be widely used in individual home deploy-
ment. In this scenario, the owner of the femtocell does not want to share the femtocell
due to the limited source of the backhaul or due to some security concerns. The access
control should always be performed whenever a UE is trying to camp on the femtocell.
Any UE that is not in the CSG will be rejected by the femtocell.

For a non-CSG capable legacy UE, the femtocell performs an identity request to inquire
the UE’s IMSI and try to register the UE in the femtocell-GW; femtocell-GW should then
perform the access control and may accept or reject the UE for camping on the target
femtocell. For a CSG capable UE, the femtocell includes its CSG ID in the initial UE
message to CN, and the CN performs UE access control according to the CSG ID.

Open Access

As a new access mode in 3GPP release 9, the open access mode femtocell operates as a
normal cell, i.e. non-CSG cell. The operator may deploy an open access mode femtocell
to fill some indoor blind spots and some public hot-spots to serve all the users as a
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macrocell. The mobile network doesn’t need to perform any specific UE access control
for such a femtocell.

For a non-CSG capable legacy UE, the femtocell doesn’t need to perform an identity
request to ascertain the UE’s IMSI and can use TMSI/PTMSI to register the UE in the
femtocell-GW; the femtocell-GW should always accept the request and assign a context
ID for the UE.

For a CSG capable UE, since there is no CSG ID for an open access femtocell, the
femtocell doesn’t include this information in the message, so there is no access control
in the CN. Additionally, whether the CN needs to know the UE is camping on an open
mode femtocell or not needs further investigation.

Hybrid Access

Information about hybrid/semi-open access can be found in [18]. This access feature will
be available in 3GPP release 9. A hybrid mode means that the femtocell can provide a
combination of both open and closed access modes at the same time. The hybrid access
femtocell is a cell that not only has a CSG ID, but also allows UEs that are not members
of that CSG to camp thereon. In this access mode, these UEs may only be authorized a
limited QoS service and have lower priority compared with the UEs in the CSG.

For a non-CSG capable legacy UE, though the mobile network allows all UEs to camp
and offers services to them whether these UEs are in that CSG or not, the femtocell still
needs to distinguish the two types of UE in order to provide their respective QoS services.
Thus, the femtocell still needs to perform an identity request in order to obtain the UE’s
IMSI for access control and service level differentiation purposes. Since the UE access
control in a femtocell is optional, femtocell-GW needs to inform the femtocell whether
or not the UE is a member of that GSG. If the UE does not belong to the CSG, the
femtocell may limit the data rate for the user, and redirect the UE firstly to a macrocell
due to the shortage of femtocell resource limitation. In addition, the CN may also need
to be informed for different services or charging, etc.

For a CSG-capable UE, the femtocell should also include the hybrid mode information.
The CN also needs to inform the femtocell regarding the access control result in order
for the femtocell to provide different QoS services and different priorities to different UE
respectively.

7.5 Paging Procedure

Due to the high volume and small-sized femtocell deployment, it is well-known that
paging messages is a big burden for the femtocell system. Figure 7.13 shows a paging
procedure invoked by the UE with IMSI_1. In the normal approach as with a macrocell
network, the CN will only distinguish the paging area 1 where the paged IMSI is located.
The femtocell-GW will send the paging message to all of the femtocells in paging area
1, which may cause a huge signalling redundancy for the large number of femtocells
involved. One of the requirements agreed in [19] is that ‘Additional registration and
paging load as a result of HNB/HeNB deployment shall be minimized’. This means that
paging optimization, namely minimizing the amount of paging messages used to page a
UE in femtocells, is a confirmed requirement in 3GPP. In release 8, it was decided that
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Figure 7.13 Paging procedure with femtocells

MME and/or femtocell-GW can perform paging filtering optionally [20]. The detailed
considerations on adapting the paging optimization in UMTS and LTE can be found in
[21–24]. In this section, paging optimization in MME/SGSN and in femtocell-GW are
both discussed.

7.5.1 Paging Optimization in MME/SGSN

In this method, MME knows the CSG IDs supported by connected femtocells. Since
the MME keeps a copy of ACLs for the registered UEs, the ACL of the paged UE is
always available to assist in paging optimization. The MME can then use this list to filter
the connecting femtocells in the paging area. It will only send a paging message to the
femtocells with the CSG ID in the ACL. It should be noted that the ACL is not included
in the paging message and will not be sent to the untrusted femtocells.

Figure 7.14(b) shows an example of paging optimization carried out by the MME. In
this scenario, the MME receives the paging request from IMSI_1. IMSI_2 is the paged
UE, which is located in paging area 1. By knowing the allowed CSG list of IMSI_2
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(CSG ID 1 and CSG ID 3), the MME is able to forward the paging message only to the
femtocells with CSG ID 1 in the paging area 1.

7.5.2 Paging Optimization in Femtocell-GW

In order to optimize the paging procedure by the femtcell-GW, the Femtocel-GW shall be
aware of the CSGs supported by the connected femtocells. This allows the femtocell-GW
to identify the appropriate femtocells supporting certain CSGs. The femtocell-GW needs
to be informed about the allowed CSG list of the paged UE. This allows the femtocell-
GW to understand which of the connected femtocells shall receive the paging message. In
order to have a complete paging optimization solution, the allowed CSG list of the paged
UE shall be included in the paging message. The ACL of the paged UE needs only to be
available at the femtocell-GW, namely it does not have to be forwarded to femtocells or
other nodes directly connecting to the MME.

Figure 7.14(a) shows an example of paging optimization performed in the femtocell-
GW. The paging message is sent with the allowed CSG list of the paged UE to the
femtocell-GW by MME. With the help of the ACL, the femotcell filtering is done by
the femtocell-GW. Finally, the paging message is only sent to the femtocells with the
allowed CSG ID.

In release 9, since open and hybrid access modes are introduced, all the UEs can always
camp on the femtocells with open access and these femtocells do not even have a CSG ID.
One user can still have restricted QoS service from a hybrid access femtocell although the
CSG ID of the femtocell is not in his ACL. Since the paged UE may also be permitted to
camp on these femtocells, the access mode information should be considered when MME
and/or femtocell-GW perform paging optimization.

If the femtocell directly connects to an MME, the MME should page the CSGs in the
paged UE’s ACL in the paged areas as well as the femtocells with open and hybrid access
in the paged areas as shown in Figure 7.15(a).

If the femtocell connects to the CN through femtocell-GW and the ACL of the paged
UE is sent to the femtocell-GW in the paging message, the femtocell-GW should also
page the UE in the open and hybrid femtocells though they may not have CSG ID at all
or their CSG IDs are not in the UE’s ACL as shown in Figure 7.15(b).

7.6 Cell Selection and Reselection

Cell selection and reselection are two basic mobility procedures in wireless mobile net-
works. Cell selection takes charge of the selection of a suitable cell to camp on when it
is powered on or after having previously lost coverage. Cell reselection however, enables
UE to select a new serving cell when it meets the cell reselection criteria. Due to the chal-
lenges stated in Section 7.1, cell selection and reselection in the femtocell environment
are more complicated than in a macrocell network. In Section 7.3.2, a few methods that
enable the UE to find neighbouring femtocells are presented. Femtocell featured cell selec-
tion and reselection procedures should prioritize the UE to camp on allowed femtocells
whilst avoiding registering on unauthorized femtocells. In this section, a few alternatives
in enabling cell selection and reselection with femtocells in pre-release 8 network are
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Figure 7.14 Paging optimization procedures in release 8. (a) Paging optimization in femtocell-GW
in release 8. (b) Paging optimization in MME in release 8
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Figure 7.15 Paging optimization procedures in release 9. (a) Paging optimization in MME in
release 9. (b) Paging optimization in femtocell-GW in release 9
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introduced. The achieved and on-going cell selection and reselection methods in release
8 and 9 are discussed in detail at the end.

7.6.1 Cell Selection in Pre-release 8

Since cell selection is carried out irrespective of the neighbour cell list and will only select
the cell with the best received signal as the serving cell, cell selection with femtocells is
not a problem in pre-release 8 UTRAN. The policies used in macrocells can be applied
in supporting cell selection with femtocells. However, a user may want to prioritize the
femotcell over macrocell when the mobile is powered on or loses the coverage from the
serving cell. Since Access Stratum (AS) will perform the PLMN search to select the
best PLMN before it can pick up the strongest cell of that PLMN and Radio Access
Technology (RAT) for the UE, different priorities for macrocell and femtocell can be
achieved by assigning separated PLMN ID to them. In this case, the PLMN ID of the
femtocell system will be assigned a higher priority than the macrocell layer. It should be
noted that an additional PLMN ID is required while some operators may not be able to
provide it. According to the report in [2], two main methods that take advantage of the
separate PLMN in cell selection with femtocells are listed below.

Manual PLMN Selection

In UTRAN, a user is capable of configuring either manual or automatic network selection
mode. Manual PLMN selection enables the user to select the preferred mobile network
from the available PLMN list. When separating the PLMN IDs of macrocell and femtocell,
the user can manually select either the macrocell or femtocell network (i.e. when the user
arrives home, he may try to switch to the femtocell layer) as shown in Figure 7.16. Once

Femtocell

Macrocell PLMN ID_0

PLMN ID_1
Femtocell

Femtocell Femtocell

Femtocell

Manual PLMN
selection

Manual PLMN selection

Figure 7.16 Cell selection by manual PLMN selection in pre-release 8
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the PLMN is selected the user will stick to that network and no mobility procedure will
occur between these two PLMNs.

No mobility procedure between macrocells and femtocells will significantly reduce the
signalling load towards the CN and extend the mobile battery life for all of the users.
However, manual mode does not allow automatic PLMN selection despite the UE losing
coverage. This becomes annoying since the user has to manually select the macrocell
layer when he/she goes out.

National Roaming

National roaming is a feature when the mobile is not roaming in its Home PLMN
(HPLMN), but on a Visited PLMN (VPLMN) of the same country as the HPLMN. An
HPLMN always has a higher priority than a VPLMN. In the automatic PLMN selection
mode, the UE can be configured to search periodically for its HPLMN. The range of the
HPLMN search timer is from 6 mins up to 8 hours with a default value of 60 mins [25].

One possible femtocell deployment scenario is to consider the femtocell layer as
HPLMN and the macrocell layer as VPLMN as shown in Figures 7.17 and 7.18. By
setting a proper HPLMN search timer (i.e. 6 mins), the UE can camp on the femtocell as
soon as it reaches the coverage of the femtocell and prioritizes it thereafter. However, the
UE has to search for the femtocell PLMN periodically even when he is being served by
a macrocell, which will drain the mobile battery. Besides, the operator may have set the
UTRAN macrocell network as HPLMN, which may significantly impact the operators’
service category when switching it to VPLMN.

The other femtocell deployment scenario is to consider the macrocell layer as HPLMN
and the femtocell layer as VPLMN as shown in Figure 7.17. The UE will not search for
the femtocell PLMN all the time when camped on the macrocell. However, as long as
the UE is able to receive signals from the macrocell, it will be very difficult for the UE
to select the femtocell even when the user receives a stronger signal from the femtocell.

Femtocell

Macrocell VPLMN

HPLMN
Femtocell

Femtocell Femtocell

FemtocellFemtocell

HPLMN search
cell selection

HPLMN
search

Figure 7.17 Cell selection by national roaming (femtocell as HPLMN) in pre-release 8
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Figure 7.18 Cell selection by national roaming (femtocell as VPLMN) in pre-release 8

In addition, when the UE is camping on the femtocell, it will periodically search for
macrocells, which will also drain the battery.

7.6.2 Cell Reselection in Pre-release 8

Cell reselection with femtocells is more complex than cell selection. During cell rese-
lection, the UE needs to carry out cell measurements for intra-frequency, inter-frequency
and inter-RAT neighbour cells and rank the cells based on a specified policy. Then the
UE reselects the most suitable cell from the current serving cell. While dealing with
femotcells in pre-release 8 UTRAN, to provide a reliable and clean neighbour cell list
for a macrocell is still a problem as stated in Section 7.3.2. Thus, some operators/vendors
do not implement the cell reselection features for the macrocell to femtocell reselection
procedure (femtocell to macrocell or femtocell to femtocell reselection is easy, since the
NCL of a femtocell will not be large and PSC confusion is unlikely to happen). Macrocell
to femtocell mobility only relies on the cell selection procedure, which means users will
have difficulty in selecting femtocell when under the coverage of macrocell. Nevertheless,
there are still some operators/vendors who use their own method of NCL approach to
support cell reselection from macrocell to femtocell.

Another important issue for cell reselection with femtocells is to prioritize allowed
femtocells over macrocells, and avoid unauthorized femtocells during the cell reselection
procedure. Due to the lack of standardization of femtocell mobility procedures in pre-
release 8 UTRAN, operators/vendors may realize cell reselection policies with their own
substitution methods. A few alternations for cell reselection are introduced in this section.

Cell Reselection Parameters

Cell reselection parameters are commonly used to adjust the cell reselection strategy in a
macrocell network [9, 10]. They can also be used in cell reselection procedures between



Cell Selection and Reselection 207

S-Intrasearch

S-Intersearch
S-RATsearch

Figure 7.19 Cell search criterion for inter-frequency, inter-frequency and inter-RAT cell searching
in cell reselection

femtocell and macrocell. Figure 7.19 shows the searching criterion (S-Criterion) for intra-
frequency, inter-frequency and inter-RAT cells. As long as the S-Criterion is fulfilled, the
UE will be invoked to do monitoring and measurements of the corresponding neighbouring
cells. A lower S-Criteria with a macrocell can help the UE to start searching for femtocells
as soon as it reaches the coverage of the the femtocell. A higher S-Criterion for femtocells
forces the UEs to stick to the femtocell while they are at home, as shown in Figure 7.20.
Since the S-Criterion takes on the whole frequency for all the neighbouring cells, it
will impact on the reselection between macrocells as well when in a shared frequency
femtocell deployment scenario.

S-Criterion

Cell reselection

S-Criterion

Figure 7.20 Prioritizing femtocell over macrocell by adjusting the cell search criterion in cell
reselection
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A further consideration in cell reselection is related to the cell ranking criterion (R-
Criterion) in which Q-hyst (a hysteresis value for serving cell) and Q-offset (offset values
for neighbouring cells) jointly affect the cell ranking. Within macrocell’s NCL, a lower Q-
offset can be set to femtocells so that they can have a higher rank during cell reselection.
Figure 7.21 shows that by setting a negative Q-offset and low Q-hyst, the cell searching
point d1 moves backward to d2. While in femtocell, a higher Q-hyst value can help the
femtocell keep the users connected within its coverage. Figure 7.22 shows that by setting
a positive Q-offset and high Q-hyst, the cell searching point d1 moves forward to d2.

The disadvantage is that all the users in the network will prioritize the femtocell and try
to register on it. The users who are not authorized to access will be finally rejected. This
will increase the battery consumption of the mobiles and increase the MM signalling load.

Hierarchy Cell Structure

By using HCS, the UEs can perform femtocell measurements even when it is in a good
macrocell coverage, and it limits the measurement of either high priority cells or low
priority cells that decrease the measurement burden [9]. By setting a proper duration for
the HCS penalty timer, the passing UEs on the street can avoid selecting the femtocell,
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Figure 7.21 Prioritizing femtocell over macrocell in reselection to femtocell by adjusting the cell
ranking criterion
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Figure 7.22 Prioritizing femtocell over macrocell in reselection to macrocell by adjusting the cell
ranking criterion
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and reduce the network signalling overheads. Besides, parameters for the UE with high
mobility can be set to stay on macrocells, and only UEs that are relatively stationary or
with low speed will select the femtocell layer.

As a mature technology adopted in GSM and UMTS, the biggest advantage of HCS
is that it can be used for femtocells in pre-release 8 networks without any modification
of the current network. By simply configuring the cell HCS, the UEs that are camped
on a macro layer can automatically find a femtocell layer. Once the UE is camped on a
femtocell, it will prioritize this cell.

However, when using HCS only, all of the UEs will follow the same cell reselection
rules to prioritize femtocells over macrocells and attempt to register thus increasing the
loading to the CN. Besides, the NCL is the only method for HCS to find neighbouring
femtocells, which remains with quite a few problems in supporting femtocells.

Equivalent PLMN

As introduced in Section 7.6.1, to have separate PLMN IDs of femtocells and macrocells
can help to improve the cell selection procedures with femtocells. In order to enable cell
reselection between these PLMNs, the Equivalent PLMN (EPLMN) feature can be used
[2]. In this approach, the femtocell PLMN is configured as the EPLMNs of the macrocell
PLMN. The EPLMN is considered equivalent to the Registered PLMN (RPLMN) regard-
ing PLMN selection, cell selection, cell reselection and handover. The UEs may update
their EPLMN lists during LAU. For example, when a UE reaches the overlapping area of
a macrocell and an allowed femtocell, the UE shall add the PLMN ID of that femtocell
to its EPLMN list. This enables the cell reselection procedures between the macrocell
and the femtocell for the UE. Also, while the UE is not allowed to use the femtocell, the
femtocell PLMN is removed from its EPLMN list, thus it would never try to camp on
that femtocell, thus leading to a longer battery life.

The drawback of the EPLMN method is that the procedures of configuration and update
EPLMN list highly depend on the LAU. In addition, the EPLMN feature is only available
from release 6, thus old mobiles can not support EPLMN.

7.6.3 Cell Selection in Release 8

In release 8, cell selection follows the strongest cell as the serving cell. By checking
the CSG IDs against the UE’s ACL during cell selection, the UE can avoid selecting an
unauthorized femtocell as the serving cell. In addition, as a new feature for release 8,
manual CSG cell selection can be used for the UE to select the serving cell. Figure 7.23
shows an overall idle mode process with femtocells in release 8 [9, 10].

Automatic Cell Selection

In release 8, automatic cell selection procedure for femtocells is similar to that for macro-
cells. To avoid camping on an unauthorized femtocell, an extra CSG ID check is performed
when the target cell is a CSG cell. AS will check the broadcast CSG ID against the ACL
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Figure 7.23 Overall idle mode process [10]

provided by NAS whether the CSG cell is suitable for the UE. If the CSG ID of the target
cell is in the UE’s ACL, the cell is selected for camping on.

In release 9, the support of open and hybrid access femtocells should be further con-
sidered. Since femtocells with open access do not have CSG IDs, all the UEs can select
those cells without checking CSG ID during cell selection. For the femtocells with hybrid
access however, CSG ID checking still needs to be invoked in order to distinguish whether
the UE is in its CSG or not. The UEs in the CSG will have full access while others are
still able to camp on but may only have limited QoS services from that cell.

Manual Cell Selection

In release 8, a method that supports a user in selecting their serving CSG manually in
idle mode is proposed [9, 10]. To avoid interruption to the current UE service, the UE is
not allowed to support manual CSG selection in connected mode [26].

As a robust method, the user can trigger CSG manual selection by selecting the femto-
cell ID from the displayed CSG list. In manual selection, the UE may scan all frequencies
in the UMTS Terrestrial Radio Access (UTRA) or Evolved UTRA (EUTRA) band and
display a list of found femtocells with femtocell IDs, CSG IDs and corresponding femto-
cell names if they are broadcasted. The UE may also show indications as to whether or
not the found CSG cells are in its ACL. When the user selects an entry in the list, the UE
will then perform attach and LAU/TAU procedures with that cell. The UE may normally
camp on the chosen cell if it is an allowed CSG cell.

In addition, manual cell selection can help to update the UE’s ACL by way of the
feedback of the LAU/TAU request to the selected CSG cell. Details can be found in
Section 7.3.4.
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For the support of manual cell selection in release 9, the UE needs to scan for open and
hybrid femtocells as well. The information on femtocells with open and hybrid access
will also be displayed on the UE panel. A new field that indicates the access type (closed,
open or hybrid) may be included in the listed femtocell information.

7.6.4 Cell Reselection in Release 8

By introducing the CSG ID and UE autonomous search function in release 8, a femtocell-
featured cell reselection can now improve the reselection procedures for femtocells. The
UE shall use an autonomous search function to detect neighbouring femtocells instead
of reading NCL from the serving cell. In addition, the UE can exclude unauthorized
femtocells by comparing their CSG IDs with the ACL. In other words, the UE can now
carry out cell measurements over suitable femtocells without knowing the NCL from
macrocells.

It shall be possible to allow UEs that are allowed to access a given CSG cell, to
prioritize their camping towards the CSG cells when in the coverage of the CSG cells.
To achieve this, it should be possible either to set the reselection parameters accordingly
or other means should allow this [20]. To further improve the cell reselection procedure
with femtocells, methods that prioritize femtocells over macrocells during cell reselection
are required. Details related to specific mechanisms intended to fulfill this task are still
under discussion and may be adopted in 3GPP release 9.

In this section, cell reselection to and from femtocell in intra-frequency, inter-frequency
and inter-RAT scenarios are discussed.

Reselection to Femtocell

In release 8, the information on surrounding femtocells is not included in the NCL of
the macrocell. An autonomous search function is used to search for CSG cells when the
ACL of the UE is not empty, and the UE may disable the autonomous search function
while the ACL is empty. If CSG cells are deployed on the reserved frequency(ies), the
UE may perform autonomous search only on these dedicated frequencies and on the other
frequencies listed in the system information. When the UE has no or an empty ACL, it
may ignore cells with PSC/PCI in the stored range ‘CSG PSC/PCI Split Information’
reserved for CSG cells for intra-frequency and inter-frequency measurements and cell
reselections.

When knowing the neighbouring femtocells and macrocells, the UE follows a similar
cell ranking procedure to select the cell with highest rank as serving cell. Some femtocell-
related policies during cell reselection to femtocell in intra-frequency, inter-frequency and
inter-RAT scenarios are listed below.

• Intra-frequency Cell Reselection
To avoid adding extra interference to the same frequency layer, femtocell prioritization
is not supported in intra-frequency cell reselection. For intra-frequency reselection from
a macrocell to an allowed CSG cell, the UE follows the same cell ranking rules as those
defined for macrocells in [9].
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The main concern of intra-frequency reselection is how to design a policy when the
best cell is a CSG cell whose CSG ID is not in the ACL. To either allow or disallow
intra-frequency cell reselection in this situation, an ‘intra-frequency cell reselection
indicator’ IE is presented in [27] and [28]. When the indicator is set to TRUE, then
it would allow UEs to camp on another cell although a non-allowed CSG is the best
ranked cell, i.e., causing interference between the non-allowed CSG. However, if the
indicator is set to FALSE, then the UE would consider the entire frequency to be barred
for some time and select a cell from different frequency or RAT.

Detailed solutions have not been decided so far in 3GPP. For example, in [28], a
new intra-frequency reselection threshold is introduced so that the network can have
further control over UE’s CSG cell reselection. Thus, the UE is allowed to stay on the
frequency only if the difference between the strength of the best ranked non-allowed
cell and allowed cell (i.e. suitable) is less than the threshold.

• Inter-frequency Cell Reselection
For inter-frequency cell reselection, the priority-based scheme can be used. The priority
of CSG cells should be by default higher than macrocells. During cell reselection,
instead of ranking all of the measured cells as in macrocells, the UE firstly distinguishes
the CSG cells from macrocells (i.e. by reserved PSC/PCI split information). If the tested
cell is a CSG cell, the UE will then read the CSG ID of that cell and check it against
the ACL. If the CSG cell is allowed to be accessed then the UE will perform cell
ranking only on the frequency where the CSG cell is. If the CSG cell remains the
highest ranked cell on that frequency, the UE shall reselect this cell irrespective of
the cell reselection rules applicable for the cell where the UE is currently camped.
If multiple suitable CSG cells are detected on different frequencies and these are the
strongest cells on their frequencies, then the UE shall reselect any one of them [9, 10].
If no such CSG cell is detected, a normal cell reselection as defined for macrocells
should apply.

The above policies can be used when a cell searching criterion (S-Criterion) is met.
However, when the UE finds CSG cells on another frequency, it may prefer to reselect
the allowed CSG cell even when the signal strength/quality of the serving macrocell is
good. The UE needs a threshold for CSG cells in order to perform a cell reselection
evaluation process. Details of the mechanisms still need to be decided in 3GPP. In the
literature [29–31], in addition to the normal S-Criterion (S-Intrasearch, S-Intersearch
and S-RATsearch) defined in macrocells, a new S-CSGCell criterion (ThreshCSGcell)
and a time interval (TreselectionCSG) are proposed in order to enable cell reselection
to CSG cells. A new offset (Q-offsetCSG) for CSG cells in cell ranking are also
introduced. When the UE detects that the S-CSGCell of a CSG cell is greater than
ThreshCSGcell during a time interval TreselectionCSG as shown in Figure 7.24, the
UE will compare the CSG ID of that cell with the ACL. If the cell is allowed to access,
the UE will perform cell ranking upon the corresponding cell offset on that frequency.
The UE will reselect that cell if it remains the highest ranked cell on that frequency.

Moreover, in [32], a proposal to have UE specific settings in order to treat differ-
ent users in different deployment scenarios is discussed. For this purpose, some cell
reselection parameters may be sent to the UE via dedicated signallings.
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• Inter-RAT Cell Reselection
Inter-RAT reselection to an allowed CSG cell is supported when the UE is camped on
another RAT. The UE requirements are defined in the specifications of the concerned
RAT.

Reselection from Femtocell

Once a femtocell is powered up, it will normally scan the neighbouring macrocells in
intra-frequency, inter-frequency or inter-RAT layer. The information on these macrocells
will then be automatically configured into the femtocells’ NCL by the self-configuration
function in the femtocell. The serving femtocell can send neighbouring cell information
through its system information block to the UE. Just as in macrocells, the UE can then
do corresponding cell measurements for cell reselection purposes without performing an
autonomous search function.

• Intra-frequency Cell Reselection
For intra-frequency cell reselection from a CSG cell to a macrocell, the UE shall apply
the same cell reselection rules as defined in macrocells.

• Inter-frequency Cell Reselection
For inter-frequency cell reselection from a CSG cell to a macrocell, the UE shall
consider the frequency of the serving cell to be the highest priority frequency (i.e.
higher than the eight network configured values or highest HCS priority) as long as the
serving cell remains as the highest ranked cell on that frequency [9, 10]. Otherwise,
the normal cell reselection as defined in macrocells should apply.

• Inter-RAT Cell Reselection
For inter-RAT cell reselection, normal inter-RAT procedures as defined for macrocells
in that serving RAT shall apply. For example, for reselection from a UMTS CSG
cell to a GSM or LTE macrocell, the UE follows the respective procedures defined
in [9].

Macrocell
Femtocell

macrocell signal femtocell signal

TreselectionCSG Treselection

S-CSGCell

S-IntraSearch

timet1 t3 t4t2

Figure 7.24 New cell search criterion S-CSGCell and time interval TreselectionCSG in cell res-
election from macrocell to femtocell
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Reselection between Femtocells

A femtocell may also scan for surrounding femtocells in intra-frequency, inter-frequency
or inter-RAT layer after it is powered up. Since the neighbouring femtocells are quite
dynamic, the femtocell may perform periodical NCL optimization when it is in idle
mode. For those femtocells that are listed in the system information, the normal cell
measurements can be done by the UE as for macrocells. In any case, to search for CSG
cells not listed in the system information of the serving CSG cell, the UE may use the
autonomous search function.

• Intra-frequency Cell Reselection
For reselection between allowed CSG cells in the same frequency layer, the UE follows
the same cell ranking rules as those defined for macrocells [9, 10].

• Inter-frequency Cell Reselection
For inter-frequency reselection between allowed CSG cells, the UE shall consider the
frequency of the serving femtocell to be the highest priority frequency when the cell is
the highest ranked. If the UE detects a CSG cell on a non-serving frequency, and the
cell remains the highest ranked on that frequency, it shall assume that frequency has
the same priority as the serving frequency [9, 10]. The UE may reselect the detected
CSG cell irrespective of the normal reselection rules of the serving CSG cell. For other
cases, the cell reselection rules as defined for macrocells shall apply.

• Inter-RAT Cell Reselection
If the UE detects one or more suitable CSG cells on another RAT, the UE may reselect
one of them according to [10].

7.7 Cell Handover

Cell handover enables the UE to transfer the service seamlessly from its serving cell to the
target cell without terminating the service. Since there is no Iur interface for femtocells in
UTRA, soft handover is not supported by femtocells. Instead, hard handover is used. In
order to support cell handover with femtocells, the issues with NCL, PSC/PCI confusion
should be resolved as described in previous sections. Furthermore, the UE should avoid
disrupting the service and try to keep the continuity of the service, making it even more
complex than cell selection and reselection.

In pre-release 8, most of the vendors did not support handover to femtocells while still
other vendors made efforts to find their own way to support this.

In connected mode, handover from a non-CSG cell to an allowed CSG cell is not within
the scope of 3GPP release 8 [33]. However, a lot of effort has been put into 3GPP RAN
2 and 3 and the active inbound handover to a femtocell will be added in release 9.

In this section, the methods that support cell handover with femtocells, especially for
hand-in procedures, will be discussed first. The cell handover including handover to fem-
tocell, from femtocell and between femtocells in release 8 will be discussed. Meanwhile,
it also covers the introduction of proposals currently achieved by 3GPP in order to support
inbound handover in release 9.
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7.7.1 Cell Handover in Pre-release 8

In pre-release 8 UTRA, a UE should initiate the cell measurement of all the neighbouring
cells and the serving cell will make the handover decision based on the UE measurement
report during cell handover procedure. In order to let the UE recognize the surrounding
cells that need to be measured, the information on the neighbour cells needs to be included
in the measurement control system information. For this purpose, the NCL is needed.

In this section, the ways to build and configure the NCL for the serving macrocell and
femtocell are introduced. Based on such NCL, the procedures during cell handover in
pre-release 8 are also discussed.

Cell Handover to Femtocell

In order to address the NCL problem stated in Section 7.3.2, it is crucial to include
the femtocell information in the NCL of the macrocell, especially when there is a large
number of femtocells deployed under its coverage. Methods to enable inbound handover
have been presented [34, 35]. Figure 7.25 shows a possible way of supporting inbound
handover from macrocell to femtocell in pre-release 8 UTRAN. The overall description
of these procedures is listed below.

• Virtual Neighbour Cell List
When a macrocell covers a large number of femtocells (i.e. more than 32 in one
frequency), it is unlikely to be feasible to configure all the femtocell information
into the NCL of the macrocell. To solve this problem in pre-release 8 UTRA, a
‘Virtual Neighbour Cell List’ is built. In this method, the femtocells share a small
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Figure 7.25 A possible way to support inbound handover from macrocell to femtocell in pre-
release 8 UTRAN
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number of PSCs (i.e. 10) and these PSCs will be reused within the femtocells. These
PSCs will then be programmed into the macrocell’s NCL. As the PSCs do not represent
a certain femtocell and they cannot uniquely distinguish the femtocells, they are called
‘Virtual Neighbour Cells’. The serving cell is now able to include this cell list in the
measurement control information and the UE can then carry out the cell measurement
over these PSCs. It should be noted that the reuse of the PSCs is quite restricted. For
example, the number should not be too large in order to fit in the NCL(32 maximum).
On the other hand, the number should not be too small in order to ensure that the same
PSC will not be assigned to the neighbouring femtocells.

• Identification by Femtocell-GW
When the ‘Virtual Neighbor Cell List’ is implemented, the UE is able to report the
cell measurements of the femtocells with reserved PSCs to the macrocell. The serving
cell can then decide which femtocell (represented by the PSC) the UE may handover
to by measurement report. However, because of the reuse of the PSCs and the unco-
ordinated deployment, the serving cell can no longer identify the candidate femtocells
correctly. In this case, the CN will forward the handover request, including the IMSI
of the UE, to the femtocell-GW. The femtocell-GW can then compare the UE’s IMSI
with the allowed IMSI list of each femtocell. If such a cell is found, the femtocell-
GW will send the handover request to it and the normal handover procedures will
follow.

• Uplink Synchronization
If the femtocell identified by femtocell-GW is not unique (i.e. the UE may have access
to more than one femtocell), the handover request has to be sent to all of them. These
femtocells will try to synchronize with the UE by sending a beacon through their down-
link synchronization channel. The UE, however, will only receive the synchronization
command from the real target femtocell as long as the femtocells with the same PSC
are ensured to be separated from each other. The right femtocell will then receive the
uplink synchronization message from the UE and the normal handover procedures can
follow. The other candidate femtocells will then receive the resource release request
from the femtocell-GW.

The overall mechanisms can solve the inbound handover problem in some cases. However,
this leads to inefficiencies and ambiguities in handover signalling, as multiple candidate
target femtocells may have to be prepared for handover.

Handover from Femtocell

It is easy to configure the NCL for the femtocells, since the number of neighbouring
macrocells is very limited. By using the self-optimization method implemented by the
femtocell vendors, the femtocell can scan for surrounding macrocells on the operator-
defined frequencies or RATs and add them to the corresponding NCL automatically.

With the information of the neighbouring macrocells, the pre-release 8 intra/inter-
frequency and inter-RAT handover mechanisms are sufficient to cover femtocell to macro-
cell active mode mobility.
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Cell Handover between Femtocells

Since femtocells normally operate at a very low transmit powers, the number of surround-
ing femtocells that the serving cell can detect is also very limited. For the femtocells whose
cell information are configured in the serving femtocell, the normal handover mechanisms
defined for macrocells can be applied.

Although the serving cell can update its NCL by sensing the environment periodically,
since the neighbouring femtocells can be quite dynamic, some newly added or powered
up femtocells may not be included in the femtocell’s NCL. For the handover from a
femtocell to a femtocell that is not listed in the system information, the mechanism is not
considered in pre-release 8 and possibly could be implemented by a similar solution as
introduced in handover from macrocell to femtocell.

7.7.2 Cell Handover in Release 8

By introducing the femtocell-related parameters and functionalities (i.e. CSG ID, reserved
PSC/PCI and UE autonomous search function), the network can do a more enhanced and
efficient handover compared with pre-release 8 UTRA. For example, a CSG-capable UE
can find the surrounding femtocells without asking the serving cell to provide NCL. And
a UE is able to filter the non-allowed femtocells and avoid doing cell measurements on
these cells.

For handover from femtocell to macrocell or between femtocells, the procedures are
straightforward as in pre-release 8. In addition, by using the CSG ID and reserved
PSC/PCI, the efficiency of the handover procedures are further improved.

Although the autonomous search function can help the UE to find the neighbouring
femtocells without knowing NCL, it will cost time for the UE to scan for femtocells on
intra-frequency, inter-frequency or even inter-RAT layers. In Cell_DCH state, handover
from a non-CSG cell to an allowed CSG cell is not within the scope of release 8 [33].
The handover mechanisms that can keep the service continuity and low latency are still
under discussion in 3GPP and will be supported in release 9.

Handover to Femtocell

During cell handover from a serving macrocell to a femtocell, the UE may trigger the UE
autonomous search function to scan for neighbouring femtocells. It may only search on
the dedicated frequency(ies), if ‘Dedicated CSG frequency(ies)’ IE is present. In addition,
it can shrink the search space only on the reserved PSCs/PCIs if it knows the PSC/PCI
split information. The UE can then carry out cell measurements on these found femtocells
and report the measurement results to the serving macrocell. However, it has been shown
[8] that due to the reuse of PSCs/PCIs, the problem of PSC/PCI confusion may still occur
as in pre-release 8 UTRA. Therefore, there is a need to provide assistance information to
the network to identify the correct target femtocell.

Recently, many efforts have been made to solve this problem in both 3GPP RAN 2 and
RAN 3 [36–42]. The general idea of these is to enable the UE either to provide the Cell
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Global Identity (CGI) or the fingerprint/location information of the femtocells to the serv-
ing cell. The serving cell can then identify the femtocell, based on this information. Several
types of assistance information and resulting handover procedure are discussed below.

• Reading CGI in System Information
During the handover procedure, the UE first measures femtocell frequencies by using
the normal gap pattern and sends a measurement report with corresponding PSC/PCI
to the serving macrocell. Then the macrocell will decide which femtocell the UE may
handover to. When the PSC/PCI confusion occurs, the UE is requested to read the
system information of the target femtocell to obtain the CGI as shown in Figure 7.26.
Generally, there are two ways for the UE to read the system information, listed below.
• long gap approach

In this approach, the serving macrocell allocates a long gap to the UE by measurement
configuration in order to receive system information of the target femtocell after the
first measurement report. The UE can then receive the CGI during the long gap.
The CGI will then be sent to the serving macrocell by a second measurement report.
After the target femtocell is uniquely identified, the normal handover procedure can
be performed.

If an appropriate long gap is allocated, the UE is able to read the CGI from the
target femtocell with ease. However, the additional signallings to reconfigure the
gap will increase the complexity of the handover procedures. In addition, for a UE
with realtime service (i.e. Voice over IP (VoIP)), the long gap will affect the service
continuity.

• DRX approach
The serving macrocell can also request the UE to read the system information during
the Discontinuous Reception (DRX) periods. To reduce the delay in the handover
procedure, it is believed that the UE may autonomously try to read the CGI of
the neighbouring femtocells before the serving cell meets the measurement report
condition [38, 43].

mobile source
macrocell

1. 1st measurment 
report

8. HO request

2. HO decision

6. HO request

11. HO command

MMEtarget
femtocel

10. HO request ACK

7. Access Check

9. resource setup

12. HO command

candidate
femtocell

3. 2nd measurment command

5. 2nd measurment report

4. read system info

Figure 7.26 Solve PCI/PSC confusion by reading CGI in system information in handover from
macrocell to femtocell in release 8



Cell Handover 219

By using the DRX approach, no extra gap reconfiguration is needed and the service
continuity is not disturbed. However the DRX period needs to be long enough for
the UE to read the CGI in the system information from the target femtocell. For the
real time service, like video calls, such a long DRX period is unlikely to be available
when the UE is in active mode.

• Using Fingerprint Information
As stated above, methods to identify the femtocell by reading CGI could be inefficient
and may increase latency during cell handover. The fingerprint of a cell (which may
consist of the cell’s cell ID, location and its neighbouring cell information, etc.) is used
to characterize that cell uniquely. Such a feature makes it a possible alternative for
determining the identity of the femtocell thus reducing the system information reading.
In [8], a solution based on fingerprint information is proposed. The solution can be
either UE-based or network-based.
• UE based approach

With this approach, the UE is able to create the fingerprint for the femtocell once it
has been visited. These fingerprints will be stored in association with the UE’s ACL
in the USIM. When a femtocell is detected or measured, the UE will determine the
identity of the femtocell by verifying its fingerprint with the stored information. If the
femtocell is recognized, the UE will then include the corresponding cell information
(including CGI and CSG ID) in the measurement report and send it to the serving
cell.

This approach has very little impact on the CN. However, the UE needs to be able
to create and manage the fingerprints of the femtocells, which are quite dependent
on the UE implementation. For the open/hybrid access femtocells in release 9, it
may not be possible to put all the fingerprints of these cells in the UE. Furthermore,
the effectiveness of this approach is quite sensitive to the accuracy of the fingerprint
measurements.

• CN based approach
With this approach, the CN will determine the correct target femtocell instead of
the UE. This requires that the CN has the fingerprints of all the installed femtocells.
Also, the UE needs to send fingerprints with the cell measurement of the detected
femtocell to the serving cell. The CN will then verify the identity of a femtocell by
its fingerprint.

This approach requires the network to understand and maintain fingerprints of each
femtocell, which may have a big impact on the current CN. Besides, such a large
database may not be easy to maintain and manage. As the femtocells can be either
added or removed and the locations of the femtocells are not stationary, this adds
the additional problem of updating the fingerprint information. As in the previous
approach, this also has an issue of location accuracy.

Handover from Femtocell

Femtocells normally hold the information of the surrounding macrocells in their NCL by
a self-configuration function. Furthermore, the PSC/PCI confusion is not likely to happen
in this situation. The handover procedure from a femtocell to a macrocell is expected to
be the same as procedures specified in [6] and [7].
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Handover between Femtocells

In release 8, femtocells are usually expected to be deployed in a home-based scenario.
A handover between femtocells rarely happens in such a scenario since the owner of the
femtocell would not like the neighbour to camp on his/her femtocell. In case the UE has
the CSG ID of the target femtocell in its ACL, the CN based Radio Access Network
Application Part (RANAP)/S1 is sufficient to handle the handover procedures between
these two femtocells.

However, for the enterprise or metro-zone scenario, the femtocells normally belong to
the same CSG. A user may walk through one femtocell to another very often and most
of the handovers are femtocell-to-femtocell handovers. This may cause a large amount of
signalling latency if the CN based RANAP/S1 handover is used.

It was recently agreed in RAN#43 to introduce a few femtocell enhancements for
release 9 [1]. One of these enhancements is to improve the femtocell-to-femtocell con-
nected mode handover. A number of mechanisms for supporting enhanced femtocell-to-
femtocell handover is proposed for both UTRAN and EUTRAN [44–48]. The general
idea is to move most of the handover signallings to femtocell-GW and/or femtocell so that
signalling latency to the CN can be reduced. In this section, the femtocell-to-femtocell
handover based on CN, femtocell-GW and femtocell are discussed.

• CN Coordinated
In the CN coordinated scenario, the CN manages the whole handover procedure and all
of the handover signalling goes down to the CN as shown in Figure 7.27. The access
type (i.e. open, closed and hybrid) and the CSG ID, if the target femtocell has them,
will be obtained by the CN and a corresponding access control will be carried out. If the
target femtocell is allowed to be accessed, the CN will then route the handover request
towards the target femtocell-GW. The femtocell-GW will finally send the RANAP
handover request to the target femtocell.

Modification is unnecessary to support CN coordinated handover between femtocells.
In addition, the CN coordinated handover is applicable for use in handover between
intra- and inter-GW femtocells. However, the CN will have an extremely heavy load
when handling a large number of femtocell-to-femtocell handover requests.

• Femtocell-GW Coordinated
In the femtocell-GW coordinated scenario, most of the handover message is handled by
the femtocell-GW instead of CN, as shown in Figure 7.28. In this case, the femtocell-
GW reads the cell information of the target femtocell and performs the access control
for the non-CSG UE. For the CSG-capable UE, the access control shall be done by
the CN and the result will be sent back to femtocell-GW. If the target femtocell is
allowed access, the femtocell-GW will then send the handover request to it. Since
the femtocell-GW only has the information of the connected femtocells, it is applicable
only to the intra-GW femtocells. If the source and target femtocells belong to a different
femtocell-GW, the CN coordinated handover procedure should be invoked instead.

By handling the handover procedure using the femtocell-GW, the handover latency
and the load of CN are reduced. However, new functionalities need to be added to the
femtocell-GW so that it is able to read and forward the handover request message.
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• Femtocell Coordinated
In order to enable femtocell coordinated handover, a new interface between femto-
cells needs to be created. Similarly to the cell handover over X2 in EUTRAN, the
handover is directly performed between the source and target femtocells as shown in
Figure 7.29. In this case, fewer handover messages will be needed in order to perform
handover between femtocells. Functionality of Access Control should be performed in
the femtocell-GW for the non-CSG UE and in the CN for the CSG-capable UE. For



222 Mobility Management

mobile
source
femtocell

1. measurment report

2. HO decision

Gateway

3. HO request

MME
target
femtocell

6. HO request ACK

4. Access Check

5. resource setup

7. HO confirm

8. HO notify

9. release resource

Figure 7.29 Femtocell coordinated cell handover procedures between femtocells in release 9

the special but common intra-CSG handover, the access control can be ignored for the
UE’s access to the target femtocell. After receiving the handover complete message,
the femtocell-GW will trigger the UE deregistration towards source femtocell.

The direct message switching makes the preparation phase very fast. The handover
procedure latency and CN load can be further reduced. However, this requires a new
interface in order to enable direct communication between femtocells. Besides, modi-
fications of femtocells are also needed to enable them to encode/decode the handover
message.
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8
Self-Organization

David López Pérez and Jie Zhang

Since the number and position of the femtocells are unknown by the operator, and because
they could be moved or switched on/off at any time by the users (individualistic nature),
classic network design cannot be applied to configure and optimize a femtocell network.
Moreover, and due to the non-technical expertise of the femtocell customers, femtocells
must be autonomous units able to integrate themselves into the existing radio access
network of the operator, causing the least impact on the existing wireless communication
systems. Consequently, femtocells must be plug-and-play devices that exhibit a significant
degree of self-organization.

The use of sophisticated self-organization techniques will play a very important role in
successfully deploying and managing a large femtocell layer over the existing macrocell
network. Self-organization will allow femtocells to:

• integrate themselves into the existing networks with minimal human involvement,
• learn about their radio environment (neighbourhood and interference),
• tune their parameters accordingly.

In this way, femtocells will be able to react to the changing conditions of the network,
traffic and channel, and mitigate cross- and co-layer interference. The result of this being
the enhancement of the overall performance of the system.

In this chapter, an overview of self-organization in femtocell deployments is presented.
In addition, the key self-organizing features that a femtocell must have are analysed in
detail. The rest of the chapter presents the following:

• in Section 8.1, the operator’s need for Self-Organizing Networks (SONs);
• in Section 8.2, the life cycle of self-organization: measurements, self-configuration,

self-optimization and self-healing;
• in Section 8.3, the need for self-organization in femtocell networks;
• in Section 8.4, the booting procedure of a femtocell after power up;

Femtocells: Technologies and Deployment Jie Zhang and Guillaume de la Roche
 2010 John Wiley & Sons, Ltd
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• in Section 8.5, the different techniques for sensing and learning about the changes on
the environment of the femtocell;

• in Section 8.6, femtocell self-configuration and self-optimization techniques.

8.1 Self-Organization

8.1.1 Context

In the early years of wireless systems, when this field was only a research area and
the number of users was small compared with the available resources, the efficiency of
wireless networks was not an issue, and engineers were only worried about keeping them
working. However, over the last two decades, this field has matured and the number of
customers and demands of users have dramatically increased. As a result, the planning
and optimization of the current networks has become a key factor not only for making
these wireless systems functional, but also to increase the revenue of the operators and
the satisfaction of the users.

In the 1990s, Global System for Mobile communication (GSM) and Digital Commu-
nication System (DCS) [1] networks were deployed to fulfill the user necessities, mostly
based on voice services. In these kinds of system, the spectrum is divided into several
channels. Multi-user access is achieved by assigning different channels and time slots to
different users. At that time, the acquisition of new cell locations and the installation of
new cell sites in order to extend the radio coverage were one of the major concerns of net-
work operators. In addition, great efforts were made by Radio Frequency (RF) engineers
in the area of automatic frequency planning [2], and antenna azimuth/tilt selection [3] as
a way of mitigating interference and enhancing the performance of the network. These
tasks, together with the assignment of cell identities, and the set up of neighbouring lists
and handover parameters, represented one of the first efforts in the area of what is known
nowadays as network planning and optimization. However, the capacity improvements
through optimization were not enough to cope with the continuously increasing traffic
demands of the customers. Therefore, the development of new technologies that could
replace/complement the existing GSM and DCS systems in order to provide new services
and higher throughputs was necessary.

At the beginning of this decade (2000), Code Division Multiple Access (CDMA) [4]
appeared as one of the most suitable technologies for use in future network deployments.
Nowadays, it is used to fulfill the demands of users, based not only on voice but also
on data services due to the expectation and popularity of mobile Internet applications.
In this kind of system, all the users share the same spectrum, and multi-user access is
achieved by assigning different pseudo-random codes with special interference properties
to different users [5]. Therefore, radio frequency planning is completely unnecessary,
and interference avoidance is handled by means of network planning, power control and
these codes. In this third generation (3G) of cellular networks, given the huge number of
parameters to configure, and the trade-off between coverage and capacity (cell breathing
phenomena [6]), networks will not be able to operate efficiently without the help of
advanced network planning and optimization tools. These tools cover a wide spectrum of
topics, e.g. base station location, antenna azimuth/tilt selection, power control algorithms,
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scrambling code assignment. However, the use of these tools require a large human
involvement and expertise.

In addition, High Speed Packet Access (HSPA) [8] has emerged in the last few years
(2005–2008) as a new way to improve the throughput of the user, allowing high speed
connectivity. This new technology moves some Medium Access Control (MAC) capabil-
ities from the Radio Network Controller (RNC) to the NodeB, e.g. fast scheduling, fast
Hybrid Automatic Repeat reQuest (HARQ). In this way, these functionalities are closer
to the air interface, being the system most responsive to changes in the traffic and channel
due to delay minimization. Moreover, new techniques such as Adaptive Modulation and
Coding (AMC) and fast power control are supported in the DownLink (DL) and UpLink
(UL), respectively. As a result, new challenges in terms of planning and optimization need
to be addressed by the network designers in order to successfully combine both networks,
CDMA and HSPA. This fact increases the work load and the expenses of the operators.

Furthermore, it is predicted that in the near future the load on the network and the
demands of the users will continue growing (Figure 8.1), and new services will be needed,
requiring higher levels of Quality of Service (QoS) and data rates. To satisfy these require-
ments, vendors and operators are working on the development of new technologies such as
Wireless Interoperability for Microwave Access (WiMAX) [9] and Long Term Evolution
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Figure 8.1 Wireless network traffic prediction from 2007 to 2012 [7]
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(LTE) [10], which are considered the most suitable options for future cellular system
deployments. They are both based on an Orthogonal Frequency Division Multiplexing
(OFDM) [11] Physical (PHY) layer, which supports several key features necessary for
delivering broadband services at high mobility, e.g. scalable channel bandwidths, high
spectral efficiency, multipath robustness. These technologies will realize the possibility of
a truly mobile broadband connection, at the expense of increasing again the complexity
and cost of the network.

8.1.2 Definition

The pressure to be competitive forces network operators to take the reduction of the
complexity and cost of the current networks as a key driver for future deployments
(Figure 8.2). Due to this fact, the minimization of the operational effort and cost, and the
enhancement of the network performance through self-configuration and self-optimization
is of great interest. Standardization bodies and groups such as 3rd Generation Partnership
Project (3GPP) [12], Next Generation Mobile Networks (NGMN) [13], Socrates Project
[14] and Femto Forum [15] have already identified self-organization as being needed for
the deployment, maintenance and sustainability of future wireless networks.

A self-organizing network, defined as a network that requires a minimal human involve-
ment due to the autonomous and/or automatic nature of its functioning, will integrate the
processes of planning, configuration and optimization in a set of autonomous/automatic
functionalities. These functionalities will allow femtocells to scan the air interface, and
tune their parameters according to the dynamic behaviour of the network, traffic and
channel.

Note that an autonomous activity is one that does not require any human involvement,
while in an automatic process, part of the action is handled by the machine, and part by
a human being.
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8.1.3 Drivers

The need for self-organization in future wireless networks is driven by the following
aspects [17]:

• To achieve a substantial reduction in the CAPital EXpenditure (CAPEX) and OPera-
tional EXpenditure (OPEX) of the network by reducing the human involvement.
Due to the complexity of current wireless networks and given the huge number of
parameters to configure, network operators invest large amounts of money in planning
the deployment of new cell sites, and optimizing the performance of the operative Base
Stations (BSs). To carry out these tasks, operators use different tools, e.g. planning
tools, drive test, system statistics, interference trace, and they have to post-process the
resulting data. This translates into a large human involvement, and thus cost.

Moreover, when new technologies such as LTE will be deployed by the network
operators, it is expected that in many regions more than three technologies will coexist
(2G, 3G and LTE). However, it should not incur an additional operational expenditure.

The reduction of the human involvement by means of self-organization will allow
network operators to remain competitive due to the reduction of the cost. It will enable,
for example, the possibility of offering lower prices, improving the user satisfaction.

• To optimize the performance of the network in terms of coverage, capacity or QoS.
Automated processes such as the configuration of the neighbour list, handover param-
eters or resource allocation will allow the system to adapt itself rapidly to the changes
in the network and the fluctuations in the traffic and channel conditions. Avoiding
long periods of time between manual optimization processes, the BSs will be more
responsive, and the performance of the overall system will be optimized.

• To allow the deployment of a larger number of small cells.
Self-organization will allow the final customer to deploy a new type of BS called Home
Base Station (HBS) or Femtocell Access Point (FAP), since these devices will be able
to integrate themselves into the existing network, avoiding operator involvement. In
addition, this device will help the operator to extend the indoor coverage where it is
limited or unavailable, and to enhance the user experience due to the short distance
between transmitter and receiver.

8.2 Self-Configuration, Self-Optimization and Self-Healing

The nodes of a SON must be self-configuring and self-optimizing units able to integrate
themselves into the network of the operator, minimizing the involvement of the RF
engineers in planning and optimization tasks. By automating these procedures the nodes
of a SON will be more responsive to the changing conditions of the environment,
enhancing their performance due to the minimization of the delay between consecutive
optimization tasks.

In this section, we are differentiating between four phases in the life cycle of a
SON (Figure 8.3): measurements, self-configuration, self-optimization, and self-healing
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[18, 19]. Subsequently, an example of the life cycle of a given self-organizing BS is
presented for illustration porpuses.

The measurements phase plays a very important role in the life cycle of a SON. BSs col-
lect measurements in order to assess the behaviour of the network, and trigger the adequate
actions. These measurements are taken via multiple sources e.g. Operation Support Sub-
system (OSS), network counters, measurements coming from neighbouring nodes or user
terminals. To provide relevant information to the different configuration and optimization
tasks, these raw data, e.g. traffic patterns, user mobility, interference/fading conditions,
must be processed. The required format, accuracy and periodicity of the delivered infor-
mation depends on the specific mechanism to be self-configured or optimized, and these
determine the quality of the tuning.

A newly added BSs sets up its software and parameters (neighbouring list, handover
configuration, pilot power) using self-configuration. In this way, this BS integrates itself
into the network, while aiming to minimize the impact on existing BSs and User Equip-
ments (UEs). Moreover, existing BSs can use the self-configuration phase to react to the
introduction of new BSs or new features in the network, e.g. antennas, services, bearers.
Before these new upgrades become operative, an initial reconfiguration of a number of
algorithms and parameters is generally required.

In the self-optimization phase, the processed measurements are used periodically to
adjust the algorithms and parameters of the BS to the changing conditions of the environ-
ment. Using the knowledge of the environment, the coverage and capacity of the network
can be optimized, filling coverage holes and providing interference mitigation. In case
the self-optimization is incapable of meeting the performance requirements, the BS will
trigger alarms with accompanying suggestions for human intervention [18], e.g. deploying
a new BS.

Self-healing techniques will resolve the loss of coverage and/or capacity due to failures
in the network, e.g. damaged BSs. This is done by adjusting the algorithms and parameters
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in surrounding BSs (cooperation). Once the failure is solved, all parameters are restored
to their original configurations.

8.3 Self-Organization in Femtocell Scenarios

8.3.1 Context

An extensive deployment of femtocells is foreseen. According to a recent survey [20], it
is estimated that by 2012 there could be 70 million Universal Mobile Telecommunication
System (UMTS) femtocells installed in homes, serving more than 150 million customers.
Although this number may be overestimated, it gives an idea of the acceptance of fem-
tocells.

Femtocells are low-power base stations initially designed for indoor usage that allow
cellular network providers to extend indoor radio coverage where it is limited or unavail-
able. On the one hand, femtocells provide radio coverage of a certain cellular network
standard, e.g. GSM, UMTS, WiMAX or LTE. On the other hand, they are connected to
the service provider via a broadband connection, e.g. Digital Subscriber Line (DSL) or
optical fibre.

The main differences between femtocells and macrocells are as follows:

• femtocells will be deployed in large numbers compared to the macrocells,
• they can be turned on and off or moved at any time by the customer,
• femtocells are initially designed to provide indoor coverage,
• they are low-cost and low-power devices,
• a femtocell may be used only by a few users (subscribers),
• physical access to the femtocell is unlikely for the operator,
• femtocell access can be restricted to a Closed Subscriber Group (CSG).

Femtocells offer advantages to both customers and network operators:

• Users will enjoy better signal qualities due to the reduced distance between the trans-
mitter and the receiver, the result of this being more reliable communications and higher
throughputs, as well as power and battery savings.

• From the operator’s perspective, femtocells will extend indoor coverage and enhance
system capacity. Femtocells will also help to manage the exponential growth of traffic,
thanks to the hand over of indoor traffic to the backhaul link. Moreover, femtocells will
reduce the deployment and maintenance cost of the system, since they will be paid for
and installed by the customers.

However, these benefits are not easy to accomplish, and a high degree of self-
organization is needed to deploy a femtocell layer successfully. For example, the
negative effects of cross- and co-layer interference, which could counteract these benefits
and downgrade the system performance, must be handled by means of self-organization
(power/frequency allocation).
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8.3.2 Objectives

The need for self-organization in femtocells deployments is twofold:

• On the one hand, due to the large number and individualistic nature of the femtocells,
they cannot be installed and/or maintained by the operators.

• On the other hand, due to the non-technical expertise of the femtocell customers,
femtocells cannot be configured or optimized by the customers.

Therefore, the key future of a femtocell must be its plug and play nature for both the
operator and the user. Self-organization in femtocell scenarios must provide the following
main features among others:

• network and neighbourhood discovery,
• automatic selection of the physical cell identity,
• configuration and optimization of the neighbouring cell list,
• configuration and optimization of the handover parameters,
• configuration and optimization of the RF parameters (power and frequency).

This self-organization can be performed on a regular basis or event triggered [21],
and it will allow femtocells to optimize their coverage and capacity, and minimize the
probability of ID collision and interference. More detailed information about these features
is presented in Section 8.5 and Section 8.6.

8.4 Start-Up Procedure in Femtocells

When a customer buys a femtocell, the network operator provides the customer with
the femtocell device and a femtocell ID. This femtocell ID will be used to register
and authenticate the femtocell in the network after switching on. Moreover, when the
customer buys the femtocell, he/she must provide some information to the operator. For
example, the address where the femtocell is going to be installed and the list of femtocell
subscribers (registration data). Furthermore, in order to let the customer update the list of
subscribers, the operator also gives him/her a secure web site. It is to be noted that, the
list of authorized users resides in the core network.

After acquiring the femtocell, the customer only needs to plug the femtocell into a power
source and Internet connection to start using it. The customer cannot be assumed to have
the knowledge to install or configure the femtocell, hence these processes need to be
automatic. Therefore, after power on, the first thing the femtocell does is to connect to
the network of the operator through the backhaul connection.

The femtocell is then authenticated and registered into the system as an operative
device by the OSS, using the femtocell ID. Afterwards, the femtocell can update its
software by downloading the latest available version from the OSS. Note that this software
update can also be triggered by the OSS at any time after power on. Subsequently,
the femtocell verifies the functioning of this new software, self-testing the installation
(Figure 8.4).
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Figure 8.4 Femtocell start up procedure

At this point, the radio parameters of the femtocell must be set to a default configuration.
This is done in two steps.

• Fundamental information such as:
• frequency for DL and UL,
• scrambling code list, or
• radio channel bandwidth
must be provided during the booting procedure by the operator over the backhaul link.

• Network configuration parameters:
• location, routing and service area code information,
• neighbouring list,
• physical cell ID,
• RF parameters (pilot and maximum data power . . .)
can be automatically calculated from information on the macrocell layer provided by
the operator (OSS data), and from information on the femtocell layer provided by
the users (registration data). These data arrive at the femtocell through the backhaul
link.

If the core network does not support this configuration or cannot supply any sugges-
tions, the femtocell will derive these parameters, using data gathered by monitoring the
radio channel. However, setting up the femtocell parameters from a blind configuration
using only sensing techniques will delay the booting procedure, and might result in an
undesirable performance. Therefore, it is advisable that a default configuration is provided
by the femtocell firmware or through the backhaul.

The sensing of the radio environment is done by the network listening mode, designed
to scan the air interface. By decoding the existing broadcast and control channels, the
femtocell synchronizes its internal oscillator and synchronizes the femtocell to the external
network. The information derived form the initial sensing is also used to detect new
neighbouring macrocells and femtocells. In this way, the default configuration of the
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femtocell can be set up or reconfigured [22]. For example, the femtocell can add or
remove new neighbouring relationships, select/re-select its physical cell ID in order to
minimize the collision probability, or tune its handover parameters in order to facilitate
the handover procedure towards other cells.

After the femtocell has been self-configured, the life cycle of a femtocell moves towards
a self-optimization loop, since the femtocell needs dynamically to adapt its parameters to
the changing environment conditions.

Using the network listening mode and other inputs, e.g. broadcast messages, measure-
ment reports, cognitive radio (Section 8.5) the femtocell will collect statistics to optimize
its performance dynamically (coverage and capacity). For example, in order to provide an
adequate signal quality to its users, and minimize the impact (interference) on other cells,
the femtocell will adapt its power and channel usage, as well as optimizing its neighbour-
ing list and handover parameters according to the gathered information (Section 8.6).

8.5 Sensing the Radio Channel

Femtocells must be aware of the presence of neighbouring cells and their power and
spectrum allocation in order to maintain the femtocell coverage and avoid interference.
Different strategies can be used to achieve this cognitive radio stage, in which the femtocell
is able to learn about the structure and behaviour of the network and the channel con-
ditions. The main sources of information for self-organizing algorithms are summarized
below.

8.5.1 Network Listening Mode

In this first approach, the sensing capability is implemented in the femtocell device itself.
This way, the femtocell will be able to scan the air interface, detect neighbouring cells
and tune its network and RF parameters accordingly (Figure 8.5).

L1

2

1

L2

Broadcast CH

Figure 8.5 Network listening capability. Monitoring the channel, both femtocells will be aware of
the presence of the other, and they can coordinate their resource allocation (for example, subchannel
assignment in case of OFDMA femtocells) in order to minimize interference
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The implementation of a sniffer or network listening capability is essential in order to
automate the tasks of cell planning and optimization within a femtocell network. Using
this functionality, the femtocell will periodically switch on the sniffer to check network
settings, synchronization and interference conditions.

In this case, the femtocell behaves similarly to a user terminal operating in network
listening mode. When a UE wants to transmit, it synchronizes with the strongest BS,
and decodes the broadcast and control channels before making an attempt to access the
network. In a similar way, the femtocell will use the network listening capability to
synchronize with the operators network and decode the broadcast and control channels of
the neighbouring cells. Moreover, the information collected by the network listening mode
can be also used in order to identify surrounding cells and to which operator they belong,
distinguish if they are macrocells or femtocells, and estimate the path loss to them [21].

Furthermore, the femtocell can use its own statistics (failed handover ratio, dropped
call ratio, blocked call ratio, uplink interference) in order to assess the behaviour of the
network, and trigger different configuration and/or optimization actions.

8.5.2 Message Exchange

Femtocells might be able to broadcast information messages that will be received by their
neighbouring femtocells, containing interference measurements (receive signal strength) or
information about the power and/or scrambling/sub-channel allocation of the broadcaster,
e.g. the priority and probability of usage of different RF resources could be broadcast. This
way, femtocells will be aware of the present actions and future intentions of neighbouring
femtocells, and they can act cooperatively (Figure 8.6).

These messages can be exchanged over existing interfaces or over new ones:

• Femtocells can exchange messages over the femtocell gateway. The source femtocell
will send its message to the femtocell gateway, and the femtocell gateway will forward
this message to the target femtocell/femtocells.

• Another solution is to establish a new interface between femtocells. This alternative
has similarities with the X2 interface defined in LTE to allow communication between
eNodeBs, but it has not been extended yet to femtocells [23].

However, these two techniques, network listening mode and message exchange, are
limited by the coverage area of the femtocells. For example, if two femtocells are not
within range of each other, they will not be able to notice the presence of the other or
exchange information (over direct interface) with them. As a result, these femtocells will
not be able to coordinate their resource allocation, and users located in the cell edge of
these two overlapping femtocells will suffer from physical cell ID collision, inter-cell
interference, etc.

This scenario is plotted in Figure 8.7, and it is known as hidden femtocell problem.

8.5.3 Measurement Reports

To solve the hidden femtocell problem, Measurement Reports (MRs) created by the termi-
nals and reported to the femtocells can be used. In this way, a user situated in the cell edge
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Figure 8.6 Message exchange capability. Exchanging messages, both femtocells will be aware of
the actions of the other, and they can coordinate their resource allocation (for example, subchannel
assignment in case of OFDMA femtocells) in order to minimize interference
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Figure 8.7 Hidden femtocell problem. Since both femtocells are not within range of each other,
they can not see each other. As a result, the user situated in the overlapping area suffers from
interference due to uncoordinated resource allocation. For example, in case of OFDMA femtocells,
users 1 and 2 may be assigned to the same subchannels, resulting in an unsatisfactory performance
for user 1 located in the overlapping coverage area of both femtocells

of two overlapping cells can indicate to its serving femtocell the presence and the actions
(power and frequency) of other overlapping macrocells and/or femtocells (Figure 8.8).

When a connection is active, the UEs periodically report its signal quality to the fem-
tocell via an MR, which also includes signal measurements from neighbouring cells. If
the UE is reporting good signal quality, the femtocell will not take further actions. How-
ever, if the signal quality is weak, the femtocell might hand-off the connection to another
scrambling/sub-channel/time slot, or initiate a handover to another macrocell or femto-
cell. Measurements collected through the users attached to the femtocell can indicate, for
example, the DL received signal strength of the co-channel and adjacent carrier towards
the user terminals.
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Figure 8.8 Measurement reports. When using measurement reports, the user situated in the over-
lapping area can alert its serving femtocell of the presence and actions of other hidden femtocells.
As a result, the femtocells can coordinate their resource allocation. For example, in case of OFDMA
femtocells, knowing that femtocell 1 is using a subset of subchannels for user 1, femtocell 2 will
allocate user 2 in other ones. This way, interference is mitigated

MRs are particularly useful because they provide information collected in the environ-
ment of the user. Contrary to the information collected by the network listening mode
or the broadcast messages, the information provided by the MRs indicates the channel
conditions at the position of the user (the one who may suffer from interference).

For example, Figure 8.9 illustrates how the interference conditions of two subscribers
of the same femtocell can vary according to their location and environment. Users close
to the femtocell will enjoy good signal quality, while users located in opposite rooms, far
from their femtocells and close to a neighbouring one will suffer from a large interference.

8.5.4 Cognitive Radio

Since cognitive radios are considered lower priority or secondary users of the spectrum
allocated to primary users, it is necessary that these cognitive users do not create interfer-
ence for potential primary users. Different solutions can be used to underlay, overlay or
interweave the secondary user signals with the primary user signals, in such a way that
the primary signals are as little influenced as possible by the secondary signals.

In the underlay approach, the secondary users spread their signal over a large bandwidth,
minimizing the amount of interference caused to the primary users.

The overlay approach is based on knowledge of the primary user signals by the sec-
ondary users. This way, the secondary transmitters can help to relay the primary signal,
and the secondary receivers can mitigate interference using dirty paper coding [24].

In the interweave approach, a cognitive radio must be capable of sensing the air interface
and opportunistically exploit the unused spectrum by the primary users.

Since underlay techniques are more suitable for spread spectrum technologies, e.g. Ultra
Wide Band (UWB), and because it is difficult for the secondary users to obtain the a priori
knowledge of the primary user signals, interweave techniques are attracting most of the
attention in cellular network environments. In a similar way as in the interweave approach,
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Figure 8.9 User with different channel conditions within the coverage of the same femtocell

femtocells must be able to search the radio channel and estimate which resources are free
among the available ones in order to avoid cross-layer and co-layer interference.

Several cognitive radio techniques can be used to detect unused resources across a wide
frequency band. For example, match filter, energy or cyclostationary features detection
[25]. However, as cognitive radio is outside the scope of this book, they will not be
introduced in the following sections.

Nevertheless, let us mention that cognitive radio techniques can be implemented in the
femtocell device, but they must not be implemented into femtocell user terminals due
to legacy constraints. Femtocells must operate using legacy mobile terminals that do not
depend on new user equipment.

Despite having different methods of learning about the air interface, what information
should be used and how it should be combined is still an open issue. Moreover, different
trade-off has to be taken into account. For example:

• When and for how long a femtocell should collect measurements? Note that a femto-
cell with only one RF interface cannot collect measurements and transmit or receive
simultaneously.
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• Measurement reports coming from the user terminals will provide accurate information
about the user environment at the expense of raising the overhead information and
processing time.

Therefore, further research is needed in this area to understand the benefits and draw-
backs of each technique, and to learn how to combine these sources to get the most
accurate sensing.

8.6 Self-Configuration and Self-Optimization of Femtocell
Parameters

8.6.1 Physical Cell Identity (PCI)

Context

The PCI is normally used to identify a cell for radio purposes, e.g. camping and handover
procedures are simplified by explicitly providing a list of PCIs that mobiles must monitor.
The PCI of a cell does not need to be a unique network-wide cell identifier. However,
this must be unique on a local scale to avoid collision and/or confusion with neighbouring
cells (Figure 8.10).

• Collision happens when a PCI is not unique in the coverage area of a cell.
• Confusion occurs when a PCI is not unique in the neighbourhood of a cell.

Traditionally, the PCI is part of the initial configuration of the cell, and it is set up
by the network designers using network planning tools. In this way, collision-free and
confusion-free PCI assignments are ensured across the network, thus avoiding possible
problems [26].

In GSM/DCS networks, the pair Broadcast Control Channel (BCCH)/Base Station Iden-
tity Code (BSIC) is used to identify unequivocally a cell in a geographical area. The BCCH
frequency carries crucial control information of the cell, and it should be unique within its
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Figure 8.10 Collision and confusion
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neighbourhood. However, in proximity to national borders or in areas of tight frequency
reuse, it is possible that a mobile will capture more than one BCCH on the same fre-
quency. Then, the BSIC will be used to distinguish the target cell from those other cells
transmitting their BCCH on the same frequency. Due to the important role played by the
pair BCCH/BSIC, the operator sets up these values using automatic frequency planning
tools.

In UMTS and HSPA networks, a set of 512 scrambling codes are reserved to identify
unequivocally a cell. The planning process is simpler in respect to that used in GSM/DCS
networks, since the available number of scrambling codes is much larger than the num-
ber of BCCH frequencies. As a result, no automatic frequency planning is needed, and
operators only have to assign different scrambling codes to different cells within neigh-
bourhoods. The assignment of these scrambling codes is done using scrambling code
planning tools.

Nevertheless, because there would be too many comparisons to make, terminals could
not search for 512 codes without experiencing long delays from power-on to the service
availability. To mitigate this delay, the set of 512 codes has been divided into 64 sec-
ondary synchronization codes, each of them containing eight primary scrambling codes.
During the synchronization procedure, the terminal finds the slot and frame boundary
detecting the primary and secondary synchronization codes, respectively. Once the sec-
ondary synchronization code has been found, the terminal derives the complete identity
of the cell detecting its transmitted primary scrambling code (1 out of 8) [4].

In a similar way, in LTE networks, a set of 510 reference signals is reserved to identify
unequivocally a cell. Each reference signal can be divided into two 2-dimensional (fre-
quency and time) sequences, called pseudo-random and orthogonal sequences. There is a
total of 170 different pseudo-random sequences, each one corresponding to a cell identity
group. Moreover, there are three orthogonal sequences defined within each cell identity
group, each one corresponding to a unique cell identity. During the synchronization phase,
the terminal derives the specific cell identity from the primary synchronization signal, and
the cell-identity group from the secondary one [27].

The Femtocell Case

Since femtocells can appear or disappear at any time or be moved to different locations,
femtocells must be able to self-configure their PCI during the booting procedure in order
to minimize collision/confusion with other macrocells and femtocells (Figure 8.11). To
achieve this target, two different strategies can be followed [28]:

• The operator automatically assigns a PCI to the femtocell over the backhaul connection
during the booting procedure.

• The femtocell collects information about what PCIs are being used within its neigh-
bourhood, using sensing techniques, and then it randomly chooses a PCI that does not
collide with the existing ones.

Due to the foreseen extensive use of femtocells (thousands of femtocells deployed
within the coverage area of several macrocells), the selection of the PCI is not a trivial
task, and the reuse of the PCIs in different regions will be unavoidable.
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Figure 8.11 Collision and confusion

Considering the handover procedure, for example, if one macrocell has two neigh-
bouring femtocells with the same PCI, it will not be able to distinguish between both
(confusion), and the handover is likely to fail, resulting in a dropped call.

To avoid collision/confusion between the macrocell and femtocell layer, the operator
needs to identify a set of PCIs for the femtocells that will not be permitted in the macro-
cells. This kind of planning is necessary to avoid a newly added femtocell from starting to
use a PCI that is already being used by a given macrocell. As a result, only a small range
of PCIs will be reserved for the use of femtocells [29]. Therefore, in extensive femtocell
deployments, PCI reuse among the femtocells that are covered by a single macrocell is
unavoidable, causing PCI confusion.

In order to minimize the effect of PCI confusion among femtocells, they must periodi-
cally check whether any neighbouring femtocell is using the same PCI, and select the PCI
that will result in a better performance [26]. If a femtocell decides to change its PCI, this
femtocell should let its connected users know the new PCI before executing any further
action. In this way, confusion can be mitigated.

8.6.2 Neighbouring List

Context

In order to select the best serving cell when the terminal is in idle mode, or to aid the
handover procedure when the terminal is in active mode, the user handset is continuously
making measurements of the received signal strength of neighbouring pilot channels,
i.e. BCCH in GSM/DCS, scrambling codes in UMTS. To speed up this procedure and
simplify the task of the terminal when monitoring the air interface, the serving cell, in
which the terminal is camping, periodically broadcasts the list of pilot channels and cells
that it should measure. This list is generally known as the neighbouring cell list.

After receiving this list, the terminal periodically performs the appropriate measure-
ments, and reports back the results to the serving cell (Figure 8.12). Note that the terminal
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Figure 8.12 Measurements reported by the user terminal to the femtocell based on neighbouring
list. RSSI (Received Signal Strength Indicator) [dB]

can report information only about a limited number of neighbouring cells to avoid exces-
sive signalling overhead. For example, in GSM/DCS networks the limit is set to six cells,
while in UMTS networks it can vary from six up to 32 cells. If more than the allowed
number of neighbouring cells are measured, only the measurements corresponding to the
neighbouring cells with the larger received signal strength are reported.

Since a given network, e.g. UMTS, must support intra-system, as well as inter-system
handover, the neighbouring list on a given cell can contain neighbouring cells of the same
system (UMTS), operating at the same or different frequencies, or cells that might belong
to other systems (GSM, LTE, etc.) or even to other operators.

Due to the relevant role played by the neighbouring list in the cell reselection and
handover procedure, the configuration and set up of the neighbouring list is an important
task in the agenda of network designers. To identify missing or unused neighbouring
relationships that should be added or removed to/from the neighbouring list, network
operators make use of sophisticated network planning and optimization tools. These tools
normally make use of measurements taken from terminals, as well as statics from the
network (call drops, handovers). Once the neighbouring cell list is created, it is updated
on a regular basis (days or weeks), or upon the identification either of missing/unused
neighbours (insertion of a new cell) or trouble situations (handover parameters, call blocks
or drops, etc.).

The Femtocell Case

Since femtocells can appear or disappear at any time or be moved to different locations,
femtocells must be able to self-optimize their neighbouring list dynamically in order to
optimize cell re-selection and handover procedures. Therefore, femtocells must be able
dynamically to:

• include new relationships into the list, e.g. if a new cell appears in the neighbourhood;
• remove the inappropriate ones, for example, if there is an unused relationship or if

there is a large number of failed handover associated with one of them.
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To do this, the femtocell will sense the radio channel searching for neighbouring cells,
and will also instruct its connected terminals to do so as part of the normal call procedure.
If the femtocell detects, or a user reports, a new cell, the femtocell will include this new
cell in its neighbouring list, if it is convenient. It might be helpful for femtocells to
inform about changes in their neighbouring relations to the core network in order to share
this information with other cells [30], e.g. a femtocell receives its initial neighbouring
list through the backhaul in the start up procedure (Section 8.4). Furthermore, different
counters can be used to measure when a neighbouring relation is unused or creates too
many call drops due to handover.

Moreover, since femtocells must support cell re-selection and handover towards the
macrocell layer or other femtocells, the neighbouring list of a given femtocell must con-
sider both macrocells and femtocells. However, the relationship femtocell–macrocell must
be treated in a different way to the relationship femtocell–femtocell due to the individu-
alistic nature of the femtocell. For example:

• In certain cases, it might be better not to handover from a macrocell to a femtocell.
Imagine a fast macrocell user moving across a large residential area. In this case, it
would be better to keep the user in the macrocell than to handover the user across several
femtocells or to the macrocell. In this way, the signalling overhead due to handover
will be decreased, as well as the probability of dropping a call due to handover failure.

• In other cases, it might be better not to handover from a femtocell to a macrocell.
Imagine a femtocell user located indoors but close to an open window. It is possible
that the signal strength coming from the macrocell may be larger than the one coming
from the subscriber femtocell. However, it may be preferred to keep the user on the
femtocell to off-load the macrocell or because the femtocell user could get cheaper
calls in the femtocell.

In addition, in macrocells, the neighbouring list has been limited to 32 positions to
speed up the measurement and updating. However, in large femtocell deployments this
number will be insufficient to handle all femtocells within a macrocell. Therefore, novel
structures and algorithms are needed to handle more neighbours and their different nature
with a fast response.

In [31], Amirijoo et al. present a method for the automatic configuration and opti-
mization of the physical cell identity and neighbouring cell list in LTE networks. The
proposed technique is based on measurements reported by the user terminals to detect
and resolve PCI conflicts, and update the neighbouring list. In this case, the mobiles are
capable of detecting cells that are not included in the neighbouring cell list of the serving
cell. Then, the detected cells are included in the neighbouring list of both the serving and
the target cell upon previous negotiation. If a PCI conflict is detected, the serving cell
reports it to the OSS. The OSS will decide which cell should change PCI in order to
resolve the conflict, and will assign a new PCI to the selected cell that is not used within
the neighbouring cell list of the neighbours and neighbours’ neighbours. This algorithm
is fully automated and does not require the involvement of the operators. The algorithm
converges to an stable solution, where there are no PCI conflicts and the neighbouring
list is complete. However, this algorithm has not been challenged with large femtocell
deployments where hundreds of femtocells exist within a macrocell.
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8.6.3 Spectrum Allocation

In this section, we overview the two options that operators have when assigning their
licensed spectrum to the macrocell and femtocell layers. The idea here is not to self-
organize the spectrum allocated to both layers, but to present concepts that are used in
the following sections.

The operators can follow two different strategies to assign the licensed spectrum
between macrocells and femtocells:

• In an orthogonal deployment , a fraction of the spectrum is used by the macrocells,
while the other fraction is used by the femtocells.

• In a co-channel deployment , both the macrocell and femtocell network reuse the same
radio spectrum (reuse factor 1).

In an orthogonal deployment of macrocells and femtocells, cross-layer interference is
neglected, and femtocells only need to avoid interference from/to other femtocells. How-
ever, as explained in Chapter 6, orthogonal deployments will result in an inefficient usage
of the radio spectrum, which is extremely expensive and undesirable for the operators. In
the contrary, a co-channel deployment of macrocells and femtocells would enhance the
spectral efficiency (bit/s/Hz) at the expense of using more complex interference mitigation
techniques.

Orthogonal deployment is supported by companies such as Comcast in the USA, which
have acquired spectrum that will be exclusively used by their WiMAX femtocells. How-
ever, co-channel deployment seems to be the favourite approach of most of the operators,
due to the higher frequency reuse.

In a co-channel deployment of CSG femtocells, the interference conditions are more
severe and technically more challenging than in an orthogonal deployment. For example:

• In the DL, a femtocell can jam the communication of a close macrocell user connected
to a far macrocell, due to the leakage of power of the femtocell from indoors to outdoors.

• In the UL, a macrocell user connected to a far macrocell transmitting with high power
can jam the connections of a close femtocell due to imperfect shield provided by the
walls.

This interference can downgrade the overall network performance. Macrocells that
before could provide service might become useless now due to the presence of numerous
femtocells. In this way, the possibility of having extensive femtocell deployments will be
diminished or even neglected. Therefore, new approaches to solve this problem must be
investigated.

In the co-channel deployment of CDMA femtocells, the self-optimization of the trans-
mitted power is a key factor to avoid cross- and co-layer interference. In this kind of
systems, all users share the same bandwidth, being the radiated power by a user seen as
interference by all the others. Therefore, decreasing the transmitted power, the noise rise
and the interference can be minimized.

In the co-channel deployment of OFDMA femtocells, although important, the
self-optimization of this power is not the only way to avoid interference. In this kind
of system, sophisticated sub-channel assignment techniques will also help to mitigate
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cross- and co-layer interference. However, the joint allocation of both power and
subchannels will provide a better result.

In the following two sections (Section 8.6.4 and Section 8.6.5), power and subchannel
self-organization techniques are depicted.

8.6.4 Power Selection

The self-optimization of the radiated power by the femtocells will play one of the most
important roles in successfully deploying a femtocell layer. In order to mitigate the cross-
and co-layer interference, femtocells must dynamically tune their radiated power (con-
trol/data channels), according to the changing conditions of the environment (passing
users, channel state, etc.).

The self-optimization of the transmitted power will help to:

• adapt the femtocell coverage to the household structure;
• reduce the interference created towards macrocell users passing by;
• reduce the attempts of macrocell–femtocell handover by underlay macrocell users.

In the following, different techniques for the self-organization of the radiated power by
a femtocell are presented.

Self-Organization of the Radiated Power Taking the Presence of Close Cells
into Account

Claussen et al. have proposed an attractive approach for mitigating cross-layer interference
[32]. This technique has been devised to minimize cross-layer interference in UMTS
scenarios, but it can be extended to co-layer interference and other technologies.

In downlink, this approach consists of a power control algorithm for pilot and data
channels that ensures a constant femtocell coverage. Each femtocell C

femto
i sets its power

Pi to a value that on average is equal to the power received from the closest macrocell
Cmacro

j at a target femtocell radius r , selected according to the features of the household
(Figure 8.13). In this way, a constant femtocell radius is warranted independently of the
physical distance from the macrocells. The maximum femtocell transmitted power Pi can
be computed as:

Pi = min




Pj + Gj − Lj − Lpj (d)︸ ︷︷ ︸
macro power at femto radius

− Gi + Li + Lpi(r)︸ ︷︷ ︸
femto channel gain at femto radius

Pi,max

(8.1)

where Pj denotes the power transmitted by macrocell Cmacro
j , Lpj (d) indicates the average

macrocell path loss at the macrocell distance d , Lpi(r) represents the average femtocell
path loss at the target cell radius r , and Pi,max is the maximum power that can be radiated
by femtocell C

femto
i . Moreover, G stands for the antenna gains and L for the equipment

losses. Note that decibels are used in this formulation.
In reality, the power received from the strongest macrocell can be estimated based

on average channel modelling, or using path loss measurements at the femtocell target
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Figure 8.13 Self-optimization of the femtocell radiated power based on the received power from
the nearest macrocell

radius. However, this would require femtocell knowledge of macrocell data (position,
power, etc.). To avoid this, the power received from the strongest macrocell can be
derived using the in-built sensing capability of the femtocell (listening mode) or user
measurement reports.

In uplink, a maximum interference allowance is set for each macrocell Cmacro
j . After-

wards, this budget is shared between all the existing femtocells C
femto
i under the macrocell.

The maximum user transmitted power PUE can be computed as:

PUE = min

{
Pj,budget

N
+ Lpj (t)

PUE,max

(8.2)

where Pj,budget denotes the maximum allowed interference in macrocell Cmacro
j coming

from the femtocells, N indicates the number of femtocells under the macrocell coverage,
Lpj (t) represents the current path loss from the femto user to the macrocell, and PUE,max

is the maximum power that can be radiated by subscriber UEfemto
x .

This technique can be further improved by sharing this budget only between femtocells
with active UL connections, and by dynamically computing the budget according to the
current interference conditions (noise raise) of the macrocell sector.

Self-Organization of the Radiated Power Taking the Handover Attempts into
Account

Claussen et al. [33] have presented a method for coverage adaptation that uses information
on mobility events of passing and indoor terminals. Each femtocell sets its pilot power
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to a value that maximizes its coverage and minimizes on average the total number of
attempts of passing and indoor users to connect to the femtocell.

Let us define an unwanted event as those handovers or attempts to handover in which
the user connects to the femtocell and immediately hands back to a macrocell or another
femtocell. This fast hand back may be produced either by passing users moving across a
residential area that continuously hands over from an open femtocell to another or to the
umbrella macrocell, or by non-subscribers trying to connect to CSG femtocells. Wanted
events, contrarily, are those allowed handovers that stay longer than a predefined time.

In this model, the femtocell counts the number of unwanted and wanted mobility
events. If the number of unwanted events is larger than a given threshold n1 per time t1,
the femtocell reduces its pilot power by a step of �P1. If the number of unwanted events
is smaller than a given threshold n2 per time t2, the femtocell increases its pilot power
by a step of �P2. These parameters must be tuned according to the scenario to achieve
optimal performance. Note that after decreasing/increasing the pilot power, the mobility
event counters are reset.

Using this technique, the femtocell coverage shrinks when the leakage of power from
indoors to outdoors is large, causing unwanted mobility events, or increases when there
are no passing users around the femtocell premises (Figure 8.14).

Self-Organization of the Noise Rise Threshold in the Femtocell

In [21], the authors propose to address UL interference from uncontrolled macrocell and
femtocell users by tuning the noise rise threshold in the femtocells.

This uncontrolled interference occurs in the following scenarios:

• A macrocell user located in the femtocell premises and transmitting at high power in
the UL can jam the UL communications of the femtocell due to the short path loss
between this macrocell user and the femtocell. This is a common scenario in CSG
femtocells.

• A femtocell user can generate a large UL noise rise at its own femtocell if this user
is located too close to the femtocell and can not be powered down due to its limited
dynamic range.

In this case, the femtocell will allow a greater UL noise rise in order to cope with this
type of interference, thus the throughput of the UL femtocell users is unaffected. Note that
this parameter needs to be modified only when the interference is strong, and afterwards,
it can be returned to its normal value.

However, allowing greater noise rise thresholds will increase the UL interference caused
at the macrocells, thus the performance of the UL macrocell users is degraded. In addi-
tion, when operating at large noise rise thresholds, bursty interference will create large
fluctuations in the signal quality of the femtocell pilot that power control may not be able
to cope with [34]. Therefore, a better solution could be to adapt dynamically the noise
figure of the femtocell. This technique is introduced in the following section.
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Figure 8.14 Self-optimization of the femtocell coverage power based on the number of unwanted
mobility events

Self-Organization of the Receiver Gain in the Femtocell

In [21], the authors propose addressing UL interference from uncontrolled macrocell and
femtocell users by tuning the receiver gain (noise figure) of the femtocells. In this way,
the dynamic range of the femtocell is moved such that the interfering UL users do not
block the femtocell UL communications. In this way, the interference is closer to the
thermal noise level, leading to a lower noise rise operation. As a result, the interference
is desensitized (attenuated) at the receiver, leading to a larger noise figure. Note that this
parameter needs to be modified only when the interference is strong, and afterwards, it can
be returned to its normal value. The effect of such attenuation could be to increase the UL
power of the users connected to the femtocell, and therefore, the UL interference caused
to the macrocells. As a safety mechanism the femtocell must limit the UL transmission
power of its connected users in order to decrease the interference towards the surrounding
macrocells.

8.6.5 Frequency Allocation

As introduced in Section 8.6.3, OFDMA femtocells can fight interference not only by
optimizing its transmitted power, but also using sophisticated subchannel assignment algo-
rithms. The target of these self-organization techniques is to allocate different subchannels
to those connections that could suffer from interference due to the presence of others.

Figure 8.15 represents a downlink scenario where a loaded macrocell uses all the
available subchannels to transmit information to its users. However, when a macrocell
user, e.g. user 6, is located close to a femtocell, e.g. femtocell 2, it can happen that
the macrocell user 6 and femtocell 2 employ the same subchannels. This is illustrated
by the spectrum occupancy of links L2 and L6, which occupy subchannels 3 and 4
simultaneously, this results in a large DL interference for macrocell user 6. This problem
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Figure 8.15 Downlink allocation of OFDMA subchannels in a macro/femtocells network with
co-channels assignment

can be avoided by means of self-organization, monitoring the air interface and assigning
different subchannels to user 2. For instance, the spectrum occupancy of users 1 and 5
illustrates how interference can be avoided by the femtocell whilst providing sufficient
resources for a satisfactory user experience.

In the following, different strategies to mitigate interference in femtocell scenarios
through the self-organization of subchannel allocation are presented.

Self-Organization of the subchannel Assignment Based on Broadcast Messages

In [35], López-Pérez et al. present a method for the distributed assignment of subchannels
for OFDMA femtocell networks, based on the broadcast of information messages between
neighbouring femtocells (Figure 8.16) (Section 8.5.2).

The idea is that each femtocell estimates the probability of usage of each sub-channel
and distributes this information to its neighboring femtocells, sending a local broadcast
message. Besides these sub-channel usage probabilities, the broadcast message also con-
tains information about the power applied to each sub-channel, and the power of the pilot
signal. Based on the information obtained from its neighbors over the broadcast messages,
a femtocell prioritizes the usage of its sub-channels, i.e. according to the following quality
indicator:

badnessj (k) =
∑
i∈Nj

p
interf
i (k) · pusage

i (k), (8.3)

where Nj is the set of the neighbours of node j , p
usage
i (k) ∈ [0, 1] denotes the probability

of usage of subchannel k in femtocell Fi , which was reported by the last broadcast, and
p

interf
i (k) ∈ [0, 1] indicates the intensity (near/far femtocell) of the possible interference

coming from Fi to Fj .
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Figure 8.16 Subchannel self-organization by means of message exchange

The femtocell uses the badness value to update the subchannel assignment of its
users. This update procedure is performed periodically, and the time between consec-
utive updates is randomly chosen from the interval of [0, . . . , 2Tbc] time units. This is
done in order to avoid that several femtocells change their sub-channel allocation at the
same time (coordination).

Between updates, the femtocell collects the messages broadcast by its neighbors. These
are processed at the next update, in which the femtocell first recomputes the badness
of each subchannel based on existing messages. Afterwards, the femtocell rearranges its
sub-channel allocation so that the users get assigned to the sub-channels having the lowest
badness values. Finally, it estimates its own sub-channel usage probabilities using the new
assignment and broadcasts them to its neighbors.

To compute p
usage
i (k) in femtocell Fi , a monotonically decreasing function is used. In

this function the busy subchannels have a much larger probability of usage than the idle
ones. Nevertheless, not all busy and idle subchannels have the same probability of usage
(Figure 8.17). In this way, the femtocell indicates to its neighbouring femtocells which
subchannel will be used or freed if a new user connects or disconnects.

0 1 2 3 4 5 6 7 8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Subchannel Priority

P
ro

ba
bi

lit
y 

of
 U

sa
ge

Subchannel
3

Subchannel
0

Subchannel Subchannel Subchannel Subchannel Subchannel Subchannel
4 6 2 5 1 7

Figure 8.17 Probability of subchannel usage. In this case, there are eight available subchannels,
and three of them are being used by the femtocell (subchannels 3, 0 and 4). If a new user appears,
it will be assigned to sub-channel 6, while if a user disappears, sub-channel 4 will be freed
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Figure 8.18 Subchannel self-organization by means of message exchange. In this case the fem-
tocell radius is set to 10 m, and the SINR of the maximum and minimum RAB (modulation and
coding scheme) is set to 20 dB and 0 dB, respectively

To compute p
interf
i (k), the following model is used. Given a worst case scenario, where

a femtocell A, whose cell radius is rfemto , provides coverage to a user B located in its
cell edge (Figure 8.18), and considering the following:

• The maximum interference Imax that user B can suffer leads to a minimum SINR
SINRmin , which is the SINR threshold of the minimum RAB defined in the system.

• The minimum interference Imin that user B can suffer leads to a maximum SINR
SINRmax , which is the SINR threshold of the maximum RAB defined in the system.

Note that Imin and Imax can be calculated as follows:

Imin = CA,B

SINRmax

− α2, Imax = CA,B

SINRmin

− α2 (8.4)

where σ stands for the background noise density.
Then, by using the signal strength Ci,j (k) of the subchannel k and the linear penalty

function defined by Equation (8.5), the intensity of the possible interference (near/far) can
be derived. Note that Ci,j , Imax and Imin must be in mW.

p
interf
i (k) =




1, if Ci,j (k) > Imax

Ci,j (k) − Imin

Imax − Imin

, if Imin < Ci,j (k) < Imax

0, if Ci,j (k) < Imin

(8.5)

It is to be noted that using the pilot signal power indicated in the broadcast message, and
measuring the pilot signal strength of the sender, the receiving femtocell can estimate the
path loss to the sender. Furthermore, using this path loss and the indicated power applied
in each sub-channel, the receiver can estimate the received signal strength from the sender
in each sub-channel.

Self-Organization of the Subchannel Assignment Based on Measurement Reports

In [35], López-Pérez et al. present a method for the distributed assignment of subchannels
for OFDMA femtocell networks, based on the use of measurement reports sent by the
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Figure 8.19 Subchannel self-organization by means of measurement reports

subscribers to the femtocells (Section 8.5.3). This approach has been initially designed
for the femtocell layer, but it can be applied to two-layer networks, if the measurement
reports contain information about the macrocells.

In this approach, a user UEx sends an MR MRx to its serving femtocell Fi on a regular
basis Tmr (Figure 8.19). A MR MRx indicates the received signal strength suffered by
user UEx in each sub-channel k. Then, femtocell Fi eventually updates its subchannel
allocation according to all MRs received. This update event happens after a random
distributed time after the last update event in Fi . In this way, that several femtocells
change their subchannel allocation at the same instant is avoided.

When an update event happens, femtocell Fi gathers the information of all received
MRs and builds an interference matrix Wi . The dimensions of Wi are Mi × K , where
Mi denotes the number of users connected to femtocell Fi , and K indicates the number
of subchannels. Furthermore, wm,k represents the received signal strength or interference
suffered by user m in subchannel k.

Once the interference matrix Wi is built, Fi computes its new subchannel allocation
using the following optimization procedure, whose target is to minimize the sum of the
overall interference suffered by the users of the femtocell.

min

Mi−1∑
m=0

K−1∑
k=0

wm,k · γm,k (8.6a)

subject to:

Mi−1∑
m=0

γm,k ≤ 1 ∀k (8.6a)

K−1∑
k=0

γm,k = 1 ∀m (8.6b)

γm,k ∈ {0, 1} ∀m, k (8.6c)

where γm,k is a binary variable (Equation 8.6d) that is equal to 1 if user m is using
subchannel k, and 0 otherwise. Assumption (8.6b) ensures that a subchannel is assigned
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to at most one user, while assumption (8.6c) ensures that all connected users have only
one subchannel.

This optimization problem can be solved efficiently using backtracking, since its solu-
tion space is small due to limited number of users that can connect to a femtocell at a
time, e.g. four.

In the following, the performance of these two self-optimization techniques (broad-
cast messages and measurement reports) is briefly depicted in order to highlight some
related issues. Note that for comparison, two more subchannel assignment techniques are
presented:

• A worst case assignment where the femtocell always assigns the first free subchannel
starting from k = 0.

• A random assignment where the femtocell randomly selects a free subchannel from the
available ones.

The scenario used in this experimental evaluation consists of an ideal free space area
of 300 × 300 m, with a wide deployment of 130 femtocells. Although, this scenario can
be considered as not realistic, it represents a worse case scenario since the signals of
interfering femtocells are not attenuated by the presence of obstacles. Moreover, users are
generated according to a Poisson process (intensity λ), and they stay in the system for a
certain time, which is exponential distributed (mean ψ). Only the DL case is considered
in this simulation. Note that the users are normally distributed within the coverage area
of the femtocells. Figure 8.20 and Table 8.1 show the scenario and parameters of the
experimental evaluation, respectively.

Figure 8.21 illustrates the cumulative distribution function of the SINR experienced
by femtocell subscribers in a femtocell scenario. This figure shows that the message-
broadcast and the measurement-report based methods perform better than does random
assignment. This fact shows that using self-organization, the performance of the system
can be enhanced. Moreover, the fact that the method using measurement reports outper-
forms the one using message broadcasting suggests that utilizing information collected at
the user positions is important for the avoidance of the interference. Note that the infor-
mation collected at the femtocell position does not accurately estimate the interference
circumstances of a user. Imagine a femtocell user located indoors but close to an open
window, the interference suffered by this user coming from a nearby macrocell is not
the same as that felt in the position of the femtocell, which is located far away from
the window and shielded by the house walls. Therefore, it is recommended that informa-
tion collected at the user position (measurement reports) should be used when devising
self-organization algorithms for tuning the RF parameters of the femtocells.

8.6.6 Antenna Pattern Shaping

As can be derived from above, the leakage of power from indoors to outdoors due to
femtocell deployments, will not only increase interference, but also the core network
signalling due to unwanted mobility events. To avoid this leakage of power, two differ-
ent techniques that can be combined have been presented in Section 8.6.4, taking into
account the influence of the closest macrocell or the number of unwanted mobility events.
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Figure 8.20 Simulation scenario. The black points denote the femtocell positions, the circum-
ferences indicate the femtocell coverage areas, while the links between femtocells represent a
neighbourhood relationship between those femtocells. Femtocell A is a neighbour of B if the
received signal strength coming from A is larger than the sensitivity of the antenna of B. Note that
in this scenario, the neighbourhood relationships are symmetric, if A is neighbour of B, then B is
neighbour of A. However, the existence of asymmetric relationships will not affect the performance
of the proposed algorithms

However, the performance of these techniques can be further improved by tuning not only
the output power, but also the antenna pattern of the femtocell (Figure 8.22).

When using a single omnidirectional antenna, the femtocell can only self-optimize
its radiated power in order to minimize its impact on the macrocell layer and other
femtocells. However, it could happen that in order to reduce the number of unwanted
mobility events, a femtocell has significantly to reduce its power. In this way, the indoor
coverage provided by the femtocell may be compromised, thus resulting in an inadequate
subscriber performance. To solve this issue, multiple antenna elements can be installed in
the femtocell to create different antenna patterns that will be used to adapt the femtocell
coverage to the scenario. Nevertheless, using multiple antenna elements in the femtocell
might be inconvenient due to the tight size and price constraints required to commercialize
a femtocell successfully. Therefore, these multiple femtocell antenna elements must be of
reduced volume and cost. Moreover, the system handling the array of antenna elements
must be of low complexity. As a result, simple antenna switching systems are preferred
over complex beam forming.
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Table 8.1 Simulation parameters

Parameter Value

Scenario size 300 × 300 m

Femtocells 100

Carrier 2.3 GHz

Bandwidth 5 MHz

Duplexing TDD 1:1

DL symbols 19

UL symbols 18

Preamble symbols 2

Overhead symbols 11

Frame duration 5 ms

Subcarriers 512

Pilot subcarriers 48

Data subcarriers 384

Subchannels 8

Femtocell radius 10 m

Femtocell TX Power 10 dBm

Femtocell antenna gain 0 dBi

Femtocell antenna pattern Omni

Femtocell antenna sensitivity −108 dBm

Femtocell noise figure 4 dB

User antenna gain 0 dBi

User antenna pattern Omni

User noise figure 7 dB

User body loss 0 dB

Expected user/hour (λ) 1500

Mean holding time (ψ) 600 s

Broadcast message frequency 10 s

MR frequency 10 s

Thermal noise density −174 dBm/Hz

Path loss model COST 231Hata

In [36], Claussen et al. present a femtocell architecture, where four low-size low-cost
antennas are installed in the femtocell access point. Nevertheless, in this architecture,
no more than two antennas are used simultaneously at any time in order to keep the
impedance mismatch low. The use of one or the combination of two antennas can generate
10 different antenna patterns.



256 Self-Organization

1.0

0.8

0.6

cd
f

0.4

0.2

0.0
−40 −20 20 400

SINR (dB)

measurement reports

MDF w/ scheduling

random assignment

worst assignment

Figure 8.21 Cumulative distribution function of the SINR experienced by femtocell users

The target of the self-optimization procedure here is to select the antenna pattern and
pilot power that maximize the indoor coverage, and minimize the number of mobility
events. For that, during operation, the femtocell:

• counts the number of unwanted and wanted mobility events, in a similar way to the
one presented in Section 8.6.4;

• periodically collects information about the coverage performance of all defined antenna
patterns performing path-loss measurements.

These measurements can be derived using the in-built sensing capability of the femtocell
and information on its transmit power and antenna gain, or from measurement reports
coming from the femtocell end-users.

Then, if the number of unwanted events is larger than threshold n1 per time t1, the
femtocell reduces its pilot power by a step of �P1, but if the number of unwanted events
is smaller than threshold n2 per time t2, the femtocell increases its pilot power by a
step of �P2. Furthermore, in this case, every time the pilot power decreases or increases
triggered by the mobility event counters, the antenna pattern selection is re-evaluated and
the combination of the best antenna pattern and pilot power are chosen.

In this way, the antenna pattern of the femtocell can be dynamically shaped in such
a way that the indoor coverage is maximized and the number of mobility events is
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Figure 8.22 Self-optimization of the femtocell antenna pattern based on handover events. Using
multiple antenna elements, multiple antenna patterns can be generated. The femtocell will select
the antenna pattern that minimizes the attempt of passing users to connect to the femtocell. In this
way, interference will be also minimized

minimized. This is always done taking the circumstances of the scenario (household shape,
position of subscribers and passing by users, etc.) into account, since the self-optimization
algorithm works on the basis of measurements collected from the environment.
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9
Further Femtocell Issues

Guillaume de la Roche and Alvaro Valcarce

In the previous chapters of this book, several technical topics related to femtocells were
presented. For example, the different architectures were introduced, and the problem of
interference and how to solve it with self-organization were widely studied. However,
there are still other issues that need to be explained, and new solutions have to be found.

Too few femtocell trials were performed to be able to affirm that one solution is better
than another, that is why this chapter mainly provides guidelines and presents different
options, and their advantages and drawbacks.

The issues presented below combine both technical and commercial challenges. The
questions we will answer are listed from the most technical to the most business related,
and are summarized next:

• How can femtocells timing accuracy be ensured at a low cost?
• How can security and authentication be ensured?
• Is femtocell location necessary and what are the options?
• How is femtocell access defined and controlled?
• Why should new applications be developed?
• Are there health issues?

9.1 Timing

In wireless systems, the crystal oscillator ensures the precision of the internal clock. The
internal clock is responsible for:

• the accuracy of the absolute timing to ensure frame alignment between receiver and
transmitter and to avoid Intersymbol Interference (ISI);

• the spectrum accuracy to maintain frequency alignment between the receiver and the
emitter.

Femtocells: Technologies and Deployment Jie Zhang and Guillaume de la Roche
 2010 John Wiley & Sons, Ltd
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The synchronization of clocks is further necessary to reduce interference. For example in
WiMAX, the frames have to be perfectly synchronized in time. Moreover, if the clock is
not accurate enough, errors will occur when creating the frame in the spectrum domain,
and thus frequency shifts of the subcarriers could be observed, making it impossible to
handover from cell to cell. This is called Intercarrier Interference (ICI). Finally, a good
timing accuracy is required to cope with Doppler effects due to moving users. Therefore,
a major challenge for femtocells, and also a condition for making them succeed, is that
their clocks are accurately synchronized.

Many solutions have been proposed for synchronizing clocks, but this becomes chal-
lenging when dealing with the fact that femtocells have to be manufactured at a low
cost. Indeed, the main drawback is that accurate oscillators are very expensive, hence
it has been reported [1] that the crystal represents the highest individual cost item in a
femtocell. That is why some new solutions have to be found, in order to ensure timing
synchronization at a reduced price.

9.1.1 Clock Accuracy Requirements

The accuracy of a clock is usually measured in parts-per-billion (ppb) or parts-per-million
(ppm). These units represent the maximum variation obtained over a high number of
oscillations. For example a watch crystal has a typical error of 20 ppm, giving a maximum
error per day equal to 0.00002 × 24 × 60 × 60 = 1.7 seconds.

In the 3GPP specifications, the requirements defined for a NodeB ask for a precision of
50 ppb. However in Release 6 it has been relaxed to 100 ppb for indoor base stations, and
later in Release 8 is reduced to 200 ppb for Home nodeB with certain standards. Some
typical accuracy requirements for femtocells recommended by 3GPP are summarized in
Table 9.1. Even if it is reasonable for macrocell base stations to afford expensive and
accurate oscillators, this is not the case for FAP, which need to be manufactured at low
prices. Therefore cheap and easily implementable solutions are still required in this field.

9.1.2 Oscillators for Femtocells

Piezoelectricity is the ability of certain materials (like quartz) to create an oscillating
electrical potential when mechanical pressure is applied. The resonance of this material

Table 9.1 Clock accuracy requirements

Standard Frequency accuracy Time/phase

GSM 100 ppb N/A
CDMA 100 ppb 1 µs time
CDMA2000 100 ppb 3 µs time
WCDMA/FDD 200 ppb N/A
WCDMA/TDD 200 ppb 2.5 µs phase
TD-SCDMA 100 ppb 2.5 µs phase
WiMAX TDD 8 ppm 5 µs time
WiMAX FDD 8 ppm N/A
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can be used to create a signal oscillating at an accurate frequency. Cheap crystals usually
have a precision of about 20 ppm. However, the main drawback of such material is that
the oscillation frequency changes with the temperature. Furthermore these changes do
not repeat exactly upon temperature variation, i.e. resonators exhibit an hysteresis in the
frequency variation [2]. That is why in femtocells some more advanced oscillators must
be used, in order to compensate for the errors due to the variations in temperature.

Temperature Controlled Crystal Oscillators

A Temperature Controlled Crystal Oscillator (TCXO) is a type of oscillator that compen-
sates for temperature changes to improve stability. In a TCXO, the signal from a temper-
ature sensor is used to generate a correction voltage that is applied to a voltage-variable
reactance, also called varactor . The varactor then produces a frequency change equal and
opposite to the frequency change produced by temperature, as represented in Figure 9.1.

TCXOs are used in many applications, which is why they are the cheapest accurate
oscillator components. Because when using a TCXO there are always delays between the
measurement of the temperature change and the generation of the frequency correction, the
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Figure 9.1 Temperature compensation with TCXOs
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compensated frequency is not perfectly stable, as represented in Figure 9.1. Hence another
kind of oscillator, called an Oven Controlled Oscillator (OCXO), has been proposed for
improved accuracy.

Oven Controlled Oscillators

An OCXO is an oscillator enclosed in a temperature-controlled chamber. Inside this
temperature-controlled chamber, also called an oven, the temperature is maintained to
a fixed value. That is why with such oscillators the frequency variation is minimized.
OCXOs offer the best possible stability for a crystal. The only oscillators that are more
accurate that have been developed are those based on atomic clocks. However, such
oscillators are expensive compared with TCXOs. Moreover they consume more energy
and are larger. Hence they are unlikely to be embedded inside femtocells.

Hybrid TCXO–OCXO Oscillators

Some hybrid oscillators have also started to be manufactured. These are based on a TCXO
embedded inside a simplified oven. In this kind of oscillator, the temperature inside the
oven does not have to be perfectly stable, because the errors are compensated by the
TCXO. That is why they are cheaper than the usual oven controlled oscillators. The main
features of different oscillators are summarized in Table 9.2.

As explained before, oscillators have to be accurate in time in order to ensure a good
performance of the system. To build femtocells at a low cost, expensive oscillators cannot
be used so there are two possible approaches to ensuring clock accuracy:

• change the crystals from time to time;
• propose methods to synchronize the oscillator with a reference clock.

The idea of asking customers to bring back their femtocells to have their oscillator changed
is inconvenient for both operators and customers. Even if in the future it is expected that
the price of the hybrid oscillators will decrease, it is important to research into new
solutions that will synchronize the clocks, in order to reduce as much as possible the
price of FAPs.

9.1.3 Timing Synchronization

Timing synchronization allows manufacturers to use cheaper oscillators like TCXOs inside
their femtocells [3]. To compensate for the accuracy deviation, external accurate clocks

Table 9.2 Types of crystal oscillators

TCXO OCXO Hybrid

Price Lower Higher Medium
Accuracy Lower Higher Medium
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Figure 9.2 Three main possible femtocell synchronization techniques

are used to synchronize the oscillator. This is done on a regular basis, depending on both
the accuracy of the oscillator in the FAP, and the accuracy of the external source used as
a reference.

As represented in Figure 9.2 there are three mediums linked to the femtocell, that can
be used to perform the synchronization of the clock:

• the backbone connection;
• the sensing of the other cells in the network (both macrocells and femtocells);
• the sensing of external sources like Global Positioning System (GPS) or Television

(TV) signals.

These methods are analysed in the following paragraphs.

Synchronization via Backbone

In this approach, the FAP can use the Asymmetric Digital Subscriber Line (ADSL) con-
nection to synchronize via backbone to a clock on the network of the operator. However
such synchronization could suffer delays because the timings on the Internet can vary in
unpredictable manners depending on the traffic. That is why some protocols, like the IEEE
1588 [4], specify the PTP (Precision Time Protocol) for synchronization in a network.
The aim of such a protocol is to synchronize different clocks with varying precision and
resolution and stability.

The IEEE1588 protocol supports heterogeneous systems and works with two steps:

• establish a master/slave hierarchy of the available clocks;
• synchronize each slave clock with its associated master clock.
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Figure 9.3 IEEE1588 algorithm [4]

In order to synchronize each slave, several steps are necessary in which messages are
exchanged between the slave and the master as represented in Figure 9.3:

• The master clock periodically sends (depending on the stability of the slave clocks of
the system) a SYNC request at time TM1 (TM1 is stored).

• When the slave clock receives a SYNC message it stores the arrival time TS1.
• After a certain delay the master clock sends a FOLLOW-UP message containing the

value TM1.
• The slave clock periodically sends a DELAY-REQ message and stores the departure

time TS2.
• When the master clock receives the DELAY-REQ message, it sends a DELAY-RESP

message containing the time TM2, which is the arrival time of the DELAY-REQ
message.

After this exchange of messages, the slave clock can estimate the downlink transmission
delay DMS (delay from master to slave), which is equal to the difference between TS1

and TM1:

DMS = TS1 − TM1 (9.1)

Moreover, the uplink transmission delay DSM (delay from slave to master), which is equal
to the difference between TM2 and TS2, can be computed:

DSM = TM2 − TS2 (9.2)

Under similar uplink and downlink conditions (symmetric links), the one way delay DW

is the mean of the uplink and downlink delays:

DW = DMS + DSM

2
(9.3)
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Finally the offset of the slave clock with respect to the master clock is:

Offset = DMS − DW = DMS − DSM

2
(9.4)

The slave clock can finally adjust its new timing by adding or removing the corresponding
Offset value.

This synchronization method does a fine adjustment of time, and can be easily imple-
mented to synchronize timing of femtocells with the core network. However, in some
cases like ADSL, the link is asymmetric and the delays DMS and DSM are not equal.
That is why some improvements to the previous algorithm have been proposed in [5].
This approach uses block burst transmission to estimate the asymmetric ratio R of the
communication and consider a more accurate offset:

Offset = DMS − DMS − DSM

R + 1
(9.5)

However, it is important to note that synchronization using an Internet Protocol (IP)
network is not always accurate, due to the fact that delays on the network, depending on
traffic, can vary a lot.

IEEE1588 is not the only protocol that can be used to synchronize via the backbone.
For example Netwrok Time Protocol (NTP) is also a good alternative. NTP uses User
Datagram Protocol (UDP) on port 123 as its transport layer. NTP is based on Marzullo’s
algorithm and it is one of the oldest Internet protocols. However it is still in use to ensure
time distribution on the web. The last version currently in use is the version NTPv4 [6].

Synchronization via the backbone, using IEEE1588 or NTP, suffers two main disad-
vantages:

• latency due to delays in the IP network;
• IEEE1588 and NTP can be bandwidth demanding.

These disadvantages are greater when the femtocell is located several hops from the
timing server. In this case the precision is lower and the synchronization has to be per-
formed on a more regular basis. That is why synchronization via the backbone is only
possible in locations where the mobile operators are sure that there is a high Internet
bandwidth available. To ensure efficient synchronization of the network, other options
can be proposed.

Synchronization via Sensing of the Network

To avoid using the backbone connection as a reference, a good approach could be to
listen to neighbouring cells, in particular the surrounding macrocell. Indeed, the condition
for low price is not requested by the macrocells, which is why they are equipped with
accurate oscillators, and also very often with GPS receivers to synchronize them. This is
why the timing accuracy is high in macrocells, and an efficient synchronization solution
would be for the FAP to listen to the nearest macrocell to synchronize its clock. However,
it also suffers from a major drawback in locations where the macrocell coverage is poor.
Indeed, femtocells have initially been developed to increase indoor radio coverage when
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the macrocell reception is poor, or when there is no macrocell reception, which is the case
for example in rural areas where the first femtocells have been deployed. In such scenarios,
a sensing of the macrocells to synchronize the clock will suffer major drawbacks:

• If the macrocell coverage is poor, some delays or some errors will occur, making such
sensing difficult.

• If there is no macrocell coverage, it will be impossible to synchronize the femtocell.

It could be argued that the second disadvantage is not really valid, because if there is
no macrocell coverage at the femtocell location there is no need for the femtocell to
be synchronized. However, if the femtocell and macrocell do not overlap, it does not
necessarily mean that synchronization is not required, due to the fact that it is possible
that a handset can see both the macrocell and the femtocell. For example, if the clock
is not accurately synchronized it is possible that a subscriber, who enters his home, will
not be able to handover from one cell to another. Moreover, if the frequency shift of
the femtocell is too high, it could happen that the mobile would not be able to decode
the different channels of the femtocell. That is why in rural areas, where the macrocell
coverage is usually lower, other solutions should be proposed.

Note that in the case of successful femtocell deployment, it is possible that many cells
will overlap each other. It could happen, for example, in dense urban scenarios. A good
solution for the synchronization could be, instead of only listening to the macrocells, to
also use the neighbouring femtocells.

In such a scenario, even if the macrocell reception is too poor, femtocells distribute the
timing between each other in order to fine tune their clocks. They listen to neighbouring
timings, and compute an average depending on certain priorities to be defined. Many
similar approaches called gossip algorithms have been proposed in sensor networks in
order to distribute the information among the different nodes [7]. Such methods are
efficient especially when there is a high number of nodes, that is why they are not
expected to be used during the first femtocell deployments.

Synchronization via External Sources

Because in the first deployments the number of neighbouring cells will be low, femtocell
manufacturers also try to use other references to synchronize the clocks. The main reason
is that the sensing of their network via backbone can suffer delays and inaccuracy, while
the sensing of the neighbouring cells via wireless is not always possible. Hence the idea
of using GPS or TV signals has also been proposed.

• GPS is often used for navigation purposes. Thanks to a constellation of satellites it
allows the system to determine not only the location of the receiver, but also its accurate
timing. This is why GPS receivers are widely included in base stations. For example, in
the USA it is mandatory for CDMA2000 to have a GPS receiver. Indeed, GPS signals
are used as a synchronization resource for most of the cellular networks.
GPS do not increase the price of femtocells much because they are mass produced.
Moreover (see below on location), some femtocells will have to include a GPS receiver
for localization purposes, which is why its usage for timing is quite normal. However,
the use of GPS signals indoors poses some important technical challenges, due to the
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fact that GPS reception is poor inside buildings. It means that in most scenarios, if the
femtocell is not located close to the windows, synchronization will not be possible. A
solution to overcoming this problem would be to add an external antenna connected to
the femtocell, but this will make the installation more complicated. Is is also interesting
to note that some enterprises currently focus on the manufacture of more advanced
receivers called a-GPS, that should be able to decode the timing information with low
received power. However, these are not expected to be used during the first femtocell
deployments.

• In many countries, most locations nowadays have good TV reception. The main advan-
tage of such signals is that, since they are broadcast at low frequencies, they penetrate
well inside buildings compared with GPS signals, and indoor reception is good enough
to allow femtocells to be located anywhere inside the building without an external
antenna. That is why some companies have started to include a simplified TV receiver,
just capable of decoding timing, in femtocells [8]. Such receivers also have the advan-
tage of being manufactured in very large quantities, so can be offered at a low price.
They are indeed cheaper than GPS receivers. However, unlike GPS that can be used
worldwide, the usage of TV receivers is area dependent, because the kinds of TV signal
are specific to each region. In locations with new mobile numerical TV networks like
DVB-H for example, TV time synchronization can be very accurate. However, in less
developed countries, with poor traditional TV reception, an accurate synchronization is
more difficult to provide.

9.1.4 Choosing a Solution

As explained before, ensuring an accurate timing at a low cost is one of the most important
challenges in femtocell networks. Different solutions have been proposed but it is hard
to claim that one is really better than the others. Moreover, they all suffer different kinds
of drawback. In general, the more expensive the oscillator is, the more often it has to be
synchronized. Nowadays, OCXO oscillators are very expensive and can not be integrated
inside femtocells. Hybrid TCXO–OCXO oscillators are also too expensive and there are
still a few years to wait until they can be made at a low cost. That is why the current
solution is to use TCXO oscillators and synchronize them on a regular basis. The main
characteristics of the different synchronization methods are summarized in Table 9.3. The
choice of one solution or another will depend mainly on the location, and the specific
requirements of each operator. Another important issue to solve for the operators is to
ensure good security when using their network.

Table 9.3 Synchronization techniques

Backbone Neighbouring cells GPS TV

Advantages Easy Cheap Available Accurate
implementation everywhere

Drawbacks Low Requires good Requires external Location
accuracy macro coverage antenna dependent



270 Further Femtocell Issues

9.2 Femtocell Security

Most potential femtocell customers are very concerned about their privacy. For example,
it is well known that with Wireless Fidelity (WiFi), the use of Wired Equivalent Privacy
(WEP) encryption keys is easy to crack. With femtocells, especially if they are used
in open access, any mobile user is allowed to connect to femtocells, which need to be
secured, in order to protect the private information of the femtocell subscriber, and to
avoid illegal use of the femtocell by unauthorized users.

9.2.1 Possible Risks

In femtocell networks, there are three main concerns related to security that have to be
addressed:

• Network and service availability: since the link between the FAP and the core network
is IP based, there are risks of Denial of Service (DoS) attacks. These occur when,
for example, a hacker connects to the link between the FAP and the core network,
which could overload the processing capacity of the network, and avoid legitimate
subscribers connecting to their FAP. Some other examples could be to degrade or
disrupt the network quality by sending unauthorized messages to the core network.
Such attacks have to be prevented in order to ensure the availability of the network to
subscribers.

• Fraud and service theft prevention: some attacks occur when unauthorized users connect
to a femtocell and make illegal use of it. For example, in CSG mode, it is important to
prevent non-subscribers from accessing a femtocell. Another example would be a user
that authenticates as another femtocell subscriber in order to avoid billing. With such
a fraud all the calls would be paid by the regular femtocell subscriber.

• Privacy and confidentiality: since in femtocell networks the user’s data travels over the
Internet, it is subject to the same security issues as usual IP communications. Moreover,
femtocells are also expected to be plugged into the home network as home gateways. In
this case it is, therefore, important to protect all the data accessible from the femtocell
gateway.

As represented in Figure 9.4, there are three main locations where security risks could
occur:

• on the Internet;
• in the FAP;
• on the wireless link.

All these threats to the femtocell network lead operators and manufacturers to include
secure solutions inside their femtocells. First Internet Protocol Security (IPsec) is com-
monly used as a solution to ensure the link between the FAP and the femtocell gateway
(risk 1). Then some approaches to ensure a secure authentication have been proposed to
avoid hackers controlling the FAP (risk 2).

Finally, some solutions can be proposed to protect the wireless link between the user
and the FAP (risk 3).
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Risk 1

Home user
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femto
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Figure 9.4 Security architecture

9.2.2 IPsec

IPsec is an Internet protocol, whose aim is to ensure security and authentication on the
Internet. It operates on the third layer of the Open Systems Interconnection (OSI) model.
The IPsec standard is defined by Internet Engineering Task Force (IETF). With IPsec,
packets are divided into two parts: an IP header, and the data. The protocol can operate
in two modes:

• Transport mode: only the data to be transferred is encrypted, and the header is not
modified.

• Tunnel mode: all the packet (header and data) is encrypted and encapsulated into a new
packet with a new header.

As represented in Figure 9.5, the IPsec is built to protect the link between femtocell users
and the core network, which is why the tunnel is built between the FAP and the Femto
Gateway (FGW).
IPsec is based on three main protocols:

• A security association protocol. This creates the security keys that will be used for
encryption and to authenticate the two entities at the extremities of the tunnel. The
creation of the keys is based on the secret shared concept, and a complex algorithm is
responsible for sharing the secret between both entities. Different Extensible Authenti-
cation Protocol (EAP) protocols can be used to share the keys. These will be described
in the next section.

Home user
Network

FAP

Internet

IPsec

femto
gateway

Core
Network

Figure 9.5 Security architecture
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• Authentication Header (AH) is a protocol that provides authentication of the contents
of the packet through the addition of a header that is calculated based on the content
in the packet. It is based on checksums that depend on the keys defined by the security
association. Which parts of the packet are used for the calculation, and the placement
of the header depend on the mode (tunnel or transport) and the version of IP (v4 or
v6). AH does not encrypt but only provides authentication.

• Encapsulating Security Payload (ESP) ensures privacy by encrypting the data. This
algorithm uses the key to combine the data in order to encrypt it. Only the security asso-
ciation users know the keys and are able to decrypt at the other side of the IPsec tunnel.

9.2.3 Extensible Authentication Protocol

EAP is a universal authentication framework frequently used in wireless networks. Many
implementations have been proposed depending on the technologies. Few of them have
been applied to femtocells and are implemented in the FGW to ensure security and
authentication.

EAP-TLS

EAP-Transport Layer Security (TLS) is the most well known EAP, and is implemented
by all wireless equipments. It is based on the use of a Public Key Infrastructure (PKI)
to create and manage the digital certificates. EAP-TLS was formerly called EAP-Secure
Socket Layer (SSL), and the last implementation is detailed in [9]. In this protocol, a
certificate authority links the public keys with their respective users. The certificate can
be established automatically by software or manually by the users themselves. The user,
the keys, the certificates and their validity are managed by the PKI.

EAP-SIM

EAP-Subscriber Identity Module (SIM) is an implementation for GSM using a SIM card.
It is defined in [10]. In this approach the shared information between the two entities is
contained on the SIM card.

EAP-AKA

EAP-Authentication and Key Agreement (AKA) is used for UMTS combined with a
Universal Subscriber Identity Module (USIM) card [11]. It is based upon symmetric keys
and it includes optional user anonymity and reauthentication procedures.

EAP-IKEv2

EAP-Internet Key Exchange version 2 (IKEv2) is the improved version of EAP-Internet
Key Exchange (IKE) proposed in 1998. It is a very secure solution that has the following
options:
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• The public key is embedded in a certificate, and the corresponding private key is known
only by one of the two entities (called asymmetric pair).

• Use of passwords known to both the FAP and the FGW.
• Use of symetric keys known by both the FAP and the FGW.

EAP-IKEv2 offers the possibility of choosing a different option for each direction. IKE
is still widely used and the last implementation called IKEv2 is described in [12].

9.2.4 Femtocell Secure Authentication

A secure authentication is important for both operators and subscribers:

• Operators want to be sure that valid mobile users are allowed to connect to the core
network.

• Femtocell subscribers want to be correctly identified in the core network.

Two main efficient technical solutions can be used for this purpose: a X.509 certificate
based authentication, or an authentication using SIM card.

X.509 Authentication

X.509 certificates are usually used for authentication in IP-based networks. With such an
approach, the sensitive information (i.e. the serial number) is stored in a specific hardware
component called Trusted Platform Module (TPM). This element is a protected memory
whose content can not be modified. With this approach, the identification of the FAP is
defined at the manufacturing stage. When a customer purchases a FAP from an operator,
the operator will associate this new customer to the serial number of the femtocell. The
serial number information is given by the manufacturer directly to the operator, so that no
other entity has access to this information. Later, when the customer uses his femtocell,
its public key can only be used together with this serial number.

SIM Card Authentication

Another option to authenticate a FAP is to use a SIM card (GSM) or a USIM card
(UMTS). In this case the protected information to authenticate a user is stored in a SIM/
USIM card, and this has to be installed inside the FAP (see Figure 9.6). In this approach,
when a customer purchases a FAP from an operator, this operator will authenticate the
user thanks to the information stored in both the SIM/USIM card and the Authentication,
Authorization and Accounting (AAA) server.

Comparison of Both Approaches

SIM/USIM have been successfully used by operators for the authentication of handsets.
However this solution suffers a drawback due to the fact that in femtocell networks, unlike
traditional mobile networks, customer IP hosts (i.e. the FAP) are allowed to connect to
the core network. This is a problem since nowadays many laptops are equipped with
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SIM/USIM cards reader. With such laptops, any user could successfully authenticate as
a FAP because it would be recognized by the FGW. Then, such a user could connect
directly inside the core network with the possibility of accessing or modifying operator
specific information. Moreover, with SIM/USIM card authentication, the software in the
FAP could be modified to unlock the FAP, as is the case with mobile phones.

Finally, TPM authentication is not only very difficult to modify, but it also avoids per-
forming the identification of the user inside the core network as represented in Figure 9.7.
The main properties of both approaches are summarized in Table 9.4. It has been verified
that both approaches have some advantages [13]. This is why the use of a hybrid model
that combines both approaches needs to be investigated.

9.2.5 Protection of the Wireless Link

If the previously described authentication mechanisms help to make the femtocell network
more secure, another solution to avoid unwanted users and to ensure privacy would be

Table 9.4 Secure authentication techniques

USIM card X.509

Can be modified Difficult to hack
Protection of core network required No interaction with core network
Manufacturing and distribution of cards needed No cards management
Possibility of using another FAP Change of FAP made by operator
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to protect the wireless channel itself. Hence approaches to optimize the radio coverage
could be proposed to ensure that nobody is able to sniff the channel.

Such approaches can include the use of multi-antennas in the femtocell to preform beam
forming, or the implementation of efficient power control algorithms to avoid radiating
too much signal. An easy solution, for example, is to propose a sleep mode where the
femtocell reduces its power when nobody is at home. Finally, another more radical option
could be, in an enterprise where high security is required, to add special security materials
to the walls to ensure that no RF radiation can penetrate the walls.

If customers are very concerned about the security of the calls or the assurance of their
privacy, another important challenge is related to the provision of efficient emergency
calls, which can only be performed if the FAP is able to locate itself.

9.3 Femtocell Location

Another important challenge related to femtocells is the ability to determine their location.
The location estimation is necessary for emergency call services, but also for other reasons
detailed later. According to a recent survey [14], 80% of the respondents said that it was
important or extremely important that their cell location could be pinpointed on a map.
The reason argued was that, if they pay for a femtocell, they deserve the same service in
the case of emergency call as if they were using their landline.

Concerning the solutions to ensure the location of femtocells, it is possible that the
decisions will be made depending on the regulations in the country where the femtocells
are deployed.

9.3.1 Need for the FAP Location

Determining the location of the femtocell is necessary in the situations given below.

FAP Location for Emergency Calls

When a mobile user performs an emergency call (like 911 in the USA), the call is usually
directed to the dispatch centre corresponding to the area where it was initiated. This helps
emergency services to be more efficient when identifying the address of the caller and
contacting the closest emergency services.

The location is easy to determine when using landline phone services, because each
number is associated to a fixed address. Unfortunately it is not so simple when the calls
are performed using femtocells. Moreover, since femtocell subscribers will have free calls
using their mobiles, it is expected that, if femtocells are deployed, most of emergency calls
will be done via femtocells. This is why, in some countries, severe regulations have been
proposed, in order to ensure an accurate location of the femtocell when an emergency call
is initiated. For example, in the USA [14], under a Federal Communications Commission
(FCC) mandate, an emergency caller’s location must be identified within 50 metres 67%
of the time and 100 meters 95% of the time for handset based location technologies. The
required accuracy will depend on the regulations in each country.
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Each country must also decide if, in the case of closed access femtocells, non-
subscribers should be allowed to perform emergency calls, especially in situations where
there is not sufficient macrocell radio coverage.

FAP Location for Network Planning

Knowing the location of the femtocell can help operators to plan their network. In some
countries, different areas are associated with different parts of the spectrum in order to
avoid different operator frequencies overlapping. If an operator has chosen to allocate one
frequency band for macrocell users and another for femtocell users, it could be useful to
estimate the position of the femtocells. With such knowledge the frequency planning of
the femtocell could be done depending on the frequencies of the neighbouring macrocells.

FAP Location for Access Control

As explained before, some operators allocate different channels depending on the area.
This is why, if a femtocell subscriber chooses to move his FAP to another location, it
is important for the operator to be aware of the new position. Moreover, the operator
can choose to forbid the use of the FAP in certain areas. For example if moved abroad,
the femtocell’s usage should be blocked in order to avoid interference with other opera-
tors. Finally, it may be possible that some applications embedded in the FAPs would be
activated only in some selected regions, which is why localization could be helpful.

9.3.2 Solutions

Different solutions have been proposed to ensure an estimation of the FAP position.

• GPS positioning: some femtocell manufacturers have chosen to include a GPS receiver
inside their equipment. As explained in Section 9.1, GPS suffers low reception inside
homes. However, the FAP is not expected to be moved often and so it could be possible
for it to store the last received GPS coordinate in order to give a good estimation of
the position of the FAP.

• Cell sensing: the position could also be estimated using geolocalization methods. With
such an approach the FAP senses the neighbouring macrocells, and uses triangulation
methods, based on the received signal power or the time of arrival. With such infor-
mation the FAP could estimate its position. However this solution is only possible if
there are several macrocells in the surroundings of the femtocell.

If there were numerous neighbouring femtocells, a collaborative geolocation algo-
rithm could also be performed. With this method, the position, estimated thanks to the
macrocells, is made more accurate by taking into account (with lesser importance) the
information obtained via the sensing of the femtocells.

Finally, it is important to note that cell sensing can be difficult to implement, because
it requires many cells, and because triangulation techniques are not always efficient in
femtocell environments such as urban areas, where many reflections and diffractions
occur.



Access Methods 277

• TV signal: TV signals can be used not only for timing accuracy, but also to estimate
the position of a FAP. The main advantage of such signals is that their levels are
higher than GPS signals, and they use a wide range of frequencies, making them more
efficient against fading. According to [15], it has been verified with measurements in
the USA that using TV signals outperforms GPS, because of its cheaper price and
higher accuracy.

• Internet IP address: it is possible to identify the location by the IP address of the
Internet connection. However this information is not always reliable, unless the whole
chain (Internet and mobile operator) work together to provide this information. In
practice, IP addresses could be used when a unique operator offers a combined gateway
incorporating the broadband router and the FAP.

• Customer address: The last solution is to associate the home address of the subscriber
to its FAP at the sale point. The advantage of this approach is that the exact address is
located. The drawback is that the operator should be informed each time the subscriber
moves to another location.

Some decisions will have to be taken in order to solve the problem of femtocell location.
These decisions will depend mainly on the regulations in the different countries, which
will decide if a location is required for emergency calls, and at which accuracy.

9.4 Access Methods

As explained in Chapter 6, interference is a strong issue in femtocell networks:

• Cross-layer interference is caused by femtocells to the macrocell layer and vice versa.
• Co-layer interference occurs between neighbouring femtocells.

Interference can be reduced by optimizing the resources (e.g. radiated power or allocated
frequencies) of each femtocell. This optimization of the parameters has to be done by the
FAP itself, because in the case of a successful large deployment, the operators will prefer
to minimize their tasks. This is why, as explained in the previous chapter, each FAP has
to be self-configurable (when it is switched on in order to adapt its initial parameters),
and most of the parameters have to be self-optimizable (in order to adapt the femtocell
to the fluctuations of the channel due to the neighbouring users and cells).

Moreover, even if the femtocell network is deployed in a self-organizable manner,
global interference is also strongly dependent on the method of access to the femtocell,
which decides whether a given user can connect or not to the femtocell.

In order to describe the access control procedures, it is important to note that in a two-
layer network, users can be classified into two categories, depending on the connectivity
rights that they are given:

• A subscriber of a femtocell is a user registered in it. Subscribers are thus defined as the
rightful users of the femtocell, and they are usually mobile terminals of the femtocell
owner and close family or friends.

• A non-subscriber is a user not registered in the femtocell.
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According to 3GPP, three access methods to the femtocells, have been proposed: closed
access , open access and hybrid access . The closed access mode is also called Closed
Subscriber Group (CSG), and the list of subscribers of a femtocell is also called the CSG
list. The rights given to each category of users are given in Table 9.5.

On the one hand, in closed access mode, as represented in Figure 9.8, only subscribers
can connect to their femtocell. On the other hand, open access femtocells (Figure 9.9) are
accessible by everyone. Since both approaches have some drawbacks, hybrid access also
has been proposed (Section 9.4.3). In this approach, subscribers have a preferential access
to their femtocell, and non-subscribers have the right to connect with limited access to
the femtocell resources. In the following, the principles, advantages and drawbacks of the
different approaches are described.

Table 9.5 The access modes as defined by 3GPP

Closed access Open access Hybrid access

Subscriber Access Access Preferential access
Non-subscriber No access Access Limited access

Strong signal

2
1

Weak signal
Strong interference

Figure 9.8 Closed access femtocells. Only user 1 can access his/her femtocell. User 2 can only
connect to macrocells
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Strong signal

2

1

Weak interference

Figure 9.9 Open access femtocells. Both users 1 and 2 can connect to the femtocell

9.4.1 Closed Access

In closed access, only femtocell subscribers are allowed to connect to their femtocells. In
this case, the list of registered users is decided by the femtocell owners and set up by the
operator.

The list of authorized users resides in the core network and it is therefore not possible
to modify this information in real time. The current CSG femtocell deployment is based
on a solution where the CSG list is managed by the femtocell owner via a protected
web page. This page allows the customer to login and to add or remove guest users
by entering their mobile numbers. Then, on a regular basis the operator can update the
CSG database in the core network. As will be explained later, non-registered guest users
create a large amount of interference and hence this list should be updated as regularly
as possible. Since this task has a cost, a daily update seems to be a reasonable frequency
for an operator.

CSG Femtocells Deployment

The first large commercial femtocell deployments are to occur in areas where radio cov-
erage from macrocells is poor but broadband connectivity is sufficiently deployed. This
corresponds to certain areas as for example the middle of North America, where the
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first commercial deployments started at the end of 2008. However, in these deployments
interference is not an important issue due to the low population density.

It is expected that most femtocell deployments will be aimed at the home market,
starting in rural areas where the macrocell coverage is poor, and developing progressively
in cities, where there is a higher number of potential customers. In cities, interference
avoidance will play an important role for CSG femtocells.

Technical Challenges and Solutions

In urban scenarios with closed access femtocells, non-subscribers connect through the
strongest macrocell. As a result, cross-layer interference is generated. For example, when a
passing user walks along a street, where many CSG femtocells are deployed, the following
occurs:

• The downlink communication of this user is jammed by the FAPs.
• The uplink communication of the femtocells is jammed by this user.

The closer to the femtocells the mobile user is, the worse the quality of the communication
is, due to this interference. The most challenging case is the scenario where a non-
subscribed outdoor user enters a home where a FAP is located. He then becomes a guest
non-subscriber and produces interference in the whole house. A solution to this is to
authorize non-subscribers to connect for a short period of time. This is in fact equivalent
to a hybrid access model, where the restriction of the guest users resides in the length of
time for which they are allowed to use the femtocell.

Co-layer interference comes up between neighbouring femtocells, especially in dense
deployments. In most cases users install their femtocells in random positions within their
homes. Therefore, subscribers are sometimes severely jammed by neighbouring cells, thus
being unable to connect. For example, in a high building where each floor contains many
flats, many femtocells are visible to each other, resulting in a large amount of interference.

To reduce the negative impact of the femtocells on the overall network, operators and
manufacturers seek new solutions to minimize both the cross-layer and co-layer inter-
ference, hence interference cancellation and avoidance techniques for femtocell networks
are currently a main research challenge.

The ideal solution for mitigating interference would be to adapt the shape of the best
server area of the femtocell to the exact shape of the building. However this is unrealistic
because both the FAP position and the building structure are unknown. The alternative
solution is to adapt the signal level of the femtocell indoors, so that it is larger than that
of any other cell. This can be done through a learning process, where automatic control
algorithms are implemented. For example, in [16], the femtocell listens to neighbouring
cells, and adapts its radiated power considering a security margin so that it is higher than
the other cells.

It is also possible to change the power depending on the time of day, or on the pres-
ence of subscribers. For example a sleeping mode can be implemented, in which the
femtocell reduces its power when no user is connected, and where the signal level is
increased depending on the number of simultaneous users. If automatic power control
algorithms are implemented, FAPs might increase their radiated power while trying to
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achieve a better service quality. Moreover, this may also introduce more interference to
other macrocells and femtocells. This is why any power control algorithms should be
carefully implemented, and adapted depending on the type of scenario.

Another solution for optimizing the shape of the cells, and thus reduce interference,
is the use of sector antennas. This has been proposed [17] to minimize the overlapping
of coverage areas. Furthermore, the use of several radiating elements to perform beam
forming can be used. However it is important to note that sector antennas and multiple
antennas can increase the price of the femtocells if not correctly engineered, which is
why it is important to find simple solutions that can be manufactured at a low cost.

Finally, and as described in previous chapters, another solution for reducing interference
is to use more frequency resources. This is why the use of OFDMA femtocells seems
promising. OFDMA allows the allocation of orthogonal frequency and time resources
to different users. In order to be efficient, frequency subchannels and time slots have
to be properly assigned by the femtocells themselves (see Chapter 8). For example, the
automatic subchannel allocation of WiMAX femtocells has been investigated [18]. It
should also be noted that LTE femtocells, also called Home eNodeB (HeNB)s in 3GPP,
are highly regarded by most of the operators.

Business Model

Closed access is the favourite method for customers of home femtocells according to some
surveys [19]. The main reason is that most of the potential customers are only interested
in paying for a femtocell if they are sure they will have full control over the list of
authorized users. Moreover, femtocells will probably allow all types of user to perform
emergency calls by law. This implies that some resources might be released in order
to assure that non-subscribers can also make emergency calls. This resembles a hybrid
model, where non-subscribers have a limited access that allows them to be authorized to
make emergency calls.

The billing of both the FAPs and the calls also has to be decided. Some operators will
prefer to sell the FAP at a fixed price and then propose a preferential price for calls. Other
approaches would be to include the rent of the femtocell in the monthly price, with or
without a preferential price for the calls. However, it is expected that to attract customers,
operators will offer special rates or free calls to the femtocell subscribers. Moreover, the
first billing solutions that have been implemented base the price of the whole call on the
cell where the call was initiated. Some more advanced solutions should be proposed to
change the billing during the call duration.

Finally, the problem of femtocell guest users must also be solved in the case that a
roaming agreement exists between the operators of the subscriber and the guest’s.

9.4.2 Open Access

All users (subscribers and non-subscribers) are allowed to connect to open access femto-
cells. There is thus no distinction between these two groups, who are referred to as users.
Open access femtocells can be deployed in three main different scenarios:
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Open Access Deployments

If the first femtocell deployments are mainly in closed access mode, different scenarios will
appear in the future. This will mainly be due to the fact that, if FAPs are manufactured at
low prices, they could be advantageous for planned indoor deployments compared with
other approaches like Distributed Antenna System (DAS) or picocells. The main open
access femtocell scenarios are:

• Open access home deployments could occur in dense areas where interference is high.
Indeed, such an approach would allow an improvement in the performance of the
network, by solving the problem of passing or guest users, thus reducing both co-
layer and cross-layer interference. However, open access reduces the performance for
subscribers and increases substantially the amount of handovers between cells due to
the movement of outdoor users. This has a negative effect on the operator because the
signalling in the network increases and calls can drop due to failure in the handover
procedure.

• Enterprise deployment may also be targeted in the future for the industry, SMEs or
even larger companies. This case is different from previous scenarios in that the size
of the environment requires the use of several femtocells. Femtocells can be either
deployed by the operator or self-installed by the end-customer. If they are deployed
by the operators, they can be planned, thus improving system performance. Moreover,
if femtocells are self-configurable, such a deployment would be interesting for the
operator who would not have to care about maintenance. In this scenario femtocells
will be open access so that all the employees can connect to them.

• Hotspot deployment is also planned to occur in the future in a similar manner to
the widely deployed WiFi hotspots. They could be deployed in public areas such as
airports, parks and train stations in order to improve coverage. Moreover, the idea of
outdoor femtocells deployment, also referred as metrozone [20] has been investigated.
However such deployment will not occur in the near future until femtocells are totally
self-configurable in order to reduce negative impacts on the macrocell layer. Moreover
the problem of deploying an outdoor ADSL backbone still has to be solved before this
can be implemented.

Interference in Open Access

In order to improve performance, the ideas for reducing interference proposed for closed
access (power configuration, multiple and sector antennas, or OFDMA) are also necessary.
To illustrate this, several system-level simulations have been performed using the simulator
presented in Chapter 5. The test environment was a residential area where WiMAX
femtocells and a macrocell have been deployed. The simulator is based on a deterministic
radio coverage calibrated with real measurements [21]. Numerous Monte Carlo snapshots
were run to obtain statistics of cell throughputs, the histograms of which are displayed in
Figure 9.10.

It was verified here that the overall network throughput of open access outperforms
that of closed access. This is due to the fact that, when non-subscribers connect to the
femtocells, resources are released from the macrocells allowing more users to connect.
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Figure 9.10 Total throughput in a residential area covered by a WiMAX macrocell and 25
femtocells

Furthermore it is clearly seen that a CSG approach reduces the overall network capacity
by almost 15%. Such open access deployment is thus interesting for the operator, because
it increases the capacity of the overall network, and allows the operator potentially to
save energy by reducing the power radiated by its macrocells.

Handovers in Open Access

Mobile users in an open access femtocell network also cause a high number of handovers,
which reduces the overall network performance. Hard handover is the most commonly
supported handover in femtocells [22]. This is due to delays in the backbone connection,
which do not allow the use of soft handovers where the communication is held in parallel
in different cells. Therefore, a passing user will always handover between femtocells in
the street, increasing substantially the signalling in the network.

Furthermore, the chances for an unsuccessful handover also increase, especially if the
neighbouring list is not properly updated. Regardless of this, solutions have been proposed
in which a femtocell-centric sensing of the environment is used to obtain parameters
of the surrounding environment and to update the list of neighbours. Unfortunately, if
femtocells are massively deployed, there could be confusion regarding the cell identities
of surrounding femtocells. Even if the different standards (HSDPA, WiMAX (Wireless
Interoperability for Microwave Access), LTE (Long Term Evolution), . . .) could support
enough cell identities for a femtocell network, the search time might be prohibitive for a
successful handover and calls might still be dropped. Hence, before open access femtocells
are deployed, research is required in order to propose solutions that allow the network to
support more handovers, and to avoid confusion between large numbers of cells.
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In enterprises or hotspot scenarios, femtocells could be planned by the operators. In
this case a similar approach to that used during the deployment of WiFi networks could
be used. However the problem is more complex because the neighbouring outdoor base
stations and femtocells should be taken into account. This is why, in order to optimize
the performance, such a deployment requires a very good knowledge of the environment.
A femtocell deployment tool as described in Chapter 1 can be used for the deployment
of such scenarios.

Business Model

Open access femtocells are unlikely to be deployed in homes due to the preferences shown
by customers, who are more attracted by a closed model. Moreover, in such scenario, it is
not clear who should cover the costs of femtocell maintenance, because such deployment
is more advantageous for the operators.

The commercialization of open access femtocells is mainly targeted at the enterprise
market. A typical scenario would be, for instance, that of a company having an agreement
with the femtocell operator to provide low cost calls to employees when in the office. In
this case the operator would propose a monthly rent for the femtocells. Such a solution is
efficient in ensuring Fixed Mobile Convergence (FMC) [23], because the employees can
perform seamless switch from the indoor network (using landline billing) and the outdoor
network (using mobile operator billing).

In hotspot scenarios, femtocells are used to increase the coverage and capacity of the
network. In this case, they would be deployed by the operator.

9.4.3 Hybrid Access

The main characteristics of both closed and open access are given in Table 9.6.
Concerning the home market, both closed and open access methods suffer some impor-

tant drawbacks:

• Closed access femtocells suffer and cause high interference.
• Customers are unlikely to accept paying for open access femtocells.

Table 9.6 Closed vs open access

Closed access femtocells Open access femtocells

Higher interference More handovers
Lower network throughput Higher network throughput
Serves only indoor users Increased outdoor capacity
Home market SMEs, hotspots
Easier billing Security needs
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Figure 9.11 Hybrid access femtocells. User 1 connects with a preferential access, and user 2 with
a limited access

There is thus a need for a compromise. That is why a new access method called hybrid
has been proposed, based on the principles represented in Figure 9.11 and combining the
two following features:

• a CSG access mode for the users in the CSG list, offering a preferential access,
• an open access mode for the non-subscribers, offering a limited access.

There are many possible solutions to defining an hybrid model, i.e. to define how resources
are shared between subscribers and non-subscribers. As represented in Figure 9.12, three
important factors should be taken into account.

• Time dependency: should the number of shared resources be changed over time or not?
• Treatment of non-subscribers: should a finite amount of femtocell resources be assigned

to all non-subscribers or to individual users?
• Sharing of the resources: should all resources be assigned equally to all users (shared),

or should a fixed amount be booked for subscribers (restricted)?

Some ideas for developing new hybrid models are described below for CDMA and
OFDMA.
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Hybrid Access

Time
Dependency

Treatment of
non-subscribers Use of resoures

Static Dynamic Individual Grouped Restricted Shared

Figure 9.12 Factors defining the hybrid access algorithm

CDMA Hybrid Access

An adaptive access to HSPA femtocells has been proposed and analysed [24]. In this
approach the femtocells, depending on the traffic, allow a certain number of non-
subscribers to access. The number of allowed non-subscribers is carefully adapted, to
avoid decreasing the performance of subscribers.

Using this method, based on system level simulations, it was shown that when several
non-subscribers connect to the femtocell, the performance of the overall network is vastly
increased.

However, in CDMA all users share the same frequencies and hence all users (subscribers
and non-subscribers) interfere with each other. Therefore each time a new user connects
to a femtocell it reduces the performance of connected users. In such a model there is
no preferential access for subscribers, that is why this model is more interesting to non-
subscribers. A solution to this problem could be for the operator to have more than one
frequency band available, and allocate one band for subscribers and the other for non-
subscribers. This would reduce the impact on subscribers. However it is unlikely to occur
due to frequency restriction problems.

In such an adaptive access method, the main challenge is to find the number of
authorized non-subscribers that maximizes the performance of the overall network and
minimizes the reduction of performance of subscribers.

OFDMA Hybrid Access

OFDMA, as explained previously, can help to reduce interference by allocating both
time slots and subcarriers between the different users. In OFDMA systems, subchannels
contain a series of subcarriers, which can be adjacent or not, in order to exploit frequency
diversity. In such a hybrid model, it is possible that some subchannels of the femtocell are
released and used by non-subscribers. Depending on the rate of preferential access given
to the subscribers, the number of subchannels allocated to subscribers will be adapted.
If operators own only a small bandwidth, it is also possible with OFDMA to subdivide
subchannels over the time domain.

Due to its two degrees of freedom (time and subcarriers) OFDMA is an ideal mode
for hybrid models. However the number of resources to share with non-subscribers must
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be carefully balanced depending on the scenario and the time of the day. In general it is
more efficient to dynamically change this number of resources in order to adapt better to
the variations of the channel.

Commercial Challenges

Hybrid models, making a compromise between closed access and open access, are prob-
ably the most efficient in terms of performance. However, a business model for the
deployment of such femtocells must be proposed. A first solution would be to consider
that they could be deployed under the same model as are CSG femtocells, especially if
the chosen model always gives preferential access to subscribers. A fairer solution would
be to propose such femtocells at a lower cost for customers, because they also increase
the performance of the macrocell layer. Another business model could be to adapt the
price of the monthly bill, depending on the number of non-subscribers allowed to use the
femtocell during the month.

9.5 Need for New Applications

As explained in Chapter 2, a major competitor for the femtocells is the use of dual mode
handsets, also called Unlicensed Mobile Access (UMA), providing outdoor communi-
cations via GSM/UMTS and indoor communications via WiFi. These two competitors
(femtocell and UMA), can both ensure the FMC, being the main advantage of the fem-
tocells in that they can be used with any mobile phone. Therefore it is important that
operators and manufacturers work together, in order to propose specific applications that
give a greater advantage to femtocells over UMA.

9.5.1 Evolution of Consumer Interest in Femtocells

Most femtocell manufacturers are currently focusing not only on the technical challenges
as described in this book, but also on the development of new femtocell services. For
example, IPaccess [25] has summarized the consumers’ propositions in historical order
as follows:

• Indoor radio coverage: this was the initial goal of femtocells, i.e. ensuring a good
radio coverage indoors, where the macrocell coverage was not sufficient.

• Cheap calls at home: for users already having a good indoor radio coverage, the
concern is to have indoor calls at a lower price. It is also the main concern for enterprise
femtocell deployment.

• Mobile data: femtocells are not only aimed at voice, but also data services. Data ser-
vices like video and web started to be widely used with UMA, which is why femtocells
have to offer advanced data services.

• Femtozone services: this kind of service is both voice/data, and is used automatically
when the user is in the range of the femtocells. The operators are today very concerned
about deploying such services.
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• Connected home services: a recent concern for customers is the concept of connected
home. This is mainly the case with the scenario of gateway femtocells, were the services
at home (like computer, phone, TV, printer, or camera) are all connected to the same
box . In this case the phone can access mobile services via the femtocell.

Femtozone and connected home services are thus new concepts, and there are currently
few propositions in this area. However, it is important to note that the success of femtocell
technology depends mainly on this new kind of application.

9.5.2 Development of New Applications

Some new applications have currently been deployed and demonstrated at conferences,
in order to advertise femtocells and show their advantage compared to UMA. However,
the contributions are still not sufficient and more innovative ideas need to be developed.

Femtozone Services

To develop new applications, two main specific concepts can be used: the presence concept
and the virtual number concept.

• Presence applications are based on the fact that customers always have their mobile
phone with them. In such a case it is possible to initiate some automatic services each
time the subscriber enters/leaves the range of their femtocells.

For example, when a user enters his home, it could be possible to automatically
upload all the new pictures in the mobile onto the home server.

Another example could be for a mother to set up her child’s mobile, so that she will
receive a Short Message Service (SMS) when the child arrives at home or leaves the
house.

• Virtual numbers can be added in the home. The calls would be managed only by the
femtocell and not by the operator. Such numbers can be used to create groups of users
inside the house. For example, a unique mobile number could be used to reach all the
users inside the house.

Connected Home Services

The notion of connected home services aims at using the femtocell as a link between the
mobile and the home network. Another idea would be to use the mobile to control some
equipment like the TV. With connected home services, the mobile becomes a controller
that helps to manage, via the FAP, all connected equipment inside the house. Such services
could also help to diversify the role of the mobile, thus making more revenue for the
operators.

Femtocell API

Femtocell applications can be implemented in different locations:
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• in the FAP itself for most of the applications,
• in the handset that interacts with the FAP.

For those implemented in the FAP, the applications should be developed by the manufac-
turer. Hence, as already suggested [26], a good option could be that the operator provides
an Application Programming Interface (API), in order to allow external companies easily
to develop their software. This was the case for example with the iPhone from Apple,
where an API is used with success by many third party companies. Another example is
the Android operating system for mobile devices released by Google in 2008.

The API could be provided by femtocell manufacturers with a development kit and
documentation, a software development kit, some easy form of testing and an online
application store. The proposition of such API could be a good approach to help femtocells
overcome UMA, by proposing more innovative services and applications.

9.6 Health Issues

One of the concerns with the use of femtocells is the health issues associated with the
employment of radio frequency radiation. This is a major issue in most Western countries
because many customers are restrained from using wireless technologies due to the fear
of the potential dangers of radio waves. This is hence a major obstacle in the deployment
of the technology that increases the digital divide.

9.6.1 Radio Waves and Health

Since this concern has direct influence in the commercial success of femtocells, the
Femtoforum has produced a document related to health issues in femtocells [27]. This
document was published to reassure the customers by explaining that the femtocells
comply with with RF exposure requirements.

A large amount of research has been and is currently being undertaken in order to try
to find a link between RF radiation, and illnesses like cancer.

It has been shown that high doses of radiowaves can increase the temperature of body
cells and thus also tissues. However this has been legislated for in most countries and, as
long as the law is obeyed, it should pose no danger. It is mainly due to this that:

• No diseases have been related to low temperatures increase.
• The radiowave amplitude has to be extremely high in order to raise body tissue by just

one degree celsius. Hence, strict radiation levels have been defined.

Since it is not easy to link radio waves to body malfunction, researchers have tried
to perform statistical surveys that check the potential effects of RF exposition. However
these typically reveal that those who are not exposed to radiation can also feel sick, and
hence most of the evidence is inconclusive. Therefore the main protection that can be
nowadays guaranteed to the users, is to ensure that the maximum radiated power respects
the existing law.
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9.6.2 Power Levels Due to Femtocells

The RF exposure due to a radio device, at distance r and direction (θ, φ), is often
quantified thanks to the power density S, expressed in W/m2:

S = RGP

4πr2
(9.6)

R(θ, φ) is the normalized radiation pattern in the direction (θ, φ), i.e. R is equal to unity
in the direction of maximum radiation, G is the antenna gain and P the imput power of
the antenna.

The International Commission on Non-Ionizing Radiation Protection (ICNIRP) is an
international organization responsible for fixing the maximum Non-Ionization radiation
(NIR) limits. NIR limits correspond to the maximum authorized RF radiation generated
by RF transmitters. According to ICNIRP [28], the NIR limit for the general public in the
range of 2 GHz − 300 GHz is defined with a power density S = 10 W/m2. This limit has
also been validated by the World Health Organization (WHO), and is used in all countries
in the world.

All FAP, like WiFi access points, use a maximum radiated power equal to 0.1 W. With
such power, and using Equation (9.6), the power density received from a FAP at a distance
r = 10 cm in the direction of maximum radiation, is equal to 1.3 W/m2. This means that
a user located very close to his femtocell will receive a power about eight times smaller
than the authorized limit. Moreover, it is important to note that, in an indoor environment,
the received power at a distance r usually decreases by a proportion equal to 1/r2. This
means that the femtocell user, who will in reality be always located at a larger distance
than 10 cm, will receive a RF radiation very far below the ICNIRP limit.

In fact, the main RF radiation that a user will receive is due to their mobile phone.
This is due to the fact that, during a call, the mobile is located close to the head of the
caller, and, as explained bellow, the power decreases as 1/r2. This is why, in general,
the radiation from the mobile is higher than that from the FAP. Moreover, the power
radiated by a mobile phone is always adapted to ensure a reliable communication. This
means that, in poor radio coverage areas, a mobile phone will have to emit more power
when connecting to an outdoor macrocell, which is why, when using a femtocell, which
ensures a good indoor coverage, the power level radiated by the mobile will be reduced
very much, thus radiating fewer RF waves to the caller’s head.

Finally, femtocells if they are widely deployed, could allow operators to reduce the
power of their macrocells, which would also reduce outdoor RF waves. In this way the
overall level of radio signal, both indoor and outdoor, may be reduced.
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