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Preface

Wireless communication comprises a wide range of technologies, services, and applications that have
come into existence to meet the particular needs of users in different deployment scenarios. Wireless
systems can be broadly characterized by content and services offered, reliability and performance,
operational frequency bands, standards defining those systems, data rates supported, bi-directional and
uni-directional delivery mechanisms, degree of mobility, regulatory requirements, complexity, and
cost. The number of mobile subscribers has increased dramatically worldwide in the past decade. The
growth in the number of mobile subscribers will be further intensified by the adoption of broadband
mobile access technologies in developing countries such as India and China with large populations. It
is envisioned that potentially the entire world population will have access to broadband mobile
services, depending on economic conditions and favorable cost structures offered by regional network
operators. There are already more mobile devices than fixed-line telephones or fixed computing
platforms, such as desktop computers, that can access the Internet. The number of mobile devices is
expected to continue to grow more rapidly than nomadic and stationary devices. Mobile terminals will
be the most commonly used platforms for accessing and exchanging information. In particular, users
will expect a dynamic, continuing stream of new applications, capabilities, and services that are
ubiquitous and available across a range of devices using a single subscription and a single identity.
Versatile communication systems offering customized and ubiquitous services based on diverse
individual needs require flexibility in the technology in order to satisfy multiple demands simulta-
neously. Wireless multimedia traffic is increasing far more rapidly than voice, and will increasingly
dominate traffic flows. The paradigm shift from predominantly circuit-switched air interface design to
full IP-based delivery has provided the mobile users with the ability to more efficiently, more reliably,
and more securely utilize packet-switched services such as e-mail, file transfers, messaging, browsing,
gaming, voice-over Internet protocol, location-based, multicast, and broadcast services. These services
can be either symmetrical or asymmetrical (in terms of the use of radio resources in the downlink or
uplink) and real-time or non real-time, with different quality of service requirements. The new
applications consume relatively larger bandwidths, resulting in higher data rate requirements.

In defining the framework for the development of IMT-Advanced and systems beyond IMT-
Advanced radio interface technologies, it is important to understand the usage models and technology
trends that will affect the design and deployment of such systems. In particular, the framework should
be based on increasing user expectations and the growing demand for mobile services, as well as the
evolving nature of the services and applications that may become available in the future. The trend
toward integration and convergence of wireless systems and services can be characterized by
connectivity (provision of an information pipe including intelligence in the network and the terminal),
content (information including push and pull services as well as peer-to-peer applications), and
e-commerce (electronic transactions and financial services). This trend may be viewed as the inte-
gration and convergence of information technology, telecommunications, and content, which has
resulted in new service delivery dynamics and a new paradigm in wireless telecommunications, where
value-added services have provided significant benefits to both the end users and the service providers.

Present mobile communication systems have evolved by incremental enhancements of system
capabilities, and gradual addition of new functionalities and features to baseline IMT-2000 systems.
The capabilities of IMT-2000 systems have continued to steadily evolve over the past decade as
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IMT-2000 technologies are upgraded and deployed (e.g., mobile WiMAX and the migration of UMTS
systems to HSPA+). The IMT-Advanced and systems beyond IMT-Advanced are going to be realized
by functional fusion of existing IMT-2000 system components, enhanced and new functions, nomadic
wireless access systems, and other wireless systems with high commonality and seamless inter-
working. The systems beyond IMT-Advanced will encompass the capabilities of previous systems, as
well as other communication schemes such as machine-to-machine, machine-to-person, and person-
to-machine.

The framework for the development of IMT-Advanced and systems beyond IMT-Advanced can be
viewed from multiple perspectives including users, manufacturers, application developers, network
operators, and service and content providers. From the user’s perspective, there is a demand for
a variety of services, content, and applications whose capabilities will increase over time. The users
expect services to be ubiquitously available through a variety of delivery mechanisms and service
providers using a variety of wireless devices. From the service provision perspective, the domains
share some common characteristics. Wireless service provision is characterized by global mobile
access (terminal and personal mobility), improved security and reliability, higher service quality, and
access to personalized multimedia services, the Internet, and location-based services via one or
multiple user terminals. Multi-radio operation requires seamless interaction of systems so that the user
can receive/transmit a variety of content via different delivery mechanisms depending on the device
capabilities, location and mobility, as well as the user profile. Different radio access systems can be
connected via flexible core networks and appropriate interworking functions. In this way, a user can be
connected through different radio access systems to the network and can utilize the services. The
interworking among different radio access systems in terms of horizontal or vertical handover and
seamless connectivity with service negotiation, mobility, security, and QoS management are the key
requirements of radio-agnostic networks.

The similarity of services and applications across different radio access systems is beneficial not
only to users, but also to network operators and content providers, stimulating the current trend
towards convergence. Furthermore, similar user experience across different radio interface systems
leads to large-scale adoption of products and services, common applications, and content. Access to
a service or an application may be performed using one system or using multiple systems simulta-
neously. The increasing prevalence of IP-based applications has been a key driver for this convergence,
and has accelerated the convergence trend in the core network and radio air interface.

The evolution of IMT-2000 baseline systems and the IMT-Advanced systems has employed several
new concepts and functionalities, including adaptive modulation and coding and link adaptation,
OFDM-based multiple access schemes, single-user/multi-user multi-antenna concepts and techniques,
dynamic QoS control, mobility management and handover between heterogeneous radio interfaces
(vertical and horizontal), robust packet transmission, error detection and correction, multi-user
detection, and interference cancellation. Systems beyond IMT-Advanced may further utilize sophis-
ticated schemes including software defined radio and reconfigurable RF and baseband processing,
adaptive radio interface, mobile ad hoc networks, routing algorithms, and cooperative communication.

In response to this demand, the IEEE 802.16 Working Group began the development of a new
amendment to the IEEE 802.16 standard (i.e., IEEE 802.16m) in January 2007 as an advanced air
interface to meet the requirements of ITU-R/IMT-Advanced for the fourth-generation of cellular
systems. The 3rd Generation Partnership Project started a similar effort in 2008 to upgrade the UMTS
standards and to further enhance its family of LTE technologies.
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Many articles, book chapters, and books have been published on the subject of mobile WiMAX and
3GPP LTE, varying from academic theses to network operator analyses and manufacturers’ appli-
cation notes. By their very nature, these publications have viewed these subjects from one particular
perspective, whether it is academic, operational, or promotional. A very different and unique approach
has been taken in this book; a top-down system approach to understanding the system operation and
design principles of the underlying functional components of 4th generation radio access networks.
This book can be considered as the most up-to-date technical reference for the design of 4G cellular
systems. In this book, the protocol layers and functional elements of both the IEEE 802.16m- and
3GPP LTE-Advanced-based radio access and core networks are described. While the main focus of the
book (as will be understood from the title) is to provide readers with an in-depth understanding of the
IEEE 802.16m radio access system design, and to demonstrate the operation of the end-to-end system;
a detailed description of the 3GPP LTE Release 9 and 3GPP LTE-Advanced Release 10 systems is
provided to allow readers to better understand the similarities and differences between the two systems
by contrasting the protocols and functional elements. It can be concluded that, aside from the
marketing propaganda and hype surrounding these technologies, the 3GPP LTE and mobile WiMAX
systems are technically equivalent and a fair comparison of the two technologies and their evolutionary
paths reveals a similar performance as far as user experience is concerned.

In order to ensure the self-sufficiency of the material, the theoretical background and necessary
definitions of all terms and topics has been provided either as footnotes or in separate sections to enable
in-depth understanding of the subject under consideration without distracting the reader, and with no
impact on the continuity of the subject matter. Additional technical references are cited in each chapter
for further study. Each chapter in this book provides a top-down systematic description of the IEEE
802.16m entities and functional blocks, such as state transition models and corresponding procedures,
protocol structures, etc., (including similarities and differences with the legacy mobile WiMAX
systems to emphasize improvements) starting at the most general level and working toward the details
or specifics of the protocols and procedures. The description of corresponding 3GPP LTE/LTE-
Advanced protocols and procedures are further provided to enable readers to contrast the analogous
terminal and base station behaviors, protocols, and functionalities. Such contrast is crucial in the
design of inter-system interworking functions and to provide better understanding of the design
strengths and weaknesses of each system.
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Introduction

International Mobile Telecommunications-Advanced systems are broadband mobile wireless access
systems that include new capabilities and versatility that goes beyond those of IMT-2000 systems.
IMT-Advanced has provided a global framework for the development of the next generation of
wireless radio access networks that enable low-delay, high-speed, bi-directional data access, unified
messaging, and broadband wireless multimedia in the form of new service classes. Such systems
provide access to a variety of mobile telecommunication services through entirely packet-based
access/core networks. The IMT-Advanced systems support low to very high mobility applications and
a wide range of data rates proportional to usage models and user density. The design and operational
requirements concerning the 4th generation of radio interface technologies may vary from different
perspectives with certain commonalities as follows:

End User

� Ubiquitous mobile Internet access;
� Easy access to applications and services with high quality at reasonable cost;
� Easily understandable user interface;
� Long battery life;
� Large choice of access terminals;
� Enhanced service capabilities;
� User-friendly billing policies.

Content Provider

� Flexible billing;
� Ability to adapt content to user requirements depending on terminal type, location, mobility, and

user preferences;
� Access to a sizable market based on the similarity of application programming interfaces.

Service Provider

� Fast, open service creation, validation, and provisioning;
� Quality of service and security management;
� Automatic service adaptation as a function of available data rate and type of terminal;
� Flexible billing.

Network Operator

� Optimization of resources in terms of spectrum and equipment;
� Quality of service and security management;
� Ability to provide differentiated services;
� Flexible network configuration;
� Reduced cost of terminals and network equipment based on global economies of scale;
� Smooth transition from legacy systems to new systems;
� Maximizing commonalities among various radio access systems including sharing of mobile

platforms, subscriber identity modules, network elements, radio sites;
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� Single authentication process independent of the access network;
� Flexible billing;
� Access type selection optimizing service delivery.

Manufacturer or Application Developer

� Reduced cost of terminals and network equipment based on global economies of scale;
� Access to global markets;
� Open physical and logical interfaces between modular and integrated subsystems;
� Programmable/configurable platforms that enable fast and low-cost development.

The capabilities of IMT-2000 systems have continuously evolved over the past decade as IMT-2000
technologies have been upgraded and widely deployed. From the radio access perspective, the
evolved IMT-2000 systems have built on the legacy systems, further enhanced the radio interface
functionalities/protocols, and at the same time new systems have emerged to replace the existing
IMT-2000 radio access systems in the long-term. This evolution has improved the reliability and
throughput of the cellular systems and promoted the development of an expanding number of
services and applications. The similarity of services and applications across different IMT tech-
nologies and frequency bands is not only beneficial to users, but also a similar user experience
generally leads to a large-scale deployment of products and services. The technologies, applications,
and services associated with systems beyond IMT-Advanced could well be radically different from
the present systems, challenging our perceptions of what may be considered viable by today’s
standards and going beyond what has just been achieved by the IMT-Advanced radio systems.

The IEEE 802.16 Working Group began the development of a new amendment to the IEEE 802.16
baseline standard in January 2007 as an advanced air interface, in order to materialize the ITU-R vision
for the IMT-Advanced systems as laid out in Recommendation ITU-R M.1645. The requirements for
the IEEE 802.16m standard were selected to ensure competitiveness with the emerging 4th generation
radio access technologies, while extending and significantly improving the functionality and efficiency
of the legacy system. The areas of improvement and extension included control/signaling mechanisms,
L1/L2 overhead reduction, coverage of control and traffic channels at the cell-edge, downlink/uplink
link budget, air-link access latency, client power consumption including uplink peak-to-average power
ratio reduction, transmission and detection of control channels, scan latency and network entry/
re-entry procedures, downlink and uplink symbol structure and subchannelization schemes, MAC
management messages, MAC headers, support of the FDD duplex scheme, advanced single-user
and multi-user MIMO techniques, relay, femto-cells, enhanced multicast and broadcast, enhanced
location-based services, and self-configuration networks. The IMT-Advanced requirements defined
and approved by ITU-R and published as Report ITU-R M.2134 were referred to as target require-
ments in the IEEE 802.16m system requirement document, and were evaluated based on the meth-
odology and guidelines specified by Report ITU-R M.2135-1. The IEEE 802.16m baseline functional
and performance requirements were evaluated according to the IEEE 802.16m evaluation method-
ology document. The IMT-Advanced requirements are a subset of the IEEE 802.16m system
requirements, and thus are less stringent than baseline requirements. Since satisfaction of the baseline
requirements would imply a minimum-featured (baseline) system, any minimum performance of the
IEEE 802.16m implementation could potentially meet the IMT-Advanced requirements and could be
certified as an IMT-Advanced technology. The candidate proposal submitted by the IEEE to the ITU-R
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(IEEE 802.16m) proved to meet and exceed the requirements of IMT-Advanced systems, and thus
qualified as an IMT-Advanced technology.

In the course of the development of the IEEE 802.16m, and unlike the process used in the previous
amendments of the IEEE 802.16 standard, the IEEE 802.16m Task Group developed system
requirements and evaluation methodology documents to help discipline and organize the process for
the development of the new amendment. This would allow system design and selection criteria with
widely agreed targets using unified simulation assumptions and methodology. The group further
developed a system description document to unambiguously describe the RAN architecture and
system operation of the IEEE 802.16m entities, which set a framework for the development of the
IEEE 802.16m standard specification. To enable a smooth transition from Release 1.0 mobile WiMAX
systems to the new generation of the mobile WiMAX radio access network, and to maximize reuse of
legacy protocols, strict backward compatibility was required. The author’s original view and under-
standing of backward compatibility was similar to that already seen in other cellular systems such as
the migration of 1 � EV-DO Revision 0 to 1 � EV-DO Revision A, to 1 � EV-DO Revision B on the
cdma2000 path and evolution of UMTS Release 99 to HSDPA to HSPA, and to HSPA+ on the
WCDMA path. In these examples, the core legacy protocols were reused and new protocols were
added as complementary solutions, such that the evolved systems maintained strict backward
compatibility with the legacy systems, allowing gradual upgrades of the base stations, mobile stations,
and network elements. Had it been materialized, the author’s vision would have resulted in a fully
backward compatible system with improvement and extension of the legacy protocols and function-
alities built on top of the existing protocols as opposed to from ground up. However, the enthusiasm for
the IMT-Advanced systems and the ambitious baseline requirements set by the IEEE 802.16 group
resulted in deviation from the original vision and the new amendment turned into describing a new
system that was built more or less from scratch. A large number of legacy physical, lower and upper
MAC protocols were replaced with new and non-backward compatible protocols and functions. The
co-deployment of the legacy and the new systems on the same RF carrier is only possible via time-
division or frequency-division multiplexing of the legacy and new protocols in the downlink and
uplink legacy/new zones. More specifically, the legacy and new zones are time division multiplexed in
the downlink and are frequency division multiplexed in the uplink. Figure 1 illustrates an example
where the legacy system is supported in an IEEE 802.16m system. The overhead channels corre-
sponding to each system (i.e., synchronization, control, and broadcast channels) are duplicated due to
incompatibility of the physical structures and transmission formats of these overhead channels.
Although IEEE 802.16m specifies handover mechanisms to and from the legacy systems, the handover
protocols, MAC messages, and triggers are different, requiring a separate protocol/software stack for
dual-mode implementation of the two systems. Table 1 compares the physical layer and lower MAC
features of the legacy mobile WiMAX and IEEE 802.16m. It can be seen that many important features
and functions such as HARQ, subchannelization, control channels, and MIMOmodes have changed in
the IEEE 802.16m, making migration from legacy systems to the IEEE 802.16m systems not
straightforward and also expensive. The complexity of later upgrades is similar to that of migration of
UMTS/HSPA systems to 3GPP LTE systems given the non-backward compatible nature of 3GPP LTE
enhancements relative to UMTS. The features and functions listed in this table will be described in
Chapters 9 and 10.

As a result of extensive changes and enhancements in the IEEE 802.16m standard relative to legacy
mobile WiMAX, it will not be surprising to realize that the throughput and performance of the IEEE
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FIGURE 1

Example Sharing of Time-Frequency Resources over one Radio Frame between IEEE 802.16m and the Legacy Systems in TDD Mode
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Table 1 Comparison of the Legacy Mobile WiMAX Features with IEEE 802.16m

Feature
Legacy Mobile WiMAX based
on Release 1.0 IEEE 802.16m

Duplexing Scheme TDD TDD and FDD

Frame Structure 5 ms radio frames with flexible time-zones 5 ms radio frames with subframe-based fixed time-zones

Superframe Structure Not supported 20 ms duration (4 consecutive radio frames)

Operating Bandwidth
(MHz)

5, 7, 8.75, and 10 5, 7, 8.75, 10, and 20 (up to 100 MHz with carrier aggregation
and other channel bandwidths through tone dropping)

Resource Block Size Fixed 48 data sub-carriers 18 sub-carriers by 6 OFDM symbols physical resource units and
variable number of data sub-carriers depending on the MIMO
mode

Control Channel
Subchannelization

Partial Usage of Sub-Channels in the downlink
and uplink (distributed permutations)

Distributed logical resource units (tone-pair based distributed
permutations)

Traffic Channel
Subchannelization

Partial Usage of Sub-Channels in the downlink
and uplink (distributed permutations)

Distributed logical resource units (distributed permutations)
Sub-band logical resource units (localized permutations)
Mini-band logical resource units (physical resource unit-based
diversity permutations)

Permutation Zone
Multiplexing

Time Division Multiplexing of different zones Frequency Division Multiplexing in the same subframe

Pilot Design Common (non-precoded) and dedicated
(precoded) pilots depending on the permutation
zone

Non-adaptive precoded pilots for distributed logical resource
units, dedicated pilots per physical resource unit for sub-band
and mini-band logical resource units; interlaced pilots for
interference mitigation

Turbo Codes Convolutional Turbo Codes with minimum code
rate of 1/3 and repetition coding

Convolutional Turbo Codes with minimum code rate of 1/3
and rate matching

(Continued )
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Table 1 Comparison of the Legacy Mobile WiMAX Features with IEEE 802.16m Continued

Feature
Legacy Mobile WiMAX based
on Release 1.0 IEEE 802.16m

Convolutional Codes Tail-Biting Convolutional Codes with minimum
code rate of ½

Tail-Biting Convolutional Codes with minimum code rate of 1/5

DL HARQ Asynchronous Chase Combining Asynchronous Incremental Redundancy (Chase Combining as
a special case)

UL HARQ Asynchronous Chase Combining Synchronous Incremental Redundancy

Downlink Open-loop
Single-user MIMO

Space-Time Block Coding, Spatial Multiplexing;
Cyclic Delay Diversity for more than two transmit
antennas

Space Frequency Block Coding, Spatial Multiplexing, Non-
adaptive precoding for more than two transmit antennas

Downlink Closed-loop
Single-user MIMO

Sounding-based Transformed codebook-based scheme using sub-band logical
resource unit, Long-term covariance matrix or codebook based
using mini-band logical resource units
Sounding-based using sub-band or mini-band logical resource
units

Uplink Open-loop
Single-user MIMO

Not Supported Space-Frequency Block Coding/Spatial Multiplexing, Non-
adaptive precoding for more than two transmit antennas with
distributed logical resource units

Uplink Closed-loop
Single-user MIMO

Not Supported Codebook-based precoding using sub-band or mini-band
logical resource units

Downlink Multi-user
MIMO

Not Supported Multi-User Zero-Forcing precoding based on transformed
codebook or sounding

Uplink Multi-User
MIMO

Single-transmit-antenna Collaborative MIMO Collaborative MIMO for up to four transmit antennas (codebook-
based or vendor-specific precoding for more than one transmit
antenna)

Uplink Power Control Basic open-loop power control, Message-
based closed-loop power control

Improved open-loop power control (SINR-based) and signaling-
based closed-loop power control
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Fractional Frequency
Reuse

Basic Fractional Frequency Reuse Advanced Fractional Frequency Reuse support with up to 4
frequency partitions (1 reuse-1 and 3 reuse-3), Low power
transmission in other reuse-3 partitions

Downlink Control
Channels

Medium Access
Protocol

Compressed Medium
Access Protocol/
Sub- Medium
Access Protocol,
jointly-coded, once
per frame, Time
Division Multiplexed
with data

Individual (user-specific) MAP, separately-coded, once per
subframe, Frequency Division Multiplexed with data

Broadcast Channel Frame Control
Header/Downlink
Channel Descriptor/
Uplink Channel
Descriptor

Primary and Secondary Superframe Headers

Synchronization
Channel

Full bandwidth, 114
codes, once per
frame

Primary preamble in 5 MHz bandwidth once per superframe
Secondary preamble in full bandwidth, 768 codes, 2 times per
superframe

Midamble Not Supported Full bandwidth, once per frame, used for PMI/CQI feedback

Uplink Control
Channels

Channel Quality and
Precoding Matrix
Feedbacks

4-bit/6-bit CQI Primary and Secondary Fast Feedback Channel for CQI/PMI
feedback

Bandwidth Request Reuse of initial
ranging structure and
sequence; 5-step
access

3 uplink 6 � 6 tiles, regular (5-step) and fast (3-step) contention-
based access

Sounding One OFDM symbol in
the uplink subframe,
CDM and FDM for
mobile station
multiplexing

One OFDM symbol in the uplink subframe, CDM and FDM for
mobile station and antenna multiplexing
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802.16m surpasses that of the legacy system, resulting in extended capabilities to support a variety of
existing and future services and applications with high quality and capacity. Table 2 compares the
throughput of the two systems under selected test scenarios that were specified in the IMT-Advanced
evaluation methodology document.

In Table 2, a TDD system with 10 MHz bandwidth and frequency reuse 1, as well as a DL:UL ratio
of 29:18 was assumed for both systems. The legacy system employs a 4 � 2 single-user MIMO
configuration and sounding-based beamforming in the downlink, along with a 1 � 4 collaborative
MIMO in the uplink. The IEEE 802.16m uses a 4� 2 multi-user MIMO in the downlink in addition to
a 2� 4 collaborative MIMO in the uplink with codebook-based beamforming for both links. There are
up to four multi-user MIMO users in the downlink and up to two multi-user MIMO users in the uplink.

A common confusion arises concerning the terminologies used for mobile and base stations
compliant with different versions of the IEEE 802.16 standard and mobile WiMAX system profile. The
IEEE 802.16-2009 standard specifies a large number of optional features and parameters that may
define various mobile station and base station configurations. One of the possible implementation
variants was selected and specified by the WiMAX Forum as Release 1.0 of the mobile WiMAX
system profile. The latter configuration was chosen by the IEEE 802.16m as the reference for back-
ward compatibility. Consequently, when referring to a mobile station and base station in different
amendments of the IEEE 802.16 standard, as well as mobile WiMAX profiles, one must make sure that
a consistent reference is made, and that backward compatibility and interoperability can be main-
tained. Unlike the IEEE 802.16m specification that refers to the new IEEE 802.16 entities as
“advanced mobile station,” “advanced base station,” and “advanced relay station” to differentiate them
from their counterparts in the IEEE 802.16-2009 and IEEE 802.16j-2009 standards specifications, we
refer to these entities as mobile station, base station, and relay station, assuming that the reference
system is compliant with Release 1.0 of the mobile WiMAX system profile and that the extended
functions and protocols corresponding to IEEE 802.16m can be distinguished from their legacy
counterparts by the reader.

Similar to the IEEE, the 3GPP initiated a project on the long-term evolution of UMTS radio
interface in late 2004 to maintain 3GPP’s competitive edge over other cellular technologies. The

Table 2 Comparison of the Throughput of the Legacy Mobile WiMAX and IEEE 802.16m
Systems

Downlink Spectral Efficiency
(bits/s/Hz/cell)

Uplink Spectral Efficiency
(bits/s/Hz/cell)

IMT-Advanced
Urban Microcell
Test
Environment
(3 km/h)

IMT-Advanced
Urban
Macrocell Test
Environment
(30 km/h)

IMT-Advanced
Urban Microcell
Test
Environment
(3 km/h)

IMT-Advanced
Urban
Macrocell Test
Environment
(30 km/h)

Legacy Mobile
WiMAX based on
Release 1.0

2.02 1.44 1.85 1.70

IEEE 802.16m 3.22 2.45 2.46 2.25
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evolved UMTS terrestrial radio access network substantially improved end-user throughputs, and
sector capacity, and reduced user-plane and control-plane latencies, bringing a significantly improved
user experience with full mobility. With the emergence of the Internet protocol as the protocol of
choice for carrying all types of traffic, the 3GPP LTE provides support for IP-based traffic with end-to-
end quality of service. Voice traffic is supported mainly as voice over IP, enabling integration with
other multimedia services. Unlike its predecessors, which were developed within the framework of
UMTS architecture, 3GPP specified an evolved packet core architecture to support the E-UTRAN
through a reduction in the number of network elements and simplification of functionality, but most
importantly allowing for connections and handover to other fixed and wireless access technologies,
providing network operators with the ability to deliver seamless mobility experience. Similar to the
IEEE 802.16, 3GPP set aggressive performance requirements for LTE that relied on improved physical
layer technologies, such as OFDM and single-user and/or multi-user MIMO techniques, and
streamlined Layer 2/Layer 3 protocols and functionalities. The main objectives of 3GPP LTE were to
minimize the system and user equipment complexities, to allow flexible spectrum deployment in the
existing or new frequency bands, and to enable coexistence with other 3GPP radio access technologies.
The 3GPP LTE has been used as the baseline and further enhanced under 3GPP Release 10 to meet the
requirements of the IMT-Advanced. A candidate proposal based on the latter enhancements (3GPP
LTE-Advanced) was submitted to the ITU-R and subsequently qualified as an IMT-Advanced tech-
nology. However, concurrent with the 3GPP LTE standard development, the operators were rolling out
HSPA networks to upgrade their 2G and 2.5G, and early 3G infrastructure, thus they were not ready to
embrace yet another paradigm shift in radio access and core network technologies. Therefore, 3GPP
has continued to improve UMTS technologies by adding multi-antenna support at the base station,
higher modulation order in the downlink, multi-carrier support, etc., to extend the lifespan of 3G
systems. It is anticipated that the new releases of 3GPP standards (i.e., LTE/LTE-Advanced) will not
be commercially available worldwide on a large scale until current operators’ investments are properly
returned.

A comparison of 3GPP LTE-Advanced and IEEE 802.16m basic and advanced features and
functionalities reveals that the two systems are very similar and may perform similarly under the same
operating conditions. Therefore, there is effectively no technical or performance distinction between
the two technologies. It will be shown throughout this book that the two radio access technologies are
practically equivalent as far as user experience is concerned. Table 3 summarizes the major differences
between IEEE 802.16m and 3GPP LTE-Advanced physical layer protocols. The features and functions
listed in this table will be described in Chapters 9 and 10.

In the course of design and development of the IEEE 802.16m standard, the author decided to write
a book and to take a different approach than was typically taken in other books and journal articles.
The author’s idea was to take a top-down systems approach in describing the design and operation of
the IEEE 802.16m, and to contrast the 3GPP LTE/LTE-Advanced and IEEE 802.16m/mobile WiMAX
algorithms and protocols to allow readers to better understand both systems. The addition of the 3GPP
LTE/LTE-Advanced protocols and system description further expanded the scope of the book to
a systems approach to understanding the design and operation of 4th generation cellular systems.
There has been no attempt anywhere in this book to compare, side-by-side, the performance and
efficiency of the mobile WiMAX and 3GPP LTE systems and to conclude that one system outperforms
the other, rather, it is left to the reader to arrive at such a conclusion. In addition to a top-down systems
approach, another distinction of this book compared to other publications in the literature is the
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Table 3 Major Differences between IEEE 802.16m and 3GPP LTE-Advanced Physical Layers

Feature 3GPP LTE-Advanced IEEE 802.16m

Multiple Access Scheme Downlink: OFDMA
Uplink: SC-FDMA

Downlink: OFDMA
Uplink: OFDMA

Control Channel Multiplexing with
Data

Time Division Multiplex (Resource
occupied by control channel in
units of OFDM symbols)

Frequency Division Multiplex
(Resource occupied by control
channel in physical resource
block units)

Channel State Information (CSI)
Feedback

Long-term CSI and Short-term
CSI (e.g., sounding)

Base codebook with long-term
channel covariance matrix and
Sounding

Scheduling Period Per Transmission Time Interval
(TTI) scheduling and Persistent
scheduling

Short and long TTI scheduling
and Persistent scheduling

Physical Resource Block Size 12 sub-carriers � 14 OFDM/SC-
FDMA Symbols ¼ 168 Resource
elements

18 sub-carriers � 6 OFDM
symbols ¼ 108 Resource
elements

Usable Bandwidth at 10 MHz 600 sub-carriers � 15 kHz (sub-
carrier spacing) ¼ 9 MHz
(Spectrum Occupancy ¼ 90%)

864 sub-carriers � 10.9375 kHz
(sub-carrier spacing) ¼ 9.45 MHz
(Spectrum Occupancy ¼ 94.5%)

Usable OFDM/SC-FDMA Symbols
per 5 ms

70 OFDM/SC-FDMA symbols
(FDD)
56 OFDM/SC-FDMA symbols
(TDD)

51 OFDM symbols (FDD)
50 OFDM symbols (TDD)

Usable Resource Elements per
5 ms

42000 Resource Elements (sub-
carriers)

44064 Resource Elements (sub-
carriers)

Modulation and Coding Scheme
Levels

27 Levels 32 Levels

Downlink Antenna Configuration
for IMT-Advanced Scenarios

4 � 2/8 � 2 4 � 2

Uplink Antenna Configuration for
IMT-Advanced Scenarios

1 � 4/1 � 8/2 � 4 2 � 4

Multi-antenna Schemes for
IMT-Advanced Scenarios

Single-user MIMO, Multi-user
MIMO/Beamforming,
Coordinated Multipoint
Transmission

Multi-user MIMO/Beamforming

Number of Users Paired in
Downlink Multi-user MIMO

Up to 2 users paired in self-
evaluation

Up to 4 users paired in self-
evaluation

L1/L2 Overhead Statically Modeled
Number of OFDM symbols L ¼ 1
(18%)
Number of OFDM symbols L ¼ 2
(24%)
Number of OFDM symbols L ¼ 3
(31%)

Dynamically Modeled
Example: IMT-Advanced Urban
Macrocell Scenario
TDD ¼ 11% (Control channel) +
11% (Pilot) z 22%
FDD ¼ 14% (Control channel) +
11 % (Pilot) z 25%
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inclusion of the theoretical background or a description of uncommon terminologies and concepts in
each chapter, so that readers can understand the subject matter without getting distracted with addi-
tional reading in the citations and references. In each chapter the design criteria and justification for
modifications and extensions relative to the legacy systems have been described.

The present book begins with an introduction to the history of broadband mobile wireless access
and an overview of the IEEE and 3GPP standards and standardization processes in Chapter 1. The
approach taken in this book required the author to review the network architecture and to examine each
and every significant network element in mobile WiMAX and 3GPP LTE networks. Since the WiMAX
Forum has yet to update the WiMAX Network Architecture specification to support the IEEE 802.16m
standard, the latest revision of the WiMAX Network Architecture document which is publicly
available from the WiMAX Forum has been used. It is expected that the early deployment of IEEE
802.16m would rely on the legacy network architecture until network upgrades become available.
Once the access network and core network aspects of the system are described, we turn our attention to
the reference model and protocol structure of IEEE 802.16m and 3GPP LTE/LTE-Advanced, and
discuss the operation and behavior of each entity (base station, mobile station, and relay station), as
well as functional components and their interactions in the protocol stack. The remaining chapters of
this book are organized to be consistent with the protocol layers, starting from the network layer and
moving down to the physical layer. The overall operation of the mobile station, relay station, and base
station and their corresponding state machines are described in Chapter 4. Perhaps this chapter is the
most important part of the book, as far as understanding the general operation of the system is con-
cerned. Chapter 5 describes the interface with the packet data network. Chapters 6 and 7 describe the
medium access control layer protocols. Due to the size of content, the medium access control and
physical layer chapters (Chapters 6, 7, 9 and 10) have been divided into two parts. The security aspects
of the systems under consideration are described in Chapter 8. The additional functional components,
algorithms, and protocols which have been introduced by the 3GPP LTE-Advanced are emphasized so
that they are not confused with the legacy components. The multi-carrier operation of the IEEE
802.16m and 3GPP LTE-Advanced are described in Chapter 11. The performance evaluation of the
IEEE 802.16m and 3GPP LTE-Advanced against the IMT-Advanced requirements has been described
in Chapter 12, where all the performance metrics are defined and link-level and system-level simu-
lation methodologies and parameters are elaborated.

The existing mobile broadband radio access systems will continue to evolve and new systems will
emerge. The vision, service and system requirements for systems beyond IMT-Advanced will be
defined as soon as the IMT-Advanced standardization process winds down. While it is not exactly clear
what technologies will be incorporated into the design of such systems and whether the existing radio
access technologies will converge into a single universal radio interface, it is envisioned that the future
radio interfaces will rely on distributed antenna systems, low-power emission, distributed computing,
seamless connectivity, software defined radio, cognitive radio systems, multi-resolution wireless
multimedia, and cooperative communication concepts, as well as reconfigurable RF and baseband
circuitry in order to provide a higher quality of user experience, higher capacities, and a wider range of
services with minimal cost and complexity.
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Introduction to Mobile Broadband
Wireless Access 1
INTRODUCTION
The last two decades have witnessed a rapid growth in the number of subscribers and incredible
advancement in technology of cellular communication from simple, all-circuit-switched, analog first
generation systems with limited voice service capabilities, limited mobility, and small capacity to the
third generation systems with significantly increased capacity, advanced all-digital packet-switched
all-IP implementations that offer a variety of multimedia services. With the increasing demand for
high-quality wireless multimedia services, the radio access technologies continue to advance with
faster pace toward the next generation of systems. The general characteristics envisioned for the fourth
generation of the cellular systems include all-IP core networks, support for a wide range of user
mobility, significantly improved user throughput and system capacity, reliability and robustness,
seamless connectivity, reduced access latencies, etc.

In this chapter we discuss the current status of broadband wireless access technologies and the
efforts that are made by prominent standardization organizations to materialize the vision and to fulfill
the objectives for the next generation of broadband radio access systems. Presently, the most important
activities in this area are conducted by the Institute of Electrical and Electronics Engineers and 3rd
Generation Partnership Project. These two organizations have historically contributed to the devel-
opment and advancement of fixed and mobile broadband systems such as the IEEE 802.16, IEEE
802.11, IEEE 802.3, and the UMTS family of standards. Both organizations have already taken
significant steps toward the next generation of fixed and mobile broadband wireless access technol-
ogies also known as IMT-Advanced systems.

There is a great amount of commonality and similarity between the latest generations of wireless
access system standards that started with similar system requirements and has further continued with
similar functional blocks, protocols, and baseband processing, resulting in the notion of ultimate
convergence in the 4th or later generations of broadband wireless access technologies. An attempt will
be made to provide the background information and justification for this viewpoint throughout this
chapter, while adhering to a systematic and structured approach.

1.1 MOBILE BROADBAND WIRELESS ACCESS TECHNOLOGIES
Wireless broadband technologies provide ubiquitous broadband access to mobile users, enabling
consumers with a broad range of mobility and a variety of wireless multimedia services and appli-
cations. Broadband wireless access technologies provide broadband data access through wireless
media to consumer and business markets. The most common example of broadband wireless access is
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wireless local area network. There have been continued efforts to deliver ubiquitous broadband
wireless access by developing and deploying advanced radio access technologies such as 3GPP UMTS
and LTE, as well as mobile WiMAX systems. The broadband wireless access is also an attractive
option to network operators in geographically remote areas with no or limited wired network. The
advantages in terms of savings in speed of deployment and installation costs are further motivation for
broadband wireless access technologies.

There are various types of broadband wireless access technologies that are classified based on the
coverage area and user mobility as follows:

1. Personal Area Network (PAN) is a wireless data network used for communication among data
devices/peripherals around a user. The wireless PAN coverage area is typically limited to a few
meters with no mobility. Examples of PAN technologies include Bluetooth or IEEE 802.15.1 [1]
and Ultra Wideband (UWB) technology [2].

2. Local Area Network (LAN) is a wireless or wireline data network used for communication
among data/voice devices covering small areas such as home or office environments with no or
limited mobility. Examples include Ethernet (fixed wired LAN) [3] and Wi-Fi or IEEE 802.11
[4] (wireless LAN for fixed and nomadic users).

3. Metropolitan Area Network (MAN) is a data network that connects a number of LANs or a group
of stationary/mobile users distributed in a relatively large geographical area. Wireless
infrastructure or optical fiber connections are typically used to link the dispersed LANs.
Examples include the IEEE 802.16-2004 (fixed WiMAX) [5] and Ethernet-based MAN [3].

4. Wide Area Network (WAN) is a data network that connects geographically dispersed users via a set
of inter-connected switching nodes, hosts, LANs, etc., and covers a wide geographical area.
Examples of WAN include the Internet [3] and cellular networks such as 3GPP UMTS [6],
3GPP LTE [7], and mobile WiMAX or IEEE 802.16-2009 [8].

The user demand for broadband wireless services and applications are continually growing. In
particular, users expect a dynamic, continuing stream of new applications, capabilities, and services
that are ubiquitous and available across a range of devices using a single subscription and a single or
unique identity. Offering customized and ubiquitous services based on diverse individual needs
through versatile communication systems will require certain considerations in the technology design
and deployment.

A number of important factors are accelerating the adoption of wireless data services. These
include increased user demand for wireless multimedia services, advances in smart-phone technolo-
gies, and global coverage of broadband wired and wireless access. In the meantime, application and
content providers are either optimizing their offerings or developing new applications to address the
needs and expectations of fixed and mobile users.

Wireless multimedia applications are growing far more rapidly than voice, and are increas-
ingly dominating network traffic. There has been a gradual change from predominantly circuit-
switched to packet-based and all-IP networks since the beginning of this millennium [9]. This
change will provide the user with the ability to more efficiently utilize multimedia services
including e-mail, file transfers, IP TV, VoIP, interactive gaming, messaging, and distribution
services. These services are either symmetrical or asymmetrical and real-time or non real-time.
They require wider frequency bandwidths, lower transmission and processing latencies, and
higher data throughputs.
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It is envisioned that within the next decade a large number of the world population would have
access to advanced mobile communication devices. The statistics suggest that the number of broad-
band wireless service subscribers can exceed two billion in the next few years [9]. There are already
more portable handsets than either fixed line telephones or wired line equipment such as desktops that
can access the Internet, and the number of mobile devices is expected to continue to grow more rapidly
than fixed line devices. Mobile terminals will be the most commonly used devices for accessing and
exchanging information as well as e-commerce [10]. This trend is viewed as the integration and
convergence of information technology, telecommunications, and content. This trend has resulted in
new service delivery dynamics and a paradigm shift in telecommunications that will benefit both end
users and service providers [10].

The following general requirements are applied to telecommunication services and applications,
noting that the requirements may be different from one service offering to another:

� Seamless and continuous connectivity, as well as seamless handover across heterogeneous
networks to support a wide range of user mobility from stationary to high speed. This includes
mobility management and inter-system interoperability when users are in multi-mode service [11].

� Low power consumption in multi-mode devices through complexity and size reduction.
� Application scalability and quality of service to maintain services despite changes of radio channel

condition by adapting the data rate and/or the error tolerance of the application.
� Security and data integrity for multimedia and e-commerce applications. In the latter, authentication

of user information integrity and protection of user information are required to support high security
services and prevent security breaches.

� Prioritization for applications with urgency such as emergency/disaster. Such applications require
higher priority than other applications and support of prioritization of access to network resources.

� Location determination capability and accuracy to enable certain location-dependent applications.
An important aspect of this capability is the ability to protect the privacy information of the user.

� Broadcast and multicast and efficient support for point-to-multipoint transmission is required
because broadcast and multicast services are expected to be an important part of an operator’s
service offering in the future.

� Presence to allow a set of users to be informed about the availability, willingness, and means of
communication of the other users in a group.

� Usability and interactiveness of applications to allow easy and convenient use of services. The
usability may include voice recognition and user-friendliness of human-to-machine interfaces.
Good user experience plays a crucial role in the acceptance and proliferation of services.

In defining the framework for development of IMT-Advanced, and systems beyond IMT-Advanced, it
is important to understand the user demands and technology trends that will affect the development of
such systems. In particular, the framework should be based on increasing user expectations and the
growing demand for mobile services, as well as the evolving nature of the services and applications
that may become available.

Figure 1-1 shows four service classes (conversational, interactive, streaming, and background
services) and their characteristics in terms of reliability, bit rate, and latency [12].Wewill further discuss
these requirements and characteristics in the next sections. In this figure, BER denotes bit error rate
which is a measure of reliability of communication link, and is the ratio of the number of incorrectly-
received information bits to the total number of information bits sent within a certain time interval.
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Prominent standards developing organizations such as the 3rd Generation Partnership Project
(3GPP),i the 3rd Generation Partnership Project 2 (3GPP2),ii and the Institute of Electrical and
Electronics Engineers Standards Association (IEEE-SA)iii have actively contributed to the design,
development, and proliferation of broadband wireless systems in the past decade. A number of
broadband wireless access standards for fixed, nomadic, and mobile systems have been developed
by these standardization groups and deployed by a large number of operators across the globe
[9,13,14].

1.1.1 The 4th Generation of Mobile Broadband Wireless Access Technologies

International Mobile Telecommunications-Advanced (IMT-Advanced) or alternatively 4th Genera-
tion (4G) cellular systems are mobile systems that extend and improve upon the capabilities of the
IMT-2000 family of standards. Such systems are expected to provide users with access to a variety
of advanced IP-based services and applications, supported by mobile and fixed broadband networks,
which are predominantly packet-based. The IMT-Advanced systems can support a wide range of
data rates, with different quality of service requirements, proportional to user mobility conditions in
multi-user environments. The key features of IMT-Advanced systems can be summarized as follows
[11,15]:

� Enhanced cell and peak spectral efficiencies, and cell-edge user throughput to support advanced
services and applications;

� Lower airlink access and signaling latencies to support delay sensitive applications;
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Service classes and their characteristics
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iihttp://www.3gpp2.org
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� Support of higher user mobility while maintaining session connectivity;
� Efficient utilization of spectrum;
� Inter-technology interoperability, allowing worldwide roaming capability;
� Enhanced air–interface–agnostic applications and services;
� Lower system complexity and implementation cost;
� Convergence of fixed and mobile networks;
� Capability of interworking with other radio access systems.

These features enable IMT-Advanced systems to accommodate emerging applications and services.
The capabilities of IMT systems have been continuously enhanced proportional to user demand and
technology advancements in the past decade. However, the framework and overall objectives of the
systems beyond IMT-2000 are considered to be a paradigm shift in the design and development of
radio air interfaces [10]. Present mobile communication systems have evolved by incremental addition
of more capabilities and enhancement of features to the baseline systems. Examples include evolution
of the UMTS family of standards in 3GPP. The systems beyond IMT-2000 have been realized by
combining the existing components of IMT-2000 systems, with enhanced and newly developed
functions, nomadic wireless access systems, and other wireless systems with high commonality and
seamless interworking.

The capabilities and evolution of IMT-2000 systems is illustrated in Figure 1-2. As it appears from
the figure, the services and performance of the systems noticeably increase as the systems evolve from
one generation to another.
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Illustration of the capabilities and evolution of IMT-2000 systems [10]
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The International Telecommunication Union (ITU)iv framework for the future development of
IMT-2000 and systems beyond IMT-2000 encompasses both the radio access, i.e., IMT-Advanced
systems initiative, and the core network, i.e., Next Generation Networks (NGN)v project. However, it
is recognized that, in the future, the evolution of technologies and redistribution of traditional func-
tions between radio access networks and core networks in practical systems may blur this distinction.

Table 1-1 shows the service requirements for IMT-Advanced systems [11]. There are four user
experience classes where each is further divided into a number of service classes based on the intrinsic
characteristics of corresponding services, such as required throughput and latency to ensure the QoS
requirements for each class are met. The service class requirements can be translated into system
requirements, which are directly mapped to data transport over a wireless network. As a result,
a limited number of QoS attributes, such as data throughput, packet delay and/or delay variations
(often referred to as jitter), bit/packet error rate are defined.

Examples of applications corresponding to each service class are provided in Table 1-1. In this table,
the interactive gaming services mainly involve data transferred between multiple users that are con-
nected to a server, or directly between the equipment of multiple users. Real-time communication with
low delay and low jitter is required for interactive gaming. Multimedia refers to media that uses multiple
forms of information content and information processing (e.g., text, audio, graphics, animation, video,
and interactivity) to inform or entertain users. Wireless multimedia is an essential element of various
application services described in this section which must be supported by IMT-Advanced systems.
Furthermore, location-based services, which depend on the present location of a user, enable users to find
other people, vehicles, resources, services, or machines. Video conferencing is a full-duplex, real-time
audiovisual communication between or among end users. Remote collaboration is sharing of files and
documents in real-time among users that are members of a project. It mainly involves data transferred
between multiple users that are connected to a server or directly between the user terminals. This
includes facilities for a virtual office that is a personal online office, where the data and files can be
shared in real-time. Mobile commerce service is the buying and selling of goods and services through
wireless terminals. It mainly involves data transferred between user equipment and financial servers
connected with secured databases. This service also enables the real-time sharing and management of
information on products, inventory, availability, etc. This service requires a high level of reliability.
Mobile broadcasting is a point-to-multipoint transmission of multimedia content over one or multiple
radio access networks. This further includes interactive content or IP-TV, which requires the ability to
interact with an audio/video program by exchanging multimedia information. The IP television is
a system where a digital television service is delivered using a broadband IP network infrastructure.

1.1.2 Requirements of 4G Mobile Broadband Wireless Access Systems

The service and application requirements have been translated to design requirements for the next
generation of mobile broadband wireless access systems. The design requirements encompass a wide
range of system attributes, such as data and signaling transmission latency over the airlink, system data

ivhttp://www.itu.int/ITU-R/
vA Next Generation Network (NGN) is a packet-switched access network capable of providing telecommunication services
through use of multiple broadband, QoS-enabled transport technologies where service-related functions are independent of
underlying transport-related technologies. It offers unrestricted access by users to different service providers. It supports
generalized mobility which will allow consistent and ubiquitous provision of services to users [16].
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Table 1-1 IMT-Advanced Service Classification Requirements [11]

User
Experience
Class Description

Service
Class

Service
Parameters
(Numerical
Values) Example Services [12]

Conversational The basic conversational service class
comprises basic services that are
dominated by voice communication
characteristics. The rich conversational
service class consists of services that
mainly provide synchronous
communication enhanced by additional
media such as video, collaborative
document viewing, etc. Conversational
low delay class comprises real-time
services that have very strict delay and
delay jitter requirements.

Basic
conversational
service

Throughput <20
kbps

Voice telephony (including VoIP)
Emergency calling
Push-to-talkDelay 50 ms

Rich
conversational
service

Throughput 5
Mbps

Video conference
High-quality video telephony
Remote collaboration
e-Education (e.g., video call to
teacher)
Consultation (e.g., video
interaction with doctor)
Mobile commerce

Delay 20 ms

Conversational
low delay

Throughput 150
kbps

Interactive gaming
Consultation
Priority serviceDelay 10 ms

Streaming The differentiating factor of these
service classes is the live or non-live
nature of the content transmitted. In
case of live content, buffering
possibilities are very limited, which
makes the service very delay-sensitive.
In the case of non-live (i.e., pre-
recorded) content, play-out buffers at
the receiver side provide a high
robustness against delay and jitter.

Streaming live Throughput 2–50
Mbps

Emergency calling
Public alerting
e-Education (e.g., remote
lecture)
Consultation (e.g., remote
monitoring)
Machine-to-machine (e.g.,
surveillance)
Mobile broadcasting/
multicasting,
Multimedia

Delay 100
ms

Streaming
non-live

Throughput 2–50
Mbps

Mobile broadcasting/
multicasting,
e-Education (e.g., education
movies),
Multimedia,
Mobile commerce,
Remote collaboration

Delay 1 s

(Continued)
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Table 1-1 IMT-Advanced Service Classification Requirements [11] Continued

User
Experience
Class Description

Service
Class

Service
Parameters
(Numerical
Values) Example Services [12]

Interactive In the interactive user experience class,
two service classes are distinguished.
Interactive services that permit relatively
high delay which usually follow
a request-response pattern (e.g., web
browsing, database query, etc.). In such
cases, response times in the order of
a few seconds are permitted. Interactive
services requiring significantly lower
delays are remote server access (e.g.,
IMAP)i or remote collaboration.

Interactive
high delay

Throughput 500
kbps

e-Education (e.g., data search)
Consultation (e.g., data search)
Internet browsing
Mobile commerce
Location-based services
ITS-enabled services

Delay 200
ms

Interactive low
delay

Throughput 500
kbps

Emergency calling
e-mail (IMAP server access)
Remote collaboration (e.g.,
desktop sharing)
Public alerts (e.g., with feedback)
Messaging (instant messaging)
Mobile broadcasting/
multicasting
(mobile interactive
personalized TV)
Interactive gaming

Delay 20 ms

Background The background class only contains
delay-insensitive services, so that there
is no need for further differentiation.

Background Throughput 5–50
Mbps

Messaging
Video messaging
Public alerts
E-mail (transfer RX/TX, e.g.,
POPii server access)
Machine-to-machine
File transfer/download
e-Education (file download/
upload)
Consultation (file download/
upload)
Internet browsing,
Location-based service

Delay < 2 s

iThe Internet Message Access Protocol (IMAP) is one of the prevalent IP protocols for e-mail retrieval. Many e-mail clients and servers support this protocol as
a means of transferring e-mail messages from a server to a client. Once configured, the client’s use of this protocol remains transparent to the user [3,17].
iiThe Post Office Protocol version 3 (POP3) is an application-layer IP protocol used by local e-mail clients to retrieve e-mail from a remote server over a TCP/IP
connection [3,18].
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rates and user cell-edge, and average throughputs, etc. The requirements presented in Table 1-2,
defined by ITU-R Working Party 5D, are for the purpose of consistent definition, specification, and
evaluation of the candidate IMT-Advanced proposals in conjunction with the development of
recommendations and reports such as the framework and key characteristics, and the detailed speci-
fications of IMT-Advanced.

The intention of these requirements is to ensure that IMT-Advanced technologies are able to fulfill
the objectives of the 4th generation of cellular systems and to set a specific level of minimum
performance that each proposed technology needs to achieve in order to be considered by ITU-R for
IMT-Advanced. These requirements are not intended to restrict the full range of capabilities or
performance that candidate technologies for IMT-Advanced might achieve, nor is it intended to
describe how the IMT-Advanced technologies might perform in actual deployments under operating
conditions that could be different from those presented in ITU-R Recommendations and Reports on
IMT-Advanced. Satisfaction of these requirements are verified through link- and system-level simu-
lations (for VoIP capacity, spectral efficiencies, and mobility), analytical (for user and control-plane
latencies, as well as handover interruption time), and inspection (for service requirements and
bandwidth scalability) [19]. The methodology, guidelines, and common configuration parameters are
specified in reference [19].

The requirements for system and user data rates are described in the form of frequency-normalized
spectral efficiency, to make them independent of bandwidth and practical spectrum allocations. Some
of the requirements noted in Table 1-2 are evaluated via system-level simulations, and the mobility
requirement is evaluated through link-level simulation. Note that in Table 1-2, a cell or equivalently
a sector is defined as a physical partition of the coverage area of a base station. The base station
coverage area is typically partitioned into three or more sectors/cells to mitigate interference effects.

In the above table, the cell spectral efficiency is defined as the aggregate throughput; i.e., the
number of correctly received bits delivered at the data link layer over a certain period of time, of all
users divided by the product of the effective bandwidth, the frequency reuse factor, and the number of
cells. The cell spectral efficiency is measured in bit/sec/Hz/cell.

The peak spectral efficiency is the highest theoretical data rate normalized by bandwidth (assuming
error-free conditions) assignable to a single mobile station when all available radio resources for the
corresponding link are utilized, excluding radio resources that are used for physical layer synchro-
nization, reference signals, guard bands, and guard times (collectively known as Layer 1 overhead).
Bandwidth scalability is the ability to operate with different bandwidth allocations using single or
multiple RF carriers.

The normalized user throughput is defined as the number of correctly received bits by a user at the
data link layer over a certain period of time, divided by the total spectrum. The cell edge user spectral
efficiency is defined as 5% point of Cumulative Distribution Function (CDF) [22] of the normalized
user throughput. Control-plane latency is defined as the transition time from idle-state to connected-
state. The transition time (assuming downlink paging latency and core network signaling delay are
excluded) of less than 100 ms is required for IMT-Advanced systems. The user-plane latency (also
known as transport delay) is defined as the one-way transit time between a packet being available at the
IP layer of the origin (user terminal in the uplink or base station in the downlink) and the availability of
this packet at IP layer of the destination (base station in the uplink or user terminal in the downlink).
User-Plane packet delay includes delay introduced by associated protocols and signaling, assuming the
user terminal is in the active mode. The IMT-Advanced systems are required to achieve a transport
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Table 1-2 Comparison of the Requirements of Prominent Mobile Broadband Wireless Systems

Requirements IMT-Advanced [15] IEEE 802.16m [21] 3GPP LTE-Advanced [20]

Peak spectrum efficiency (bit/
sec/Hz) (system-level)

DL: 15 (4 � 4)
UL: 6.75 (2 � 4)

DL: 8.0/15.0 (2 � 2/4 � 4)
UL: 2.8/6.75 (1 � 2/2 � 4)

DL: 30 (8 � 8)
UL: 15 (4 � 4)

Cell spectral efficiency (bit/sec/
Hz/sector) (system-level)

DL: (4 � 2) ¼ 2.2
UL: (2 � 4) ¼ 1.4 (Base
coverage urban)

DL: (2 � 2) ¼ 2.6
UL: (1 � 2) ¼ 1.3 (Mixed
mobility)

DL: (4 � 2) ¼ 2.6
UL: (2 � 4) ¼ 2.0

Cell-edge user spectral
efficiency (bit/sec/Hz)
(system-level)

DL: (4 � 2) ¼ 0.06
UL: (2 � 4) ¼ 0.03 (Base
coverage urban)

DL: (2 � 2) ¼ 0.09
UL: (1 � 2) ¼ 0.05
(Mixed mobility)

DL: (4 � 2) ¼ 0.09
UL: (2 � 4) ¼ 0.07 (Base coverage
urban)

Latency C-plane: 100 msec (idle to
active)
U-plane: 10 msec

C-plane: 100 msec (idle to
active)
U-plane: 10 msec

C-plane: 50 msec (idle/camped state to
connected)
10 msec (dormant state to active state)
U-plane: 10 msec

Mobility bit/sec/Hz at km/h
(link-level)

55 at 120 km/h
25 at 350 km/h

Optimal performance up to
10 km/h
Graceful: degradation up to
120 km/h
Connectivity up to 350 km/h
Up to 500 km/h depending on
operating frequency

Optimal performance up to 10 km/h
Up to 500 km/h depending on operating
frequency

Handover interruption time
(msec)

Intra frequency: 27.5
Inter frequency: 40 (in
a band)
60 (between bands)

Intra frequency: 27.5
Inter frequency: 40 (in a band)
60 (between bands)

Not specified

VoIP capacity (Active users/
sector/MHz) (system-level)

40 (4 � 2 and 2 � 4) (Base
coverage urban)

60 (DL: 2 � 2 and UL: 1 � 2) VoIP capacity should be improved
relative to that of E-UTRA for all antenna
configurations

1
0

C
H
A
P
T
E
R
1

In
tro

d
u
c
tio
n
to

M
o
b
ile

B
ro
a
d
b
a
n
d
W
ire

le
ss

A
c
c
e
ss



Antenna configuration Not specified DL: 2 � 2 (baseline), 2 � 4,
4 � 2, 4 � 4, 8 � 8
UL: 1 � 2 (baseline), 1 � 4,
2 � 4, 4 � 4

DL: 2 � 2 (baseline), 2 � 4, 4 � 2,
4 � 4, 8 � 8
UL: 1 � 2 (baseline), 1 � 4, 2 � 4,
4 � 4

Cell range and coverage Not specified Up to 100 km
optimal performance up to
5 km

Requirements for coverage in Release 8
E-UTRA are applicable for Advanced
E-UTRA

Multicast and broadcast
service (MBS) (system-level)

Not specified 4 bit/sec/Hz for ISD 0.5 km
2 bit/sec/Hz for ISD 1.5 km

Not specified

MBS channel reselection
interruption time

Not specified 1.0 sec (intra-frequency)
1.5 sec (inter-frequency)

Not specified

Location based services (LBS) Not specified Location determination
latency <30 sec
MS-based position
determination accuracy
<50 m
Network-based position
determination accuracy
<100 m

Not specified

Operating bandwidth Up to 40 MHz (with band
aggregation)

5–20 MHz (up to 100 MHz
through band aggregation)

Up to 100 MHz through band
aggregation

Duplex scheme Not specified TDD, FDD (support for H-FDD
terminals)

TDD, FDD (support for H-FDD terminals)

Operating frequencies (MHz) IMT bands
450–470
698–960
1710–2025
2110–2200
2300–2400
2500–2690
3400–3600

IMT bands
450–470
698–960
1710–2025
2110–2200
2300–2400
2500–2690
3400–3600

450–470
698–862
790–862
2300–2400
3400�4200
4400–4990
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delay of less than 10 ms in unloaded conditions (i.e., single user with single data stream) for small IP
packets (e.g., 0 byte payload þ IP header) for both downlink and uplink, as hypothetically shown in
Figure 1-3. In Figure 1-3, the user-plane latency is measured from point 1 to point 2, or from point 3 to
point 4.

The following mobility classes are defined in IMT-Advanced systems:

� Stationary: 0 km/h;
� Pedestrian: 0 to 10 km/h;
� Vehicular: 10 to 120 km/h;
� High speed vehicular: 120 to 350 km/h.

A mobility class is supported if the traffic channel link-level data rate, normalized by bandwidth, on
the uplink, is as shown in Table 1-2, when the user is moving at the maximum speed in that mobility
class in each of the test environments.

The handover interruption time is defined as the time duration during which a user terminal cannot
exchange user-plane packets with any base station. The handover interruption time includes the time
required to execute any radio access network procedure, radio resource signaling protocol, or other
message exchanges between the user terminal and the radio access network. For the purposes of
determining handover interruption time, interactions with the core network are not considered. It is
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Graphical interpretation of user-plane latency and protocol layer interconnections
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also assumed that all necessary attributes of the target base station are known at initiation of the
handover from the serving base station.

Voice-over-IP (VoIP) capacity is calculated assuming a 12.2 kbps codec with 50% speech activity
factor, such that the percentage of users in outage is less than 2% where a user is defined to have
experienced a voice outage if less than 98% of the VoIP packets have been delivered successfully to the
user within a one way radio access delay bound of 50 msec. The VoIP capacity is the minimum of the
calculated capacity for downlink or uplink divided by the effective bandwidth in the respective link
direction.

For comparison purposes, Table 1-2 further provides the system requirements for the 3GPP LTE-
Advanced [20] and the IEEE 802.16m [21] which both have currently targeted certification as IMT-
Advanced technologies. There is a great amount of similarity between the requirements, features, and
target performance of the two technologies.

As shown in Figure 1-2 and considering the requirements in Table 1-2, the IMT-Advanced systems
will provide significant improvements relative to IMT-2000 systems in terms of capacity and
performance (user throughputs and access latencies), and variety of unicast and/or multicast based
applications and services, as well as more spectrum utilization and deployment flexibility.

1.1.3 Convergence of Mobile Broadband Wireless Access Technologies

As is evident from the previous section, the new mobile broadband wireless access systems are being
developed based on similar system and service requirements using similar (if not the same at least
conceptually) technologies. This would make one believe that a convergence in mobile broadband
wireless technology is imminent in the next decade. While the previous attempts to harmonize the 3rd
generation of mobile access technologies have failed due to incompatibility of core components,
political and regional issues, competition in the industry, etc., the current trend in the prominent
standardization organization combined with more pressure from the network operators due to frag-
mentation of the market is compelling and/or persuading the major proponents of the existing tech-
nologies to converge.

The convergence of core network technologies has already been initiated and currently mobile
WiMAX radio access technology can interwork with 3GPP core network and vice versa (see the
interworking of trusted networks in 3GPP literature [23]). The inter-technology interworking func-
tions, handover between heterogeneous technologies, as well as use of unified core network functions
such as user authentication, authorization, and accounting for various radio access technologies, are
examples of such a convergence trend. However, the convergence of radio interfaces has proved to be
more difficult, due to the use of incompatible protocol structure, multiple access schemes, and
baseband processing.

Figure 1-4 illustrates a transport and service layered model that is agnostic of the radio access
network while ensuring seamless mobility and service/session continuity. The converged system
shown in Figure 1-4 comprises an all-IP common core network and application layer that commu-
nicates to user terminals through a set of heterogeneous radio access networks. Some variants of this
operation model are currently deployed and being used by some network operators. However, the cost
and complexity of multi-radio implementations, the coexistence of multiple radio access technologies
collocated on the user terminal, and inter-system interference issues adversely impact the long-term
viability of this approach. The operators now desire convergence of radio access networks to ensure
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lower cost of deployment and simplicity of future upgrades, as well as global roaming and service
continuity across different operators’ networks. While the market fragmentation may help lower the
royalties and foster innovative competing solutions, it does increase the operating cost and system
complexity.

The use of common functional elements and protocols in the new generation of cellular systems is an
indication that these systems aremoving toward ultimate convergence, resulting in a unified and scalable
radio access technology that can be deployed in various deployment scenarios (e.g., indoor as a femto-
cell, outdoor as a micro- or macro-cell, and in high-speed rural environments) by appropriately
reconfiguring the system parameters to match the radio propagation characteristics of that environment.

1.2 INTRODUCTION TO THE IEEE 802.16 STANDARDS
The development of standards in IEEE was assigned to the IEEE Standards Association. The activities
of the IEEE-SA are administered by an elected board of governors. The development and maintenance
of the standards are overseen by the IEEE-SA Standards Board, which manages the process, approves
new projects, and further approves the balloted drafts as the IEEE standards. The IEEE 802 LAN/
MAN Standards Committee (also known as IEEE 802) has been in operation since March 1980. The
objective of this group has been to develop LAN and MAN standards and protocols that are mapped to
the lower layers (i.e., physical and data link layers) of the seven-layer Open System Interconnection
(OSI) reference modelvi (see Figure 1-3). The IEEE 802 splits the OSI data link layer into two
sub-layers, namely Logical Link Control (LLC) and Medium Access Control (MAC) [24]. The most
widely used standards are for the Ethernet family [25], Token Ring [26], Wireless LAN [27], Wireless

Services and Content
(e.g., Voice, Data, Video, Internet, Text, E-mail, Mobile-TV, etc.)

All-IP Core Network
(e.g., 3GPP EPC, 3GPP GPRS Core, mobile WiMAX Core Network)

3GPP LTE
(LTE-Advanced)

RAN

mobile WiMAX
(IEEE 802.16m)

RAN

3GPP2 cdma2000 
RAN

Wi-Fi
(IEEE 802.11)

Common Core 
Network

Heterogeneous
Radio Access 

Network

FIGURE 1-4

Example of a RAN-agnostic transport and service layered model

viThe Open Systems Interconnection reference model (OSI) is an abstract description for layered communications and
computer network protocol design which was developed as part of the Open Systems Interconnection initiative. The OSI
model divides generic network architecture into seven layers which, from top to bottom, are defined as Application,
Presentation, Session, Transport, Network, Data-Link, and Physical layers.
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PAN [28], Wireless MAN [29,30], Bridging and Virtual Bridged LANs [31]. There are several active
Working Groups under IEEE 802 that focus on different methods of broadband wireless and wired
access. Table 1-3 shows the active IEEE 802 Working Groups and their charter. These groups operate
under the IEEE 802 Executive Committee.

As illustrated in Figure 1-5, the process for developing standards in IEEE 802 starts with submission
of a proposal consisting of the Project Authorization Request (PAR), which is the charter for the project,
and Five Criteria, which is the basis for determining whether to consider a PAR, addressing Broad
Market Potential, Compatibility, Distinct Identity, Technical Feasibility, and Economic Viabilitymatters.
The process further includes aCall for Interest, which is a brief meeting to outline the proposed topic and
determine whether there is interest in investigating a possible project, and a Study Group that is a group
formed to investigate a project and produce the PAR and Five Criteria. The proposal is submitted to the
IEEE 802 EC, and once approved is forwarded to the IEEE-SA Review Committee (RevCom) and the
IEEE-SA Standards Board for final approval. On final approval of the proposal a working group or task
group is formed to develop the standard specifications.

The task group will develop a draft standard, and once completed approves the draft for Letter
Ballot within the Working Group. The draft will be refined through several recirculations until all
outstanding comments against the draft by Working Group members are resolved based on consensus.
The final output of the Letter Ballot process will be forwarded to Sponsor Ballot conducted by a group
of individuals affiliated with industry and academia. The draft standard in the Sponsor Ballot may be
further revised and refined through several recirculations. The final draft standard is reviewed and
approved by the IEEE 802 EC, the New Standards Committee (NesCom), and the IEEE-SA Standards
Board, and is published as an IEEE standard. This process is shown graphically in Figure 1-5.

An IEEE standard has a validity period of five years from the date of approval by the IEEE-SA
Standards Board. Before that validity period expires, the sponsor must initiate the reaffirmation
process. This process affirms that the technical content of the standard is still valid and the document is
reaffirmed for another five year period. During this five year validity period, amendments (i.e., addition
of new features and functionalities) and corrigenda (i.e., fixing errors and minor updates) may need to
be developed that offer minor revisions to the base standard. If there is a need to significantly update
the base standard or any of its published amendments or corrigenda, the sponsor may consider the
revision process. It is important to note that at the end of the five year validity period, an IEEE standard
has to be revised, reaffirmed, or withdrawn.

The development of the IEEE 802.16 standards, along with associated amendments and revi-
sions, is the responsibility of the IEEE Working Group 802.16. The IEEE 802.16 Working Group is
a member of the IEEE 802 group for Wireless Metropolitan Area Networks, in particular Part 16:
Air Interface for Broadband Wireless Access Systems. The working group develops standards and
recommended practices to support the development and deployment of fixed and mobile broadband
wireless access systems. The IEEE 802.16 activities were initiated in August 1998. The Working
Group’s initial interest was the 10–66 GHz range. The 2–11 GHz amendment project that led to the
IEEE 802.16a was approved in March 2000. The 802.16a project primarily involved the devel-
opment of new physical layer specifications, with supporting enhancements to the basic data link
layer. In addition, the Working Group completed the IEEE 802.16.2 standard (Recommended
Practice for Coexistence of Fixed Broadband Wireless Access Systems) to address 10–66 GHz
coexistence and, through the amendment, project 802.16.2a, expanded its recommendations to
include licensed bands from 2 to 11 GHz. The mobility management capabilities were added to the
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Table 1-3 IEEE 802 Working Groups

Working Group Charter and Scope Link to Resources

Executive
Committee (EC)

802.1 Bridging and
Architecture

The IEEE 802.1 Working Group develops standards
and recommended practices in the areas of 802 LAN/
MAN architecture, internetworking among 802 LANs,
MANs and other wide area networks, 802 Security,
802 overall network management, and protocol layers
above the MAC and LLC layers.

http://grouper.ieee.org/groups/
802/1/

802.3 Carrier Sense
Multiple Access/Collision
Detect – Wired Ethernet

The IEEE 802.3 Working Group develops standards for
Ethernet based LANs

http://grouper.ieee.org/groups/
802/3/

802.11 Wireless LAN The IEEE 802.11 Working Group develops standards
for Wireless LANs

http://grouper.ieee.org/groups/
802/11/

802.15 Wireless Personal
Area Network

The 802.15 Working Group develops consensus on
standards for Personal Area Networks or short
distance wireless networks and further addresses
wireless networking of portable and mobile computing
devices such as PCs, Personal Digital Assistants,
peripherals, cell phones, pagers, and consumer
electronics; allowing these devices to communicate
and interoperate with one another. The goal of this
group is to publish standards, recommended
practices, or guides that have broad market
applicability and deal effectively with the issues of
coexistence and interoperability with other wired and
wireless networking solutions

http://grouper.ieee.org/groups/
802/15/

802.16 Broadband
Wireless Access

The IEEE 802.16 Working Group on Broadband
Wireless Access Standards develops standards and
recommended practices to support the development
and deployment of broadband Wireless Metropolitan
Area Networks.

http://grouper.ieee.org/groups/
802/16/

802.17 Resilient Packet
Ring

The IEEE 802.17 Resilient Packet Ring Working Group
develops standards to support the development and
deployment of Resilient Packet Ring networks in Local,
Metropolitan, and Wide Area Networks for resilient and
efficient transfer of data packets at rates scalable to
many gigabits per second. These standards build
upon existing Physical Layer specifications, and will
develop new physical layers where appropriate.

http://grouper.ieee.org/groups/
802/17/
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802.18 Radio Regulatory-
Technical Advisory Group

The mandate of this Working Group monitoring of, and
active participation in, ongoing radio regulatory
activities, at both the national and international levels,
are an important part of IEEE 802 work.

http://grouper.ieee.org/groups/
802/18/

802.19 Coexistence
Technical Advisory Group

The IEEE 802.19 Coexistence Technical Advisory
Group develops and maintains policies defining the
responsibilities of 802 standards developers to
address issues of coexistence with existing standards
and other standards under development. It offers
assessments to the Sponsor Executive Committee
regarding the degree to which standards developers
have conformed to those conventions. The TAG may
also develop coexistence documentation of interest to
the technical community outside 802.

http://grouper.ieee.org/groups/
802/19/

802.20 Mobile Broadband
Wireless Access

The 802.20 Working Group specifies physical and
medium access control layers of an air-interface for
interoperable mobile broadband wireless access
systems, operating in licensed bands below 3.5 GHz,
optimized for IP-data transport, with peak data rates
per user in excess of 1 Mbps. It supports various
vehicular mobility classes up to 250 km/h in a MAN
environment and targets spectral efficiencies,
sustained user data rates and numbers of active users
that are all significantly higher than achieved by existing
mobile systems.

http://www.ieee802.org/20/

802.21 Media Independent
Handover

The 802.21 Working Group develops standards to
enable handover and interoperability between
heterogeneous network types including both 802 and
non-802 networks.

http://www.ieee802.org/21/

802.22 Wireless Regional
Area Networks

The 802.22 Working Group develops standard for
a cognitive radio-based PHY/MAC/air-interface for use
by license-exempt devices on a non-interfering basis in
spectrum that is allocated to the TV Broadcast Service.

http://www.ieee802.org/22/
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The IEEE 802 standardization process [32]
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IEEE 802.16 standard in December 2005, when the IEEE 802.16e project was accomplished and
was refined and improved through a series of corrigenda and amendments (see Table 1-4).
Therefore, the IEEE 802.16 standards have evolved from line-of-sight (LOS) single-carrier fixed-
wireless technology to Non-LOS (NLOS) multi-carrier mobile broadband wireless technology over
the past decade.

1.2.1 Evolution of the IEEE 802.16 Standards

The amendments and revisions of the IEEE 802.16 standard have preserved the essence of their base
standards. Various physical layers were combined with the original IEEE 802.16 standard medium
access control protocols (i.e., single carrier, OFDM 256, and OFDMA physical layers); however,
depending on the capabilities of the physical layer, some changes in the data link layer protocols were
made (e.g., handover and power management schemes were added to support mobility in IEEE
802.16e). The principles of IEEE 802.16 data link layer protocols were inherited from DOCSISvii

standard. While this philosophy might have worked well for the fixed versions of the IEEE 802.16
standard, it has caused some inefficiency in support of mobility in the later amendments/revisions of
the standard. The evolved IEEE 802.16 standards have not necessarily maintained backward
compatibility and interoperability with their legacy base standards (e.g., IEEE 802.16e-2005 was not
backward compatible with IEEE 802.16-2004).

Table 1-4 provides some useful information on the evolution of the IEEE 802.16 standards (already
released or under development by the IEEE 802.16 Working Group as of September 2010) with
hyperlinks to additional information sources. The IEEE 802.16-2009 standard is the second revision of
the IEEE 802.16 standard (the first revision was released as IEEE Std. 802.16-2004) that encompasses
the previous amendments and corrigenda released by this working group. This revision serves as the
base standard for IEEE 802.16m, the advanced air interface, which is currently under development in
the IEEE 802.16 Working Group whose release is expected in March 2011.

The IEEE 802.16-2009 standard [8] contains some feature enhancements relative to the IEEE
802.16e-2005, including Frequency Division Duplex (FDD) mode enablement and bug fixes, Half-
Duplex FDD terminal operation, persistent scheduling, support of 20 MHz bandwidth, improved
multi-antenna transmission and processing schemes, and enhancement of multicast and broadcast
services, multi-radio coexistence, location-based services, as well as load balancing. The use of
complementary grouping of the mobile stations and use of two resource allocation medium
access protocols per radio frame resulted in higher VoIP capacity and lower airlink transmission
latency.

Relaying and cooperative communication have emerged as important research topics in wireless
communication in the past few years to improve performance and coverage of wireless links. In May
2006, the IEEE 802.16 Working Group assigned a task group to incorporate relay capabilities in the
IEEE 802.16e-2005 air interface standard. The IEEE 802.16j task group finalized the multi-hop relay
specification in 2009. Although this amendment is fully compatible with 802.16e-2005 mobile stations
over the access link (i.e., the link between the relay and mobile stations), an IEEE 802.16j compliant

viiData over Cable Service Interface Specification (DOCSIS) is an international standard developed by a consortium and
defines the interface requirements for a data over cable system. It enables transfer of high-speed data over an existing cable
TV system. It is employed by many cable television operators to provide Internet access over their existing hybrid fiber or
coaxial infrastructure.
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Table 1-4 IEEE 802.16 Standards

Standard/
Project Description Release Date Link to Resources

IEEE P802.16-
2004/Cor2

Corrigendum to IEEE Std 802.16-2004, Air
Interface for Fixed and Mobile Broadband
Wireless Access Systems

May 2007
(Terminated)

http://ieee802.org/16/pubs/80216_Cor2.html

IEEE Project
P802.16d

Amendment to IEEE Std 802.16, Air Interface
for Fixed Broadband Wireless Access Systems
– Amendment 3: Detailed System Profiles for
2-11 GHz

August 2003
(Obsolete)

http://ieee802.org/16/pubs/P80216d.html

IEEE Standard
802.16/
Conformance02-
2003

IEEE Standard for Conformance to IEEE
802.16 – Part 2: Test Suite Structure and Test
Purposes for 10–66 GHz WirelessMAN-SC

February 2004
(Withdrawn)

http://ieee802.org/16/pubs/80216_Conf02-
2003.html

IEEE Standard
802.16/
Conformance01-
2003

IEEE Standard for Conformance to IEEE
802.16 – Part 1: Protocol Implementation
Conformance Statements for 10–66 GHz
WirelessMAN-SC Air Interface

August 2003
(Withdrawn)

http://ieee802.org/16/pubs/80216_Conf01-
2003.html

IEEE Standard
802.16-2001

IEEE Standard for Local and metropolitan
area networks – Part 16: Air Interface
for Fixed Broadband Wireless
Access Systems

April 2002
(Superseded)

http://ieee802.org/16/pubs/80216-2001.html

IEEE Standard
802.16a-2003

Amendment to IEEE Std 802.16, Air Interface
for Fixed Broadband Wireless Access Systems
– Amendment 2: Medium Access Control
Modifications and Additional Physical Layer
Specifications for 2–11 GHz

April 2003
(Superseded)

http://ieee802.org/16/pubs/80216a-2003.
html

IEEE Standard
802.16c-2002

Amendment to IEEE Std 802.16,
Air Interface for Fixed Broadband Wireless
Access Systems – Amendment 1: Detailed
System Profiles for 10–66 GHz

January 2003
(Superseded)

http://ieee802.org/16/pubs/80216c-2002.
html

IEEE Standard
802.16.2-2001

IEEE Recommended Practice for Local and
Metropolitan Area Networks – Coexistence of
Fixed Broadband Wireless Access Systems

September 2001
(Superseded)

http://ieee802.org/16/pubs/802162-2001.
html
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IEEE Std 802.16k Amendment of IEEE Std 802.1D (as previously
amended by IEEE Std 802.17a), Standard for
Local and Metropolitan Area Networks: Media
Access Control (MAC) Bridges – Bridging of
802.16

August 2007
(Superseded)

http://ieee802.org/16/pubs/80216k.html

IEEE 802.16/
Conformance04

Standard for Conformance to IEEE Standard
802.16 – Part 4: Protocol Implementation
Conformance Statement (PICS) Proforma for
Frequencies below 11 GHz

January 2007 (In
force)

http://ieee802.org/16/pubs/80216_Conf04-
2006.html

IEEE Standard
802.16/
Conformance03-
2004

IEEE Standard for Conformance to IEEE
802.16 – Part 3: Radio Conformance Tests
(RCT) for 10–66 GHz WirelessMAN-SC Air
Interface

June 2004 (In
force)

http://ieee802.org/16/pubs/80216_Conf03-
2004.html

IEEE Standard
802.16.2-2004

Revision of IEEE Std 802.16.2-2001, IEEE
Recommended Practice for Local and
Metropolitan Area Networks – Coexistence of
Fixed Broadband Wireless Access Systems

March 2004
(Superseded)

http://ieee802.org/16/pubs/802162-2004.
html

IEEE Std 802.16-
2004/Cor1

Corrigendum to IEEE Std 802.16-2004, Air
Interface for Fixed Broadband Wireless Access
Systems

February 2006
(Superseded)

http://ieee802.org/16/pubs/80216_Cor1.html

IEEE Std 802.16e-
2005

Amendment to IEEE Std 802.16, Air Interface
for Fixed Broadband Wireless Access Systems
– Physical and Medium Access Control Layers
for Combined Fixed and Mobile Operation in
Licensed Bands

February 2006
(Superseded)

http://ieee802.org/16/pubs/80216e.html

IEEE Std 802.16f Amendment to IEEE Std 802.16, Air Interface
for Fixed Broadband Wireless Access Systems
– Management Information Base

December 2005
(Superseded)

http://ieee802.org/16/pubs/80216f.html

IEEE Project
P802.16g

Amendment of IEEE Std 802.16, Air Interface
for Fixed Broadband Wireless Access Systems
– Management Plane Procedures and
Services

December 2007
(Superseded)

http://ieee802.org/16/pubs/80216g.html

IEEE Standard
802.16-2004

Revision of IEEE Std 802.16 (including IEEE
Std 802.16-2001, IEEE Std 802.16c-2002,
and IEEE Std 802.16a-2003) Air Interface for
Fixed Broadband Wireless Access Systems

October 2004
(Superseded)

http://ieee802.org/16/pubs/80216-2004.html

(Continued)
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Table 1-4 IEEE 802.16 Standards Continued

Standard/
Project Description Release Date Link to Resources

IEEE Std 802.16-
2009

IEEE Standard for Local and Metropolitan Area
Networks – Part 16: Air Interface for
Broadband Wireless Access Systems Revision
of IEEE Std 802.16-2004, developed by
Maintenance Task Group under the project
draft title “P802.16Rev2.” This work resulted in
the second revision of IEEE Std 802.16,
following IEEE Std 802.16-2001 and IEEE Std
802.16-2004. It consolidates and obsoletes
IEEE Standards 802.16-2004, 802.16e-2005
and 802.16-2004/Cor1-2005, 802.16f-2005,
and 802.16g-2007.

May 2009 http://ieee802.org/16/pubs/80216-2009.html

IEEE Std 802.16j Amendment of IEEE Std 802.16, Air Interface
for Fixed and Mobile Broadband Wireless
Access Systems – Multi-hop Relay
Specification

June 2009 http://ieee802.org/16/pubs/80216j.html

IEEE Project
P802.16i

Project to amend IEEE Std 802.16, Air
Interface for Fixed Broadband Wireless Access
Systems – Management Plane Procedures
and Services

March 2008
(Withdrawn)

http://ieee802.org/16/pubs/80216i.html

IEEE Std 802.16h-
2010

Amendment of IEEE Std 802.16, Air Interface
for Fixed Broadband Wireless Access Systems
– Improved Coexistence Mechanisms for
License-Exempt Operation

May 2010 http://ieee802.org/16/pubs/80216h.html

IEEE Project
P802.16m

Project to amend IEEE Std 802.16-2009, Air
Interface for Fixed and Mobile Broadband
Wireless Access Systems – Advanced Air
Interface

March 2011 http://ieee802.org/16/tgm/index.html
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base station is required for relays to operate over the relay links (i.e., the link between relay and base
stations). Furthermore, due to the incorporation of various inconsistent optional features and func-
tionalities, a relay system profile (i.e., a set of consistent functional components to form a working
system) needs to be developed outside the IEEE to enable industry-wide implementation and
deployment.

Since January 2007, the IEEE 802.16 Working Group has embarked on the development of a new
amendment of the IEEE 802.16 standard (i.e., IEEE 802.16m) as an advanced air interface to meet the
requirements of ITU-R/IMT-Advanced for 4G systems, as well as the next generation mobile network
operators. Depending on the available bandwidth and multi-antenna mode, IEEE 802.16m systems
will be capable of over-the-air data transfer rates in excess of 1 Gbit/sec and support of a wide range of
high-quality and high-capacity IP-based services and applications while maintaining full backward
compatibility with the existing mobile WiMAX systems (to preserve investments and continuing
support for the first generation products). The IEEE 802.16m will be suitable for both green-field and
mixed deployments with legacy mobile stations and base stations. The backward compatibility feature
would allow upgrades and evolution paths for existing deployments. It will enable roaming and
seamless connectivity across IMT-Advanced and IMT-2000 systems through the use of appropriate
interworking functions. The IEEE 802.16m systems further utilize multi-hop relay architectures for
improved coverage and performance.

1.3 INTRODUCTION TO WIMAX FORUM MOBILE SYSTEM PROFILES
The IEEE 802 standards only define the physical and medium access control layers (i.e., Layers 1
and 2 of the OSI reference model). This approach has worked well for technologies such as
Ethernet and Wi-Fi, relying on other bodies such as the IETF to set the standards for higher layer
protocols, such as TCP/IP, SIP, VoIP, and IPsec. In the mobile wireless domain, standards bodies
such as 3GPP and 3GPP2 specify standards encompassing radio air interface, network interfaces,
and signaling protocols, because they require not only air link interoperability, but also inter-vendor
inter-network interoperability for roaming, multi-vendor access, and billing. Vendors and operators
have recognized this issue and have formed additional forums to develop standard network
reference models for open inter-network interfaces. The WiMAX Forum is an industry-led and non-
profit organization formed to develop system profiles, certify, and promote the compatibility and
interoperability of broadband wireless products based on the harmonized IEEE 802.16-2004 and its
amendments and/or revisions. The ultimate goal of the WiMAX Forum is to promote and accelerate
the introduction of cost-effective broadband wireless access services into the marketplace. Stan-
dards-based, interoperable solutions enable economies of scale that, in turn, drive price and
performance levels unachievable by proprietary solutions, making WiMAX Forum-certified prod-
ucts the most competitive at delivering broadband services on a wide scale. WiMAX Forum-
certified products are fully interoperable and support broadband fixed, portable, and mobile
services. Along these lines, the WiMAX Forum works closely with service providers and regulators
to ensure that WiMAX Forum-certified systems meet customer and government requirements.

WiMAX Forum has been developing the mobile WiMAX system profiles that define the
mandatory and optional features of the IEEE 802.16 standard that are necessary to build a mobile
WiMAX compliant air interface which can be certified by WiMAX Forum [33]. The mobile
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WiMAX system profile enables mobile systems to be configured based on a common feature set,
thus ensuring basic functionality for terminals and base stations that are fully interoperable. Some
elements of the base station profiles are specified as optional to provide additional flexibility for
regional deployments based on specific usage models that may require different configurations that
are either capacity-optimized or coverage-optimized. Release 1.0 of the mobile WiMAX system
profiles covers 5, 7, 8.75, and 10 MHz channel bandwidths for licensed spectrum allocations in the
2.3, 2.5, 3.3, and 3.5 GHz frequency bands. The term WiMAX (Worldwide Interoperability for
Microwave Access) has been used generically to describe wireless systems based on the WiMAX
certification profiles, and the IEEE 802.16-2004 air interface standard and its amendments or
revisions. Fixed WiMAX is used to describe IEEE 802.16-2004-based systems and mobile WiMAX
is used to describe IEEE 802.16-2009 or IEEE 802.16m based systems. The WiMAX Forum further
develops higher-level networking specifications for mobile WiMAX systems beyond that defined by
the IEEE 802.16 air interface standard (see Chapter 2).

The combined effort of the IEEE 802.16 Working Group and the WiMAX Forum help define the
end-to-end system solution for a mobile WiMAX network. A certification profile is defined as
a particular instantiation of a system profile (i.e., a predefined set of parameters extracted from the
system profiles) where the operating frequency, channel bandwidth, and duplexing mode are also
specified. The WiMAX equipments are certified for interoperability according to a particular certifi-
cation profile. Furthermore, Protocol Implementation Conformance Specification (PICS) is a ques-
tionnaire to be completed by vendors that specifies which features have been implemented in the
product for conformance testing [14].

Release 1.5 of the mobile WiMAX system profiles, based on the latest revision of the IEEE 802.16
standard [8], provides a short-term migration of WiMAX systems that include additional features
relative to Release 1.0, such as FDD support and Time Division Duplex (TDD) enhanced operation,
new band classes, support of multicast and broadcast and location-based services, and femto-cells [33].
Release 1.5 systems are fully backward compatible with Release 1.0. The WiMAX Forum is currently
working toward Release 2 of mobile WiMAX system profiles based on the IEEE 802.16m standard
whose completion is expected in 2011 [34].

Figure 1-6 illustrates the organization of the WiMAX Forum and provides a brief description of the
charter of each working group. The WiMAX Forum working groups operate under a Technical
Steering Committee (TSC). The TSC functions include overseeing technical development of WiMAX
Forum specifications and certifications, ensuring integrated, timely and predictable technical programs
within WiMAX Forum, planning and approving roadmaps, work items, and specifications, receiving,
reviewing, and acting upon reports from working groups.

1.4 INTRODUCTION TO 3GPP STANDARDS
The original scope of 3GPP was to produce technical specifications and technical reports for 3G mobile
systems based on evolved Global System for Mobile communication (GSM) core networks [35] and
the radio access technologies that they support; i.e., Universal Terrestrial Radio Access (UTRA) with
both FDD and TDD duplexing modes. The scope was subsequently amended to include the mainte-
nance and development of GSM technical specifications and technical reports, including evolved radio
access technologies; e.g., General Packet Radio Service (GPRS) and Enhanced Data rates for GSM

24 CHAPTER 1 Introduction to Mobile Broadband Wireless Access



Application Working Group
(AWG)

Defines applications over WiMAX that are necessary to meet core
competitive offerings and that are uniquely enhanced by WiMAX 

Certification Working Group 
(CWG)

Handles the operational aspects of the WiMAX Forum Certified
program

Evolutionary Technical Working 
Group (ETWG)

Maintains existing OFDM profiles, develops additional fixed
OFDM profiles, and develops technical specifications for the
evolution of the WiMAX Forum's OFDM based networks from

fixed to nomadic to portable, to mobile

Global Roaming Working Group 
(GRWG)

Ensures the availability of global roaming service for
WiMAX networks in a timely manner as demanded by

the marketplace 

Marketing Working Group
(MWG)

Promotes the WiMAX Forum, its brands and the standards
which form the basis for worldwide interoperability

of BWA systems. 

Network Working Group
(NWG)

Creates higher level networking specifications for fixed, nomadic,
portable and mobile WiMAX systems, beyond what is defined in the

scope of IEEE 802.16REV2 

Regulatory Working Group
(RWG)

Influences worldwide regulatory agencies to promote
WiMAX-friendly, globally harmonized

spectrum allocations

Service Provider Working Group 
(SPWG)

Gives service providers a platform for influencing BWA product and
spectrum requirements to ensure that their individual market needs

are fulfilled

WiMAX Forum Working Groups

Technical Working Group
(TWG)

Develops technical product specifications and certification test
suites for the air interface based on the OFDMA PHY, primarily for
the purpose of interoperability and certification of Mobile Stations

and Base Stations conforming to the IEEE 802.16 standards

Technical Steering C
om

m
ittee (TSC

)

FIGURE 1-6

The organization and working groups of the WiMAX Forum [14]
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Evolution (EDGE). The 3GPP organization was created in December 1998 by approval of the 3rd
Generation Partnership Project Agreement. The latest 3GPP Scope and Objectives document has
evolved from this original agreement [36]. Table 1-5 shows the 3GPP organization and the charter of
the technical specification groups and their subcommittees.

The standardization process in 3GPP is substantially different from that of the IEEE. The 3GPP
standardization process starts with developing a requirement document where the targets to be ach-
ieved are determined (i.e., Stage 1). The system architecture is defined where the underlying building
blocks and interfaces are decided (i.e., Stage 2). Various working groups are engaged in developing the
detailed specifications where every functional component, interface, and signaling protocol is speci-
fied (i.e., Stage 3). The compliance and interoperability testing and verification follow upon
completion of Stage 3. Note that in 3GPP standards, the data link layer is divided into four sub-layers;
i.e., Medium Access Control (MAC), Radio Link Control (RLC), and Packet Data Convergence
Protocol (PDCP), as well as Radio Resource Control (RRC) [7].

As mentioned earlier, the growing demand for mobile Internet and wireless multimedia applica-
tions has motivated development of broadband wireless access technologies in recent years. As
a result, 3GPP initiated work on Long-Term Evolution (LTE) in late 2004. The 3GPP LTE will ensure
3GPP’s competitive edge over other cellular technologies. The Evolved UMTS Terrestrial Radio
Access Network (E-UTRAN) substantially improves end-user throughputs, sector capacity, and
reduces user-plane and control-plane latencies, bringing significantly improved user experience with
full mobility. With the emergence of Internet Protocol as the protocol of choice for carrying all types of
traffic, the 3GPP LTE is expected to provide support for IP-based traffic with end-to-end Quality of
Service (QoS). Voice traffic will be supported mainly as voice over IP, enabling integration with other
multimedia services. Initial deployments of 3GPP LTE are expected in late 2010 and commercial
availability on a larger scale will likely happen a few years later.

Unlike its predecessors, which were developed within the framework of Release 99 UMTS
architecture, 3GPP has specified the Evolved Packet Core (EPC) architecture to support the E-UTRAN
through reduction in the number of network elements and simplification of functionality, but most
importantly allowing for connections and handover to other fixed and wireless access technologies,
providing the network operators the ability to deliver a seamless mobility experience [37]. 3GPP has
set aggressive performance requirements for LTE that rely on improved physical layer technologies
such as Orthogonal Frequency Division Multiplexing (OFDM) and Single-User and/or Multi-User
Multiple-Input Multiple-Output (MIMO) techniques, and streamlined data link layer protocols and
functionalities. The main objectives of LTE are to minimize the system and user equipment (UE)
complexities, to allow flexible spectrum deployment in the existing or new frequency bands, and to
enable coexistence with other 3GPP radio access technologies.

The 3GPP long-term evolution symbolizes the migration of the Universal Mobile Telecommuni-
cation System (UMTS) family of standards from systems that supported both circuit-switched and
packet-switched voice/data communications to an all-IP, packet-only system. The development of the
LTE air interface is closely coupled with 3GPP System Architecture Evolution (SAE) project to define
the overall system architecture and evolved packet core network [37]. It has been shown that the 3GPP
standards have evolved toward higher performance and data rates, lower access latencies, and
increasing capability to support emerging wireless applications. To achieve higher downlink and
uplink data rates, UMTS operators today are upgrading their 3G networks with High Speed Downlink
Packet Access (HSDPA), which was specified in 3GPP Release 5, and High Speed Uplink Packet
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Table 1-5 3GPP Organizationiii

Project Coordination Group
(PCG)
This group is the ultimate
decision making body in 3GPP
responsible for final adoption of
3GPP Technical Specification
Group work items, to ratify
election results, and the
resources committed to 3GPP.

GSM/EDGE Radio Access
Network (GERAN)
This group is responsible for the
specification of the radio access part
of GSM/EDGE, more specifically RF
front-end, Layer 1, 2 and 3, internal
and external interfaces,
conformance test specifications for
all aspects of GERAN base stations
and terminals, and GERAN
specifications for the nodes in the
GERAN.

GERAN WG1
This group is responsible for RF aspects of GERAN, Internal
GERAN interface specifications,
Specifications for GERAN radio performance and RF system
aspects, conformance test specifications for testing of all
aspects of GERAN base stations, etc.

GERAN WG2
This group is responsible for protocol aspects of GERAN. It
specifies the data link layer protocols and the interfaces between
these layers and the physical layer

GERAN WG3
This group is responsible for conformance test specifications for
testing of all aspects of GERAN terminals liaising with other
technical groups to ensure overall coordination.

Radio Access Network (RAN)
This group is responsible for the
definition of the functions,
requirements and interfaces of the
UTRA/E-UTRA network in its two
modes, FDD and TDD.

RAN WG1
This group is responsible for the specification of the physical
layer of the radio interface for UE, UTRAN, Evolved UTRAN, and
beyond, covering both FDD and TDD modes of radio interface.
It is also responsible for handling physical layer related UE
capabilities and physical layer related parameters used in UE
test developed in the RAN working group.

RAN WG2
This group is in charge of the radio interface architecture and
protocols, the specification of the radio resource control
protocol, the strategies of radio resource management, and the
services provided by the physical layer to the upper layers.

RAN WG3
This group is responsible for the overall UTRAN/E-UTRAN
architecture, the specification of inter-base station protocols,
and the interface between the mobile station and base station.

RAN WG4
This group works on the radio aspects of UTRAN/E-UTRAN. It
performs simulations of diverse radio system scenarios and
derives the minimum requirements for transmission and
reception parameters. Once these requirements are set, the
group defines the test procedures that will be used to verify
them (only for base stations).

(Continued)
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Table 1-5 3GPP Organizationiii Continued

RAN WG5
This group works on the specification of conformance testing at
the radio interface for the user equipment. The test
specifications are based on the requirements defined by other
groups, such as RAN WG4 for the radio test cases, and RAN
WG2 and CT WG1 for the signaling and protocols test cases.

Service and System Aspects (SA)
The Service and System Aspects
group is responsible for the overall
architecture and service capabilities
of systems based on 3GPP
specifications, and has
a responsibility for inter-group
coordination.

SA WG1 (Services)
This group works on the services and features for 3G. The
group sets high-level requirements for the overall system and
provides this in a Stage 1 description in the form of
specifications and reports.

SA WG2 (Architecture)
This group is in charge of developing Stage 2 of the 3GPP
network, and identifies the main functions and entities of the
network, how these entities are linked to each other, and the
information they exchange. The group has a system-wide view,
and decides on how new functions integrate with the existing
network entities.

SA WG3 (Security)
This group is responsible for the security of the 3GPP system,
performing analyses of potential security threats to the system,
considering the new threats introduced by the IP based services
and systems, and setting the security requirements for the overall
3GPP system.

SA WG4 (Codec)
This group deals with the specifications for speech, audio, video,
and multimedia codecs, in both circuit-switched and packet-
switched environments.
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SA WG5 (Telecom Management)
This group specifies the management framework and
requirements for the management of the 3G system, delivering
architecture descriptions of the telecommunication
management network and coordinating across other working
groups all work pertinent to the 3G system telecom
management.

Core Network and Terminals
(CT)
This group is responsible for
specifying terminal interfaces,
terminal capabilities, and the core
network part of 3GPP systems.

CT WG1
This group is responsible for the 3GPP specifications that define
the user equipment – core network Layer 3 radio protocols and
the core network side of the reference points.

CT WG3
This group specifies the bearer capabilities for circuit- and
packet-switched data services, the necessary interworking
functions towards both, and the user equipment and terminal
equipment in the external network.

CT WG4
This group defines stage 2 and stage 3 aspects within the core
network focusing on supplementary services, basic call
processing, mobility management within the core network,
bearer independent architecture, GPRS between network
entities, transcoder free operation, etc.

CT WG6
This group is responsible for the development and maintenance
of specifications and associated test specifications for the 3GPP
smart card applications, and the interface with the mobile
terminal.

iiihttp://www.3gpp.org/Specification-Groups
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Access (HSUPA), which was specified in 3GPP Release 6. The HSDPA and HSUPA, collectively
known as HSPA, have been further upgraded in Releases 7 and 8 with additional features such as
higher-order modulations in the downlink and uplink, downlink open-loop MIMO, improvements of
data link layer protocols, and continuous connectivity for packet data users.

The Release 8 of 3GPP LTE and SAE were completed in March 2009, followed by the user
equipment conformance testing specifications. The 3GPP is currently working toward development of
an advanced standard specification to address the IMT-Advanced requirements and services for the 4th
generation of cellular systems [15]. The 3GPP LTE-Advanced is part of 3GPP Release 10 and its
completion is expected by March 2011. The IMT-Advanced compliant technologies may be available
for commercial deployment beyond 2012. The requirements for LTE-Advanced are provided in
reference [20]. The salient features of LTE-Advanced include multi-carrier support, spatial multi-
plexing, extension of LTE downlink spatial multiplexing to eight layers, and uplink spatial multiplying
up to four layers, coordinated multiple point transmission and reception, relaying functionality to
improve the coverage and throughput, group mobility, temporary network deployment, and to provide
coverage in new areas.
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WiMAX Network Architecture 2
INTRODUCTION
The IEEE 802.16-2009 standard only defines physical and medium access control layer protocols. This
approach might have worked well for technologies such as Ethernet and Wi-Fi, relying on other bodies
such as the Internet Engineering Task Force (IETF)i to set the standards for higher layer protocols such
as TCP/IP [1], SIP [2], and Ipsec [3], it cannot be generalized to cellular standards. Standard developing
organizations such as 3GPP and 3GPP2 specify end-to-end wireless access systems including a wide
range of interfaces and network protocols because practical systems require not only the air link
interoperability but also inter-vendor and inter-network interoperability for roaming, multi-vendor
access networks, and inter-operator billing. WiMAX vendors and operators have recognized this issue
and have established additional industry groups to develop standard network reference models for open
network interfaces. Examples of these groups include WiMAX Forum’s Network Working Group,ii

which is focused on creating higher-level networking specifications for fixed, nomadic, portable, and
mobile WiMAX systems beyond what is defined in the IEEE 802.16 standards, and the Service
Provider Working Group,iii which defines requirements and priorities according to operators’ needs.

The WiMAX network architecture is a non-hierarchical end-to-end all-IP framework for mobile
WiMAX systems that is based on maximal use of non-proprietary standard IP protocols, and is
compatible with external service enablers such as IP Multimedia Subsystem [4]. A distinctive feature
of WiMAX network architecture is decoupling of access, connectivity, and service networks to allow
combination of multi-vendor implementations of physical network entities, as long as they comply
with the normative protocols and procedures across applicable interfaces that are defined in the
WiMAX network specification.

This chapter provides a top-down systematic description of WiMAX network architecture, starting
at the most general level and working toward details or specifics of the network components and their
interconnections. We further provide an overview of 3GPP evolved network architecture to enable the
readers to contrast the corresponding procedures and functionalities.

2.1 DESIGN PRINCIPLES OF WIMAX NETWORK ARCHITECTURE
In this section, the principles based on which the WiMAX network architecture has been designed are
described. The tenets are divided into different categories and are applicable to all releases of the
WiMAX network architecture [5].

CHAPTER

ihttp://www.ietf.org
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The architecture and network reference model (NRM) accommodate all usage models provi-
sioned for WiMAX systems [6]. The packet-switched architecture is based on the IEEE 802.16
standard and its amendments or revisions, as well as the use of appropriate IETF protocols and IEEE
Ethernet standards. This framework permits decoupling of access network and corresponding entities
from connectivity IP services, and allows network elements of the Connectivity Serving Network
(CSN) to be agnostic of the IEEE 802.16 air interface. The architecture is based on functional
decomposition principles (i.e., decomposition of features into functional entities across interopera-
bility reference points without specific implementation assumptions, including the network entities
and interfaces). Such a framework is modular and sufficiently flexible to accommodate a broad range
of deployment options such as [5]:

� Scalable WiMAX networks (sparse to dense radio coverage and capacity);
� Diverse radio propagation environments (e.g., urban, suburban, or rural);
� Licensed and/or licensed-exempt spectrum;
� Hierarchical, non-hierarchical, or mesh topologies, and their variants;
� Coexistence of fixed, nomadic, portable, and mobile usage models;
� Interworking and integration with non-WiMAX core networks (e.g., 3GPP EPC) [7].

The architecture exploits the IEEE 802.16-2009 procedures and logical separation between such
procedures and IP addressing, routing, and connectivity management procedures, and proto-
cols to enable the use of the access architecture primitives in standalone and interworking
deployment scenarios and it further supports sharing of Access Service Networks (ASN) by
multiple Network Access Providers (NAP). The network design supports discovery and selection
of accessible Network Service Providers (NSP) by an MS, and allows NAPs that employ one or
more ASN topologies. Network Access Provider is a business entity that provides WiMAX radio
access infrastructure to one or more WiMAX Network Service Providers. A NAP implements
WiMAX network infrastructure using one or more ASNs. Network Service Provider is a business
entity that provides IP connectivity and WiMAX services to WiMAX subscribers compliant with
the service level agreement (SLA) established with WiMAX subscribers. To provide these
services, an NSP sets up contractual agreements with one or more NAPs. Additionally, an NSP
also establishes roaming agreements with other NSPs, and contractual agreements with third-
party application providers for providing WiMAX services to subscribers. From a WiMAX
subscriber perspective, an NSP can be classified as Home NSP (H-NSP) or Visited NSP
(V-NSP).

The WiMAX network architecture supports access to operator’s services through inter-
networking functions and specifies open and standard reference points between various groups
of network functional entities, in particular between an MS, ASN, and CSN to enable multi-
vendor interoperability. It is sufficiently flexible to accommodate future enhancements/exten-
sions to the IEEE 802.16 suite of standards, and can accommodate documented geo-specific
constraints.

The WiMAX network architecture supports evolution paths between the various usage models
subject to reasonable technical assumptions and constraints. It does not preclude multi-vendor
implementations based on different combinations of functional network entities as long as these
implementations comply with the normative protocols and procedures across applicable reference
points. The structural design supports a simple usage model where a single operator can deploy an
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ASN together with a limited set of CSN functions, so that the operator can offer basic Internet access
without consideration for roaming or interworking. The service and application design requirement
for mobile WiMAX network architecture are as follows:

1. Support voice, multimedia services, and other mandated regulatory services such as emergency
services and lawful interception;

2. Enable access to a variety of independent Application Service Provider (ASP) networks;
3. Support mobile communications using VoIP in applicable roaming scenarios, further supporting

inter-operator policy definition, distribution and enforcement as needed for voice
communications. The architecture supports the following capabilities:
a. SLA-based resource management for subscribers;
b. Multiple voice session for a particular subscriber;
c. Simultaneous voice and data sessions;
d. Prioritization of emergency voice calls and high-priority data sessions;

4. Interface with various interworking and media gateways, allowing delivery of legacy services
translated over IP to WiMAX access networks;

5. Support delivery of IP broadcast and multicast services over WiMAX access networks.

The following are the design considerations for WiMAX network security:

1. The security framework is agnostic to the operator type and ASN topology, and applies
consistently across mobile WiMAX networks and internetworking deployment models and
usage scenarios.

2. The architecture supports robust MS authentication based on the IEEE 802.16 standards security
framework.

3. An MS is able to support all commonly deployed authentication mechanisms and authentication
in home and visited operator network scenarios, based on a consistent and extensible
authentication framework. Furthermore, an MS is able to select between various authentication
methods based on NSP type.

4. Data integrity, replay protection, and confidentiality using applicable key lengths within the
WiMAX access network are supported.

5. The use of MS initiated or terminated security mechanisms such as Virtual Private Networks
(VPNs) is accommodated [8].

6. Standard secure IP address management mechanisms between the MS and its home or visited
NSP are supported [3].

7. The privacy of MS and host’s specific states, such as authentication state, IP host configuration,
and service provisioning is guaranteed.

8. Group communications are exclusively limited to authorized group membership.

Mobility and handover design considerations are as follows:

1. Inter-technology handovers, e.g., Wi-Fi, 3GPP, and 3GPP2, when such capability is enabled in
multi-mode MS are supported.

2. Both IPv4- [9] or IPv6-based [10] mobility management are accommodated in the reference
network design. Furthermore, WiMAX network supports an MS with multiple IP addresses and
simultaneous IPv4 and IPv6 connections.
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3. The network design does not preclude roaming between NSPs. It allows a single NAP to serve
multiple MSs using different private and public IP domains owned by different NSPs. The NSP
may be one operator or a group of operators.

4. Seamless and robust handover at different user mobility conditions are supported by dynamic and
static home address configurations.

5. The WiMAX network allows dynamic assignment of the mobile IP Home Agent (HA) in the
service provider network as a form of routing optimization, as well as in the home IP network
as a form of load balancing.

6. The architecture allows dynamic assignment of the HA in Home CSN (H-CSN) or Visited CSN
(V-CSN) based on policies.

The Quality of Service (QoS) considerations for network operation are as follows:

1. The network design supports differentiated levels of QoS, admission control,iv and bandwidth
assignment in order to flexibly support simultaneous use of a diverse set of IP services.

2. The network protocols support implementation of policies as defined by various operators for
QoS based on their SLAs, including policy enforcement per user and user group, etc., where the
QoS policies may be coordinated among operators depending on subscriber SLAs.

3. The reference design employs standard IETF mechanisms for managing policy definition and
policy enforcement between operators.

Other considerations for network operation including scalability, extensibility, coverage, etc., can be
summarized as follows.

The architecture enables a user to manually or automatically select from available NAPs and NSPs.
The architecture enables ASN and CSN system designs that readily up-scale or down-scale in terms of
coverage, range, or capacity while accommodating a variety of ASN designs. It further facilitates
a variety of backhaul links, both wireline and wireless with different latency and throughput char-
acteristics, as well as incremental infrastructure deployment. WiMAX network supports phased
deployment of IP services that in turn scale with increasing number of active users and concurrent IP
services per user.

The architecture supports the integration of base stations of varying coverage and capacity – for
example, pico, micro, and macro base stations – and allows flexible decomposition and integration of
ASN functions in ASN network deployments, in order to enable use of load balancing schemes for
efficient use of radio spectrum and network resources. Inter-working with existing wireless networks
(e.g., 3GPP, 3GPP2) or wireline networks (e.g., DSL) is supported where the interworking function is
based on standard IETF and IEEE protocol suites.

The WiMAX network supports global roaming across WiMAX operator networks including
support for credential reuse, consistent use of Authentication, Authorization, and Accounting (AAA)
protocols for accounting and charging, and consolidated/common billing and settlement. A variety of

ivAdmission control is the ability to admit or control admission of a user to a network based on the user’s service profile and
network performance parameters, such instantaneous load and average delay. If a user requests access to network services
but the incremental resources required to provide the grade of service specified in the user’s service profile are not
available, the admission control function rejects the user’s access request. Note that admission control is implemented to
ensure service quality and is different from authentication and authorization, which are also used to admit or deny network
access.
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user authentication credential formats, such as username/password, digital certificates, Subscriber
Identity Module (SIM), Universal SIM (USIM), and Removable User Identify Module (RUIM)
are supported. Furthermore, WiMAX network accommodates a variety of online and offline client-
provisioning, enrollment, and management schemes based on open, broadly deployable,
industry standards. Over-the-Air (OTA) services for MS provisioning and software upgrades are
accommodated.

The network protocols accommodate use of header compression/suppression and/or payload
compression for efficient use of WiMAX radio resources. The architecture supports mechanisms that
enable maximum possible enforcement and fast re-establishment of established QoS SLAs due to
handover impairments.

The WiMAX network supports interoperability between equipment from different manufacturers
within an ASN and across ASNs. Such interoperability includes interoperability between BS and
backhaul equipment within an ASN, interoperability between various ASN elements (possibly from
different vendors) and CSN, with minimal or no degradation in functionality or capability of the ASN.

The IEEE 802.16-2009 standard defines multiple convergence sub-layers. The network architec-
ture further supports the following convergence sub-layer (CS) types: Ethernet CS and IPv4/IPv6 over
Ethernet CS; IPv4 CS; and IPv6 CS.

2.2 NETWORK REFERENCE MODEL
The Network Reference Model is a logical representation of the network architecture. The NRM
identifies functional entities and reference points over which interoperability is achieved. Figure 2-1
illustrates the WiMAX NRM, consisting of the following logical entities: mobile station (MS); ASN;
and CSN, which are described in the following sections. The interfaces R1–R8 are normative reference
points [5].

Each of the entities MS, ASN, and CSN represent a group of functions. Each of these functions can
be realized in a single physical entity or may be distributed over multiple physical entities. The
reference model is used to ensure interoperability among different implementations of functional
entities in the network. Interoperability is verified based on the definition of logical interfaces in order
to achieve an end-to-end functionality, e.g., security or mobility management. Thus, the functional
entities on either side of a reference point (RP) represent a collection of control or bearer-plane end-
points.

The mobile station is a communication device providing radio connectivity between a user terminal
and a WiMAX Base Station (BS) that is compliant with WiMAX Forum mobile system profiles [11].
The ASN is defined as a complete set of network functions required to provide radio access to
a terminal. The ASN provides the following functions:

� Layer 2 connectivity with the MS;
� Transfer of AAA messages to the subscriber’s Home Network Service Provider (H-NSP) for

authentication, authorization, and session accounting for subscriber sessions;
� Network discovery and selection of the subscriber’s preferred NSP;
� Relay functionality for establishing Layer 3 connectivity or IP address assignment to an MS;
� Radio resource management (RRM).
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In addition to the above functions, and to support mobility, an ASN supports the following functions:

� ASN-anchored mobility;
� CSN-anchored mobility;
� Paging and Idle State operation;
� ASN–CSN tunneling.

The ASN comprises network elements such as one or more base stations and one or more ASNGateways
(ASN-GW). An ASN may be shared by more than one Connectivity Service Network (CSN). The radio
resource control functions in the BS would allow Radio Resource Management (RRM) within the BS.
The CSN is defined as a set of functions that provide IP connectivity to user terminals. In the following
sections, more detailed description of network elements and their interconnections will be provided.

2.2.1 Access Service Network (ASN)

The ASN is defined as a logical set of functional entities and corresponding signaling and message
flows. The ASN represents an interface for functional interoperability with user terminals, on the one
hand, and connectivity service functions, on the other hand. The functional decomposition of ASN is
shown in Figure 2-2. Within an ASN, a BS may be logically connected to more than one ASN-GW for
different MSs. For a given MS, a BS is connected to a single ASN-GW.
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FIGURE 2-1

The WiMAX network reference model
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The ASN reference model containing multiple ASN-Gateways (ASN-GW) is illustrated in
Figure 2-3. An ASN shares R1, R3, and R4 reference points with an MS, a CSN, and with another
ASN, respectively. The ASN consists of one or more base stations and one or more ASN-GWs (as
shown in Figure 2-3). A BS is logically connected to one or more ASN-GWs. The R4 reference point
provides control and bearer-planes for interconnection and interoperability between similar or
heterogeneous ASNs. When ASN is composed of multiple ASN-GWs, intra ASN mobility may
involve R4 control messages and bearer-plane establishment.

2.2.2 Access Service Network Gateway (ASN-GW)

The base stations within an ASN-GW group (i.e., all base stations connected to the same ASN-GW)
are connected through R8 reference point. Furthermore, the base stations within an ASN-GW group
are separately connected to the ASN-GW via R6 reference point, as shown in Figure 2-3.
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The base station is a logical entity that implements a full instance of Medium Access Control
(MAC) and Physical Layer (PHY) protocols, as specified by the IEEE 802.16-2009 standard [12] and
includes one or more access functions. A BS instance represents one sector with one frequency
assignment. It incorporates scheduler functions for uplink and downlink radio resources, which are
typically vendor specific.

The ASN-GW is a logical entity that represents an aggregation of control functions that are either
paired with a corresponding function in the ASN (e.g., BS instance), a resident function in the CSN, or
a function in another ASN. The ASN-GW may also perform bearer-plane routing or bridging func-
tions. A BS is associated with a default ASN-GW; however, the ASN-GW functions may be distributed
among multiple ASN-GWs located in one or more ASNs.

The ASN functions in an ASN-GW can be divided into two groups, i.e., the Decision Point (DP)
and the Enforcement Point (EP) functions. The EP category includes bearer-plane functions and the
DP category includes non-bearer-plane functions. If such functional split is implemented in ASN-GW,
the EP and DP functional groups would include bearer-plane and non-bearer-plane functions,
respectively, and are interfaced using R7 reference point.

2.2.3 Reference Points

A Reference Point (RP) is a logical interface between two groups of functions or protocols. All
protocols associated with a reference point may not always terminate in the same functional entity, i.e.,
two protocols associated with an RP originate and terminate in different functional entities [5].
A reference point only becomes a physical interface when the functional entities on either side of it are
contained in different physical modules.
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Reference Point R1
Reference point R1 consists of the protocols and procedures over the air interface between MS and
ASN as specified by the IEEE 802.16-2009 standard [12] and mobile WiMAX system profile [11]. The
reference point R1 further includes additional protocols related to the management plane.

Reference Point R2
The logical reference point R2, i.e., no direct protocol interface between MS and CSN, consists of
protocols and procedures between the MS and CSN associated with authentication, authorization,
and IP host configuration management. The authentication protocols in reference point R2 work
between the MS and CSN, and are managed by the home NSP; however, under certain conditions,
the ASN and CSN operated by the visited NSP may process these protocols. The reference
point R2 may further support IP Host Configuration Management running between the MS and
the CSN.

Reference Point R3
Reference point R3 consists of a set of control-plane protocols between the ASN and CSN to support
AAA, policy enforcement, and mobility management capabilities. It also encompasses the bearer-
plane protocols, including tunnelingv to transfer user data between the ASN and the CSN.

Reference Point R4
Reference point R4 comprises a set of control and bearer-plane protocols originating and/or termi-
nating in various functional entities of an ASN that coordinate MS mobility between ASNs and ASN-
GWs, ensuring interoperability between similar or heterogeneous ASNs.

Reference Point R5
Reference point R5 consists of the set of control and bearer-plane protocols for inter-networking
between the CSN operated by the home NSP, and is operated by a visited NSP.

Reference Point R6
Reference point R6 comprises a set of control and bearer-plane protocols for communication between
the BS and the ASN-GW within a single ASN. The bearer-plane consists of intra-ASN data transfer
between the BS and ASN-GW. The control-plane includes protocols for data plane establishment,
modification, and release control corresponding to the MS mobility.

Reference Point R7
Reference point R7 consists of an optional set of control protocols such as AAA and policy coordi-
nation in the ASN-GW, as well as other protocols for coordination between the two groups of functions
identified in R6. This reference point has been removed from mobile WiMAX network architecture
specification Release 1.5 [12].

vTunneling refers to a mechanism that enables disjoint packet networks to exchange data or packets via intermediate
networks, while concealing the protocol details from the intermediate networks. Tunneling is generically implemented by
encapsulating an end-to-end network protocol within payloads that are natively carried over the intermediate networks.
Tunneling is alternately referred to as encapsulation.

2.2 Network reference model 41

www.allitebooks.com

http://www.allitebooks.org


Reference Point R8
Reference point R8 within an ASN consists of a set of control messages exchanged between the base
stations to ensure fast and seamless handover. The control-plane consists of the inter-BS communi-
cation protocol consistent with the IEEE 802.16-2009 standard [12] and mobile WiMAX system
profile [11], as well as additional protocols for data forwarding between base stations.

2.2.4 Connectivity Service Network (CSN)

Connectivity Service Network is defined as a set of network functions that provide IP connectivity to
user terminals. A CSN can provide the following functions [5,13–15]:

� MS IP address and endpoint parameter allocation for user sessions;
� Internet access;
� AAA proxy/server;
� Policy and admission control based on user profiles;
� ASN-CSN tunneling support;
� Subscriber billing;
� Inter-CSN tunneling for roaming;
� Inter-ASN mobility management and mobile IP home agent functionality;
� Network services such as connectivity for peer-to-peer services, provisioning, authorization and/or

connectivity to IP multimedia services, and to enable lawful interception;
� Connectivity to Internet and managed services such as IP Multimedia Subsystem (IMS),vi

Location-Based Services (LBS),vii Multicast and Broadcast Services (MBS), etc.;
� Over-the-air activation and provisioning of mobile WiMAX terminals.

The CSN may further comprise network elements such as routers, AAA proxy/servers, user databases,
and interworking functions. The CSN reference model is depicted Figure 2-4.

2.3 AUTHENTICATION, AUTHORIZATION, AND ACCOUNTING (AAA)
AAA refers to a framework based on IETF protocols, Remote Authentication Dial-in User Service
(RADIUS) [16] or Diameter [17], which specify the procedures for authentication, authorization, and
accounting associated with the user terminal’s subscribed services across different access technol-
ogies. As an example, AAA includes mechanisms for secure exchange and distribution of authen-
tication credentials and session keys for data encryption. The AAA protocols provide the following
services:

� Authentication including device, user, or combined device and user authentication;
� Authorization including delivery of information to configure the session for access, mobility,

QoS, and other applications;
� Accounting including delivery of billing information and other information that can be used

to audit session activity by both the H-NSP and V-NSP.

viIP Multimedia Subsystem (IMS) is an architectural framework for delivering IP multimedia services [4].
viiA location-based service is a service provided to a subscriber based on the current geographic location of the MS.
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The AAA framework supports global roaming across operator networks, including support for reuse
of credentials and consistent use of authorization and accounting. It further supports roaming
between H-NSP and V-NSP. The AAA framework is based on use of RADIUS or Diameter in ASN
and CSN. The AAA framework accommodates both Mobile IPv4 [9] and Mobile IPv6 [10] Security
Association (SA) management. It further accommodates various network operation scenarios from
fixed to full mobility. The AAA framework provides support for deploying MS authorization, user
and mutual authentication between MS and the NSP, based on Privacy Key Management
(PKMv2).viii [18] In order to ensure interoperability, the AAA framework supports Extensible
Authentication Protocol (EAP)-based authentication mechanisms that include passwords, Subscriber
Identity Module [19], Universal Subscriber Identity Module [20], Universal Integrated Circuit Card
[21], Removable User Identity Module [22], and X.509 digital certificates [23]. The AAA frame-
work is capable of providing the V-CSN or ASN with a temporary identifier that represents the user
without revealing the user’s identity.

The NAP may deploy an AAA proxy between two NASs in ASN and the AAA in CSN in order to
provide security and enhanced manageability. The AAA proxy will also allow the NAP to regulate the
AAA attributes received from the visited CSN, and to add additional AAA attributes that may be
required by the NASs in the ASN. Note that the CSN hosts the AAA server, whereas the ASN hosts one
or more NASs. The PKMv2 protocol is used to perform over-the-air user authentication. The PKMv2
transfers EAP messages over R1 reference point (i.e., the IEEE 802.16-2009 air interface or its
evolution) between the MS and the BS in ASN.
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The CSN reference model

viiiPrivacy Key Management (PKM) Protocol: a client/server model between the base station and mobile station that is used
to secure distribution of keying material.
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2.4 MOBILE IP
Mobility support within WiMAX network architecture is based on mobile IP framework. Mobile IP is
an IETF protocol that allows mobile users to move from one network to another while maintaining
their IP address [1,24]. The two versions of mobile IP protocols,; i.e., Mobile IPv4 and Mobile IPv6,
are described in references [9] and [10], respectively. The mobile IP protocol allows transparent
routing of IP datagrams on the Internet. Each mobile node is identified by its home address, irre-
spective of its current location in the Internet. When away from home, a mobile node is associated with
a care-of address, which provides information about its current location. The mobile IP protocol
specifies how a mobile node registers with its Home Agent (HA) and how the HA routes datagrams to
the mobile node through a tunnel. Using mobile IP, nodes may change their point-of-attachment to the
Internet without changing their IP address, allowing the application and transport-layer protocols to
seamlessly maintain connection while moving. The general characteristics of mobile IP can be
summarized as follows:

� Transparency of user mobility to the transport and application layer protocols;
� Interoperability with stationary hosts running conventional IP protocols;
� Scalability across the Internet;
� Security by preventing an attacker from impersonating a mobile host;
� Macro mobility by ensuring long-term connection while away from home agent.

Node mobility is realized without propagating host-specific routes throughout the Internet. Using
mobile IP, a mobile device will have two addresses, i.e., a primary or permanent home address and
a secondary or temporary care-of address, which is associated with the network that the mobile node is
visiting. There are two types of entities in mobile IP:

� A home agent that stores information about mobile nodes whose permanent home address is in the
home agent’s network;

� A foreign agent (FA) which stores information about mobile nodes visiting its network.
Foreign agents also advertise care-of addresses.

A node that wishes to communicate with the mobile node uses the permanent home address of the
mobile node as the destination address for out-bound packets. Since the home address logically
corresponds to the network associated with the home agent, conventional IP routing mechanisms
forward these packets to the home agent. Instead of forwarding these packets to a destination that is
physically in the same network as the home agent, the home agent redirects these packets towards
the foreign agent. The home agent looks for the care-of address in the mobility binding table [25],
and then tunnels the packets to the mobile node’s care-of address by appending a new IP header to
the original IP packet, which preserves the original IP header. The packets are detected at the end
of the tunnel by removing the IP header added by the home agent and are delivered to the mobile
node.

The mobile node directly sends packets to the other communicating node through the foreign agent
without involvement of the home agent, using its permanent home address as the source address for the
IP packets, i.e., triangular routing. The foreign agent can utilize reverse-tunneling by sending the
mobile node’s packets to the home agent, which forwards them to the communicating node. This
mechanism is needed in networks whose gateway routers have ingress filtering enabled, and hence the
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source IP address of the mobile host needs to belong to the subnet of the foreign network; otherwise,
the packets would be discarded by the router.

The mobile IP protocol defines an authenticated registration procedure through which a mobile
node informs its home agent of its care-of address, router discovery (which allows mobile nodes to
discover prospective home agent and foreign agents), and the rules for routing packets to and from
mobile nodes, including the specification of one mandatory and several optional tunneling
mechanisms.

Figure 2-5 depicts the protocol stack for IP Convergence Sub-layer (IP CS), i.e., a protocol layer
that provides an interface between the IEEE 802.16-2009 MAC with a network layer over the data-
plane [12], with routed ASN. Routing over ASN is done using IP-in-IP encapsulation protocols such as
generic routing encapsulation (GRE). The GRE is a tunneling protocol that can encapsulate different
network layer protocol packet types inside IP tunnels, creating a virtual point-to-point link to routers at
remote points over an IP network [26]. IP tunneling is a method of connecting two disjoint IP networks
with no native routing path to each other via a communication channel, i.e., the IP tunnel, which uses
encapsulation techniques across an intermediate network. In IP tunneling, every IP packet with its
source and destination IP network addresses is encapsulated within another packet format native to the
transit network.

In order to maintain an IP session when the host IP address is changed due to mobility, the Client
Mobile IP (CMIP) protocols defined by IETF can be used [27]. The CMIP allows a mobile terminal to
maintain its transport connection and to continue to be reachable while moving across a network. The
CMIP also provides a common IP layer mobility across different access technologies. This would be
quite attractive for mobile operators operating radio access networks of different types, such as mobile
WiMAX or 3GPP Long Term Evolution (LTE), etc. While CMIP ensures seamless mobility for the IP
session, it introduces some disadvantages such as signaling overhead over the air interface and
additional MS complexity to support the client IP mobility protocols. The Proxy Mobile IP (PMIP)
defined by IETF, which is a network-based mobility management scheme, was introduced to eliminate
signaling overhead and to reduce complexity/cost, as well as eliminating the requirement for a network
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The protocol stack for the IP convergence sub-layer with routed ASN [14]
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interface to change IP address when the mobile node changes to a new router [28]. The WiMAX
network architecture supports both the CMIP and PMIP mobility schemes.

2.5 RADIO RESOURCE MANAGEMENT (RRM)
Efficient utilization of radio resources within an access network is performed by the radio resource
management entity. The mobile WiMAX RRM is based on a generic architecture. The RRM defines
mechanisms and procedures to share radio resource related information between BS and ASN-GW.
The RRM procedures allow different BSs to communicate with each other or with a centralized RRM
entity residing in the same or a different ASN to exchange information related to measurement and
management of radio resources. Each BS performs radio resource measurement locally based on
a distributed RRM mechanism. It is also possible to deploy RRM in an ASN using base stations with
RRM function, as well as a centralized RRM entity that does not reside in the BS and collects and
updates radio resource indicators such as choice of target BS, admission or rejection of service flows,
etc., from several BSs. The RRM procedures facilitate the following WiMAX network functions:

� MS admission control and connection admission control, i.e., whether the required radio resources
are available at a candidate target BS prior to handover;

� Service flow admission control, i.e., creation or modification of existing/additional service flows for
an existing MS in the network, selection of values for admitted and active QoS parameter sets
for service flows;

� Load balancing by managing and monitoring system load and use of counter-measures to enable
the system back to normal loading condition;

� Handover preparation and control for improvement/maintenance of overall performance indicators
(for example, the RRM may assist in system load balancing by facilitating selection of the most
suitable BS during a handover).

The RRM is composed of two functional entities, i.e., radio resource agent (RRA) and radio resource
control (RRC). The radio resource agent is a functional entity that resides in the BS. Each BS includes
a radio resource agent. It maintains a database of collected radio resource indicators. An RRA entity is
responsible for assisting local radio resource management, as well as communicating to the RRC to
collect and measure radio resource indicators from the BS and from a plurality of mobile terminals
served by the BS using MAC management procedures as specified by the IEEE 802.16 specifications.
It also communicates RRM control information over the air interface to the MS, as defined by the IEEE
802.16 specifications. An example of such RRM control information is a list of neighbor BSs and their
parameters. It further performs signaling with RRC for radio resource management functions, as well
as controlling the radio resources of the serving BS, based on the local measurements and reports
received by the BS and information received from the RRC functional entity. The local resource
control includes power control, monitoring the MAC and PHY functions, modifying the contents of the
neighbor advertisement message, assisting the local service flow management function and policy
management for service flow admission control, making determinations and conducting actions based
on radio resource policy, assisting the local handover functions.

The radio resource control functional entity may reside in BS, in ASN-GW, or as a standalone
server in an ASN, and is responsible for collection of radio resource indicators from associated RRAs.
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The RRC can be collocated with RRA in the BS. The RRC functional entity may communicate with
other RRCs in neighboring BSs which may be in the same or different ASN. The RRC may also reside
in the ASN-GWand communicate to other RRAs across R6 reference point. When the RRC is located
in the ASN, each RRA is associated with exactly one RRC. The RRC relay functional entity may
reside in ASN-GW for the purpose of relaying RRM messages. The RRC relay cannot terminate RRM
messages, but only relays them to the final destination RRC. Standard RRM procedures are required
between RRA and RRC, and between RRCs across network interfaces to ensure interoperability.
These procedures are classified into two types: information reporting procedures for delivery of BS
radio resource indicators from RRA to RRC; and between RRCs and decision support procedures from
RRC to RRA for communicating recommendations on aggregated RRM status (e.g., in neighboring
BSs) for various purposes.

The RRM primitives can be used either to report radio resource indicators (i.e., from RRA to RRC
or between RRCs) or to communicate decisions from RRC to RRA. The former type of primitive is
called information reporting primitive and the latter is called decision support primitive. The available
radio resource information provided by the RRAs to RRC is used by RRC for load balancing. The RRC
may interact with the handover controller to ensure load balance.

2.6 MOBILITY MANAGEMENT
The WiMAX network architecture supports two types of mobility: ASN-anchored mobility (intra-
ASN) and CSN-anchored mobility. ASN-anchored mobility refers to a scenario where a mobile
terminal moves between two base stations belonging to the same ASN while maintaining the same
foreign agent at the ASN. The handover in this case utilizes R6 and R8 reference points. The CSN-
anchored mobility refers to an inter-ASN mobility scenario where the mobile station moves to a new
anchor foreign agent and the new FA and CSN exchange signaling messages to establish data for-
warding paths. The handover in this case is performed via R3 reference point with tunneling over R4 to
transfer undelivered packets.

Figure 2-6 illustrates three different mobility scenarios supported in WiMAX networks. When the
mobile station moves from positions 1 to 2, or 1 to 3, an ASN-anchored mobility through R8 or R6
reference points, respectively, is implied, whereas moving from position 1 to 4 involves a CSN-
anchored mobility scheme though R3 reference point.

2.6.1 ASN-anchored Mobility

ASN-anchored mobility management is defined as mobility scenario not involving a care-of address
update (i.e., an MIP re-registration). The procedures described for ASN-anchored mobility manage-
ment also apply for mobility in networks that are not based on mobile IP. The functional requirements
for ASN-anchored mobility management include support of different mobility classes, minimization
of packet loss and handover latency while maintaining packet ordering, compliance with the security
architecture defined in the IEEE 802.16-2009 specification and IETF EAP protocols, support of private
addresses allocated by the H-NSP or V-NSP, support of Macro-Diversity Handover (MDHO) and Fast
Base Station Switching (FBSS) handover mechanisms, support of MS in active, idle, and sleep modes
(see Chapter 6 for details), minimization of the number of roundtrip signaling between BS and
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intra-ASN mobility anchor point to execute handover, independence of handover control primitives,
and data path enforcement control primitives such that it allows separation of handover control and
data path enforcement control, and consideration for QoS.

The ASN-anchored mobility management is defined by data path function (DPF), which manages
the data path setup and includes procedures for data packet transmission between two functional
entities, handover function, which controls overall handover decision and signaling procedures related
to handover, and context function, which performs the exchanges required in order to set-up any state
or retrieve any state in network elements. Each of these functions is viewed as a peer-to-peer inter-
action corresponding to the function.

The DPF manages data-plane establishment between the two peers. This includes set-up of any
tunnels and/or additional functionality that may be required for handling the bearer-plane. The
DPF is used to set-up the bearer-plane between base stations, other entities such as gateways, or
between gateways and base stations. Any additional requirements such as support of multicast or
broadcast can be also handled by this function. The DPF further supports the use of packet
sequence number.

Each DPF is responsible for instantiating and managing bearer path with another DPF, and for
selecting the payload traversing the established bearer path. There are two types of data path functions:

1. DPF Type 1 is used for IP or Ethernet packet forwarding with Layer 2 or Layer 3 transport. For
DPF Type 1, the IP or Ethernet packets are forwarded using Layer 2 bridging (e.g., Ethernet
protocols) or Layer 3 routing (e.g., GRE or IP-in-IP protocols) between two DPFs. Additional
semantics can be applied to the transport header and payload to handle scenarios such as header
compression and sequenced delivery.
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Mobility scenarios supported in the WiMAX network architecture
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2. DPF Type 2 is a forwarding scheme with Layer 2 or Layer 3 transport. For DPF Type 2, data path
bearer is also typically a generic Layer 3 tunneling protocol such as IP-in-IP or GRE, or a Layer 2
bridging protocol such as Ethernet. The payload is a Layer 2 data packet which is defined as an
IEEE 802.16-2009 MAC Service Data Unit (MSDU) or part of it appended with additional
information such as Connection Identifier (CID) of the target BS, Automatic Repeat reQuest
(ARQ) parameters, etc. In DPF Type 2, Layer 2 session state (e.g., ARQ state) is anchored in
the Anchor DPF.

The data path function can be further classified based on its role in handover and initial entry
procedures as follows:

� Anchor DPF is a DPF located at one end of the data path, which anchors the data path
associated with the MS during handovers. This function forwards the received data packet to the
serving DPF using either of the aforementioned types. This function buffers the data packets
from the network and maintains some state information related to bearer for MS during handovers.

� Serving DPF is a DPF located at other end of a data path, which currently has association with the
serving PHY/MAC functions and takes charge of transmission of all messages associated with the
corresponding MS. This DP function, associated with a serving BS, communicates with the Anchor
DP function through Type-1 or Type-2 data path, to forward/receive MS data packets.

� Target DPF is a DPF which has been selected as the target for the handover. This DPF, which is
associated with a target BS, communicates with the anchor DPF to prepare a data path to replace
the current data path following the completion of the handover. Upon successful completion of
handover, it will assume the role of serving DPF.

� Relaying DPF is a DPF which helps transfer information between the serving, target, and anchor
DPFs.

The HandOver (HO) function makes the handover decisions and performs the signaling procedures
related to handover. The handover function supports both mobile-initiated and network-initiated
handover mechanisms. The handover function can be further classified by its role in handover oper-
ation as follows:

� Serving HO Function which controls overall handover decision operation and signaling
procedures related to handover. It signals the target handover function via zero or more relaying
handover functions to prepare for handover, and sends the result to the MS.

� Relaying HO Function relays handover-related control messages between the serving and target
handover functions. A relaying handover function may modify the content of handover messages
and further impact handover decisions.

� Target HO Function selects the target or a potential target for the handover.

There is an MS-related context in the network or network-related context in the MS that needs to be
either transferred and/or updated due to intra-NAP mobility. More specifically, the MS specific
context in the context function associated with the serving or anchor handover function needs to be
updated. Furthermore, the MS specific context in the context function associated with the serving
handover function needs to be transferred to the context function associated with the target hand-
over function. This will also require some network specific context in the MS to be updated. The
WiMAX network architecture defines the primitives between peer context functions that are used to
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transfer MS specific context between a context function acting as context-server and a context
function acting as context-client. The information transfer concerning a specific MS can be trig-
gered to populate the context corresponding to the MS at the target base station, to inform the
network regarding the idle mode behavior of the MS, and to inform the network of initial network
entry of a specific MS. The context function can be further classified into Context-Server, i.e., the
context function is the repository of the most updated session context information for the MS,
Context-Client, i.e., the context function associated with the functional entity physical air interface
link, and Relaying Context Function, i.e., the context function which relays information between the
context server and the context client.

2.6.2 CSN-anchored Mobility

The CSN-anchored mobility refers to mobility across different ASNs (see Figure 2-6) or alternatively
to mobility across different IP subnets, and thereby requires network layer mobility management. The
mobile IP protocols are used to manage mobility across IP subnets [29], and to enable CSN-anchored
mobility. This section describes mobile IP based macro-mobility between the ASN and CSN across R3
reference point. In the case of IPv4, this implies re-anchoring of the current FA to a new FA, and the
consequent binding updates (or MIP re-registration) to update the upstream and downstream data
forwarding paths. In CSN-anchored mobility, the anchor mobile IP FA of the MS is changed. The new
FA and CSN exchange messages to establish a data forwarding path. The CSN-anchored mobility
management is established between ASN and CSN that are in the same or different administrative
domains. The mobility management may further extend to handovers across ASNs in the same
administrative domain. The procedures for CSN-anchored mobility management and the change of
MS point of attachment to the ASN may not be synchronized. In this case, the procedures may be
delayed relative to the completion of link layer handover by the MS.

In an intra-NAP R3 mobility scenario, an MS is moving between FAs within a single NAP domain.
The R3 mobility event results in a handover between two FAs, thereby relocating the ASN R3
reference anchor point in the NAP. Note that R3 mobility does not automatically terminate or
otherwise interfere with idle/sleep operation of the MS. The CSN-anchored mobility accommodates
the scenario in which the MS remains in idle state or sleep mode until it is ready to transmit uplink
traffic or is notified of downlink traffic by the serving BS. In all non-roaming scenarios, the HA is
located in the CSN of H-NSP. For roaming scenarios, the HA is located in the CSN of either the H-NSP
or V-NSP, depending on roaming agreement between H-NSP and V-NSP, user subscription profile and
policy in H-NSP. The CSN-anchored mobility within a single NAP administrative domain does not
introduce significant latency and packet loss. A make-before-break handover operation (i.e., when
a data path is established between the MS and target BS before the data path with the serving BS is
broken) is feasible within the same NAP administrative domain. To accomplish this procedure, the
previous anchor FA maintains data flow continuity while signaling to establish the data path to a new
anchor FA. The PMIP procedures do not require additional signaling over-the-air or additional data
headers to perform CSN-anchored mobility. The CSN-anchored mobility activities are transparent to
the MS. The MS uses Dynamic Host Configuration Protocol (DHCP) for IP address assignment and
host configuration. DHCP is a network application protocol used by devices to obtain configuration
information for operation in an IP network. This protocol reduces system administration workload,
allowing devices to be added to the network with minimal user intervention [30].
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2.7 PAGING AND IDLE STATE OPERATION
Paging refers to procedures used by the network to notify mobile stations (in the coverage area of
a predefined set of base stations identified as a paging group) that are in the idle mode of pending
downlink traffic. In addition, location update refers to procedures to obtain location update by an
MS in the idle mode. Paging procedures are implemented using MAC management messages
exchanged between the MS and the BS controlled through higher-layer paging management
functions. The Idle State refers to a mobile station state where the MS can become periodically
available for downlink broadcast traffic without registration with a specific BS. The Idle State
comprises two separate modes, paging available mode and paging unavailable mode. During Idle
State, the MS may attempt power saving by switching between Paging Available mode and Paging
Unavailable mode. In the Paging Available mode, the MS may be paged by the BS. If the MS is
paged, it performs network re-entry procedures. The MS performs location update procedure during
Idle State. As shown in Figure 2-7, the paging reference model can be decomposed into three
separate functional entities:

� Paging Controller (PC) is a functional entity that administers the activity of an MS in Idle
State in the network. It is identified by a PC identifier [12], and can either be collocated with
the BS or separate from the BS across R6 reference point. There are two types of PCs:
Anchor PC that maintains the updated location information of the MS; and Relay PC that
participates in relaying of paging and location management messages between paging agent
and the anchor PC.
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The paging network reference model
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� Paging Agent (PA) is a functional entity that manages the interaction between the PC and the IEEE
802.16-2009 standard specified paging-related functionality implemented in the BS. A PA is
collocated with the BS.

� Paging Group (PG), as defined in the IEEE 802.16-2009 standard, consists of one or more Paging
Agents. A Paging Group resides entirely within a NAP boundary and is managed and provisioned
by the network operator.

� Location Register (LR) is a distributed database with each instance corresponding to an Anchor
PC. Location registers contain information about mobile stations in Idle State. The information for
each MS includes current Paging Group ID (PGID), paging cycle, paging offset, last reported BS
Identifier (BS ID), last reported Relay PC ID, etc [5].

There are typically multiple paging groups inside an operator’s network. A BS and its corresponding
collocated PA can be part of more than one paging group. The paging controller can be collocated with
the BS. The paging control messages between PCs are exchanged across R4 reference point.

The LR consists of a location database which is accessible through PC and tracks the current
paging group of each mobile station in Idle State within the network. It also stores the context
information required for paging. When the MS moves across paging groups, location update occurs
across PCs via R6 and/or R4 reference points, and information is updated in the LR that is associated
with the anchor PC. The LR entry is created when an MS enters Idle State. It is required to perform
location update when an Idle State MS moves and crosses the boundary of its current paging group.

2.8 OVERVIEW OF 3GPP EVOLVED PACKET CORE NETWORK ARCHITECTURE
The Third Generation Partnership Project (3GPP) initiated work on Long-Term Evolution (LTE) in
late 2004. The Evolved UMTS Terrestrial Radio Access Network (E-UTRAN) has substantially
improved end-user throughputs, sector capacity, and has reduced user-plane and control-plane
latencies, bringing significantly improved user experience with full mobility. With the emergence of
Internet protocol as the protocol of choice for carrying all types of traffic, 3GPP LTE provides support
for IP-based traffic with end-to-end Quality of Service (QoS). Voice traffic is supported mainly as
voice-over-IP, enabling integration with other multimedia services. Initial deployments of 3GPP LTE
are expected by 2011, and commercial availability on a larger scale will likely happen a few years later.

Unlike its predecessors, which were developed within the framework of Release 99 UMTS
architecture, 3GPP has specified the Evolved Packet Core (EPC) architecture to support the E-UTRAN
through reduction in the number of network elements and simplification of functionality, but most
importantly allowing for connections and handover to other fixed and wireless access technologies,
providing the network operators with the ability to deliver a seamless mobility experience. The main
objectives of 3GPP LTE were to minimize the system and User Equipment (UE) complexities, to allow
flexible spectrum deployment in the existing or new frequency bands, and to enable coexistence with
other 3GPP radio access technologies. Some general principles taken into consideration in the design
of E-UTRAN architecture, as well as the E-UTRAN interfaces, are as follows [31]:

� Signaling and data transport networks are logically separated;
� E-UTRAN and EPC functions are fully separated from transport functions. Addressing schemes

used in E-UTRAN and EPC are not associated with the addressing schemes of transport
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functions. The fact that some E-UTRAN or EPC functions reside in the same equipment as some
transport functions does not make the transport functions part of the E-UTRAN or the EPC;

� The mobility for RRC connection is fully controlled by the E-UTRAN;
� The interfaces should be based on a logical model of the entity controlled through this interface;
� One physical network element can implement multiple logical nodes.

Figure 2-8 illustrates the EPC network reference model. The functional entities and their corre-
sponding interfaces are defined as follows [32,33]:

Functional Entities

� Mobility Management Entity (MME) manages and stores UE idle state context (e.g., UE/user
identities, UE mobility state, and user security parameters). It generates temporary identities and
allocates them to UEs. It checks authorization as to whether the UE may camp on the Tracking
Area (TA) or on the Public Land Mobile Network (PLMN).ix It also authenticates the user.

� User-Plane Entity (UPE) terminates the idle-state UE, downlink data path and triggers/initiates
paging when downlink data is available for the UE. It manages and stores UE context
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The 3GPP evolved packet core network reference model [32,33]

ixA Public Land Mobile Network (PLMN) is a network established and operated by an administration or by a recognized
operating agency for the specific purpose of providing land/mobile telecommunications services to the public.
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(e.g., parameters of the IP bearer service or network internal routing information). It performs
replication of the user traffic in case of interception.

� Evolved Packet Data Gateway (ePDG) secures the access of a UE to the EPC (for non-trusted
non-3GPP access) by means of an IP Security (IPSec)x tunnel between itself and the UE.

� 3GPP Anchor manages mobility for 2G/3G and LTE systems.
� SAE Anchor manages mobility for non-3GPP radio access technologies.
� Serving GPRS Support Node (SGSN) provides connections for GSM EDGE Radio Access

Network (GERAN) and UTRAN networks, and is responsible for the delivery of data packets
from and to the mobile stations within its geographical service area. Its tasks include packet
routing and transfer, mobility management (i.e., attachment and location management),
logical link management, and authentication and charging functions. The location register of
the SGSN stores location information and user profiles of all GPRS users registered with this
SGSN.

� Policy and Charging Rule Function (PCRF) manages QoS aspects and encompasses the
following functions for IP Connectivity Access Network: flow-based charging including
charging control and online credit control and policy control (e.g., gating control, QoS control,
QoS signaling, etc.) [32].

� Home Subscriber Server (HSS) is a master user database that supports the IMS network entities
and contains the subscriber profiles. It performs authentication and authorization of the user, and
can provide information about the subscriber’s location and IP information. It is similar to the
GSM Home Location Register (HLR) and Authentication Center (AUC).

Reference Points

� S1 provides access to E-UTRA radio resources for the transport of user-plane and control-plane
traffic/signaling. The S1 reference point enables MME and UPE separation, and further allows
deployments of combined MME and UPE components.

� S2a provides the user-plane related control and mobility support between a trusted non-3GPP IP
access and the System Architecture Evolution (SAE) Anchor.

� S2b provides the user-plane related control and mobility support between ePDG and the SAE
Anchor.

� S3 enables user and bearer information exchange for inter-3GPP access systemmobility in idle and/
or active state. It is based on Gn reference point as defined between Serving GPRS Support Nodes
(SGSN). The General Packet Radio Service (GPRS) is a packet-switched mobile data service
available to Global System for Mobile communications (GSM) users, as well as in the 3G systems.

� S4 provides the user-plane with related control and mobility support between GPRS Core and the
3GPP Anchor, and is based on Gn reference point as defined between SGSN and Gateway GPRS
Support Node (GGSN).

� S5a provides the user-plane with related control and mobility support between MME/UPE and
3GPP anchor.

xIP Security (IPsec) is a set of protocols for securing IP-based communications by authenticating and encrypting each IP
packet of a data stream. IPSec also includes protocols for establishing mutual authentication between agents at the
beginning of the session and negotiation of cryptographic keys to be used during the session. IPSec can be used to protect
data flows between a pair of hosts, between a pair of security gateways, or between a security gateway and a host [3].
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� S5b provides the user-plane with related control and mobility support between 3GPP Anchor and
SAE Anchor.

� S6 enables transfer of subscription and authentication data for authenticating/authorizing user
access to the evolved system (i.e., AAA interface).

� S7 provides transfer of QoS policy and charging rules from Policy Charging Rule Function (PCRF)
to Policy and Charging Enforcement Point (PCEP).

� SGi is the reference point between the EPC and the packet data network. Packet data network is an
operator’s external public/private network or an intra-operator packet data network for provision of
IMS services.

� Iu and Gb are interfaces with UTRAN and GERAN, respectively.

The E-UTRAN architecture is shown in Figure 2-9. The E-UTRAN comprises Evolved NodeB (eNB),
or equivalently E-UTRA base stations, providing the E-UTRA user-plane and control-plane protocol
terminations towards the user equipment. Note that the Radio Network Controller (RNC) functions
have been included in the eNB to reduce the architectural complexity and to further reduce the latency
across the network. The eNBs are interconnected with each other through X2 interface [31]. The eNBs
are also connected by means of the S1 interface to the EPC, or more specifically to the MME through
the S1-MME reference point and to the Serving Gateway (S-GW) via the S1-U interface [32]. The S1
interface supports a multipoint connection among MMEs/S-GWs and eNBs. The E-UTRAN overall
architecture is described in references [31-33].

The following functions are typically performed by eNB [31]:

� Radio resource management that includes radio bearer control, radio admission control, connection
management, dynamic allocation of resources to UEs in both uplink and downlink (i.e.,
scheduling);

� Header compression and encryption of user payloads;
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E-UTRAN architecture [31]
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� Selection of an MME at UE attachment when no routing to an MME can be determined from the
information provided by the UE;

� Routing of U-plane data toward S-GW;
� Scheduling and transmission of paging messages (originated from the MME);
� Scheduling and transmission of broadcast information (originated from the MME);
� Measurement and reporting for support of mobility and scheduling.

Figure 2-10 illustrates the functional decomposition of E-UTRAN and EPC [31]. The MME is the
main control node for the 3GPP LTE access network. It is responsible for idle-mode UE tracking and
paging procedure including re-transmissions. The MME functions include Non-Access Stratum (NAS)
signaling and NAS signaling security, inter-core-network signaling for mobility between 3GPP access
networks, idle mode UE accessibility (including control and execution of paging re-transmission),
tracking area list management (for UE in idle and active mode), Packet Data Network (PDN) gateway
and S-GW selection, MME selection for handovers with MME change, roaming, authentication of the
users, and bearer management functions including dedicated bearer establishment [31]. The NAS
signaling terminates at the MME and it is also responsible for generation and allocation of temporary
identities to the UEs. It verifies the authorization of the UE to camp on the service provider’s Public
Land Mobile Network (PLMN) and enforces UE roaming restrictions.
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The Serving Gateway (S-GW) routes and forwards user data packets, while also acting as the
mobility anchor for the user-plane during inter-eNB handovers and as the anchor for mobility between
LTE and other 3GPP technologies. The S-GW functions include local mobility anchor point for inter-
eNB handover, mobility anchoring for inter-3GPP mobility, E-UTRAN idle mode downlink packet
buffering and initiation of network triggered service request procedure, lawful interception, packet
routing and forwarding, and transport-level packet marking in the uplink and the downlink [31].

The Packet Data Network Gateway (P-GW) provides connectivity of the UE to external packet data
networks by being the point of exit and entry of traffic for the UE. A UE may have simultaneous
connectivity with more than one P-GW for accessing multiple packet data networks. The P-GW
functions include per-user packet filtering, lawful interception, UE IP address allocation, and trans-
port-level packet marking in the downlink [31].

The baseline 3GPP network architecture can be further extended to include femto-cells.xi [31]
Figure 2-11 shows a logical network reference model for the support of femto-cells, or alternatively
Home eNB (HeNB) that includes a set of S1 interfaces to connect the HeNB to the EPC. The
configuration and authentication entities as shown here are common between HeNBs and Home
NBs (HNB).

The HeNB GW serves as a focal point for the control-plane, particularly the S1-MME interface.
The S1-U interface from the HeNB may be terminated at the HeNB GW, or a direct logical user-plane
connection between HeNB and S-GW may be used. Release 9 of 3GPP specifications do not support
X2 interface between HeNBs. The extended definition of S1 reference point includes the interface
between the following entities:

� HeNB GW and the core network;
� HeNB and the HeNB GW;
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E-UTRAN HeNB logical architecture [31]

xiA femto-cell is a small cellular base station typically designed for use in residential or small office environments. It
connects to the operator’s network via a broadband connection. A femto-cell allows the operators to extend service
coverage indoors, especially where network access would otherwise be limited or unavailable. The femto-cell incorporates
reduced functionalities of a typical base station and allows a simpler and self-organized deployment.
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� HeNB and the core network;
� eNB and the core network.

As shown in Figure 2-12, the HeNB GW appears to the MME as an eNB, and to the HeNB as an
MME. The S1 interface between the HeNB and the EPC is the same regardless of whether the
HeNB is connected to the EPC through a HeNB GW. The HeNB GW is connected to the EPC in
a way that inward and/or outward movement toward the cells served by the HeNB GW does not
necessarily require inter-MME handovers. The functions supported by the HeNB are similar to
those supported by an eNB (with the exception of Non Access Stratum Node Selection Function
[31]) and the protocols between a HeNB and the EPC are the same as those between an eNB and
the EPC.

The HeNB performs the same functions as an eNB, as described earlier with the following
considerations in case of connection to the HeNB GW:

� Discovery of a suitable serving HeNB GW;
� A HeNB only connects to a single HeNB GW at one time;
� If the HeNB is connected to a HeNB GW, it will not simultaneously connect to another HeNB GW

or another MME;
� The Type Approval Code (TAC) and PLMN identifier used by the HeNB is also supported by the

HeNB GW [31];
� When the HeNB connects to a HeNB GW, selection of an MME at UE attachment is hosted by the

HeNB GW instead of the HeNB;
� HeNBs may be deployed without network planning. An HeNB may be moved from one

geographical area to another, and therefore it may need to connect to different HeNB GWs
depending on its location.
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The HeNB GW performs the following functions:

� Relaying UE-associated S1 messages between the MME serving the UE and the HeNB serving
the UE;

� Terminating non-UE associated S1 procedures towards the HeNB and towards the MME. Note that
when an HeNB GW is deployed, non-UE associated procedures are run between HeNBs and the
HeNB GW, and between the HeNB GW and the MME and optionally terminating S1-U
interface with the HeNB and with the S-GW;

� Supporting TAC and PLMN identifier used by the HeNB.

In addition to functions listed earlier, the MME provides access control for UEs that are members of
Closed Subscriber Groups (CSG) in HeNB deployments: a CSG HeNB is only accessible to a group of
UEs which are members of the CSG. Access would be denied to the UEs that are not members of CSG,
except for emergency services.
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IEEE 802.16m Reference Model
and Protocol Structure 3
INTRODUCTION
The IEEE 802.16-2009 standard defines a generic reference model where major functional blocks
(i.e., physical layer, security sub-layer, MAC common part sub-layer, and service specific convergence
sub-layer) and their interfaces, the premises of IEEE 802.16 entity, and a general network control and
management system are specified. The IEEE 802.16m has modified this reference model by further
classifying the MAC common part sub-layer functions into two functional groups, resulting in a more
structured approach to characterizing the data link layer functions and their interoperation.

The earlier revisions and/or amendments of the IEEE 802.16 standard did not explicitly define any
detailed protocol structure; rather, the functional elements in the specification were implicitly clas-
sified as convergence sub-layer, MAC common part sub-layer, security sub-layer, and physical layer.
While each of these layers and/or sub-layers comprises constituent functions and protocols, no
perspective was provided on how various components were interconnected and interoperated from
a system standpoint. In fact, the IEEE 802.16 standards have never been developed with a system
engineering approach; rather, they specify components and building blocks that can be integrated
(obviously various combinations are potentially possible) to build a working and performing system.
An example is the mobile WiMAX system profiles [1], where a specific set of IEEE 802.16-2009
features were selected to form a mobile broadband wireless access system. In an attempt to improve
the clarity of the previous IEEE 802.16 standards and to take a systematic approach in development of
the advanced air interface, IEEE 802.16m has defined a protocol structure and the functional
components are classified into different layers and sub-layers, as well as differentiated based on data-
plane or control-plane categories.

The protocols and functional elements defined by the IEEE 802.16 standard correspond to the
physical and data link layers of the Open System Interconnection (OSI) seven-layer network reference
model as shown in Figure 3-1.

In the context of protocol structure, we will frequently use the terms “service” and “protocol.” It
must be noted that services and protocols are distinct concepts. A service is a set of primitives or
operations that a layer provides to the layer(s) with which it is interfaced [2]. The service defines what
operations a layer performs without specifying how the operations are implemented. It is further
related to the interface between two adjacent layers. A protocol, in contrast, is a set of rules presiding
over the format and interpretation of the information/messages that are exchanged by peer entities
within a layer. The entities use protocols to implement their service definitions. Thus, a protocol is
related to the implementation of a service.

CHAPTER
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As shown in Figure 3-2, a Protocol Data Unit (PDU) is a packet exchange between peer entities of
the same protocol layer located at the source and destination. On the downward direction, the PDU is
the data unit generated for the next lower layer. On the upward direction, it is the data unit received
from the previous lower layer. A Service Data Unit (SDU), on the other hand, is a data unit exchanged
between two adjacent protocol layers. On the downward direction, the SDU is the data unit received
from the previous higher layer. On the upward direction, it is the data unit sent to the next higher layer.

Application Layer

Presentation Layer

Session Layer

Transport Layer

Network Layer

Data-Link Layer

Physical Layer

Medium Access 
Control Common Part 

Sublayer

Physical Layer

Service Specific 
Convergence 

Sublayer

OSI Seven-Layer Network Model

Scope of IEEE 802.16 Standards
Protocols

Security Sublayer

FIGURE 3-1

The mapping of IEEE 802.16 protocol layers to an OSI seven-layer network model
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This chapter provides a top-down systematic description of IEEE 802.16m reference model and
protocol structure, starting at the most general level and working toward details or specifics of
the protocol layers, their functional constituents and interconnections. An overview of 3GPP LTE
protocol structure is further provided to enable readers to contrast the corresponding protocols and
functionalities.

It must be noted that while the IEEE 802.16 standard does define a generic network reference
model (or a network abstraction model), the mobile WiMAX systems use the specific network
reference model and system architecture that were described in Chapter 2 to achieve interoperability.
Therefore, the network reference model and associated components and interfaces described in
Section 3.1 are only informative, and they should not be interpreted as normative for implementation
and deployment of the IEEE 802.16m systems.

3.1 THE IEEE 802.16M REFERENCE MODEL
Figure 3-3 illustrates the IEEE 802.16 reference model [3]. The data link layer of IEEE 802.16
standard comprises three sub-layers. The service-specific convergence sub-layer (CS) provides any
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The IEEE 802.16 reference model [3]
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transformation or mapping of network-layer data packets into MAC SDUs. On the transmitter side, the
CS receives the data packets through the CS Service Access Point (SAP) and delivers MAC SDUs to
the MAC Common Part Sub-layer (MAC CPS) through the MAC SAP. This includes classifying
network-layer SDUs and associating them with the proper MAC Service Flow Identifiers (SFID) and
Connection Identifiers (CID). The convergence sub-layer also includes payload header suppression
function to compress the higher-layer protocol headers. Multiple CS specifications are provided for
interfacing with various network-layer protocols such as Asynchronous Transfer Mode (ATM)i and
packet-switched protocols such as IP or Ethernet. The internal format of the CS payload is unique to
the CS, and the MACCPS is not required to understand the format of or parse any information from the
CS payload.

The MAC CPS provides the core MAC functionality of system access, bandwidth allocation,
connection establishment, and connection maintenance. It can receive data from the various conver-
gence sub-layers, through the MAC SAP classified into particular MAC connections. An example of
MAC CPS service definition is given in reference [3]. The Quality of Service (QoS) is further applied
to the transmission and scheduling of data over the physical layer.

The MAC also contains a separate security sub-layer providing authentication, secure key
exchange, and encryption. The user data, physical layer control, and statistics are transferred between
the MAC CPS and the Physical Layer (PHY) via the PHY SAP which is implementation-specific.

The IEEE 802.16 physical layer protocols include multiple specifications, defined through several
amendments and revisions, each appropriate for a particular frequency range and application. The
IEEE 802.16 compliant devices include mobile stations or base stations. Given that the IEEE 802.16
devices may be part of a larger network, and therefore would require interfacing with entities for
management and control purposes, a Network Control and Management System (NCMS) abstraction
has been introduced in the IEEE 802.16 standard as a “black box” containing these entities [3]. The
NCMS abstraction allows the physical and MAC layers specified in the IEEE 802.16 standard to be
independent of the network architecture, the transport network, and the protocols used in the backhaul,
and therefore would allow greater flexibility. The NCMS entity logically exists at both BS and MS
sides of the radio interface. Any necessary inter-BS coordination is coordinated through the NCMS
entity at the BS. An IEEE 802.16 entity is defined as a logical entity in an MS or BS that comprises the
physical and MAC layers on the data, control, and management planes.

The IEEE 802.16f amendment (currently part of IEEE 802.16-2009 standard [3]) provided
enhancements to IEEE 802.16-2004 standard, defining a management information base (MIB), for the
physical and medium access control layers and the associated management procedures. The
management information base originates from the Open Systems Interconnection Network Manage-
ment Model and is a type of hierarchical database used to manage the devices in a communication
network [5,6]. It comprises a collection of objects in a virtual database used to manage entities such as
routers and switches in a network.

iAsynchronous Transfer Mode (ATM) is a packet switching protocol that encodes data into small fixed-sized cells and
provides data link layer services that run over OSI layer 1, differing from other technologies based on packet-switched
networks such as IP or Ethernet, in which variable-sized packets are used. ATM exploits properties of both circuit-switched
and small packet-switched networks, making it suitable for wide area data networking, as well as real-time media transport.
ATM uses a connection-oriented model and establishes a virtual circuit between two end-points before the actual data
exchange begins [4].
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The IEEE 802.16 standard describes the use of a Simple Network Management Protocol (SNMP),ii

i.e., an IETF protocol suite, as the network management reference model. The standard consists of
a Network Management System (NMS), managed nodes, and a service flow database. The BS and MS
managed nodes collect and store the managed objects in the form of WirelessMAN Interface MIB and
Device MIB that are made available to network management system via management protocols, such
as SNMP. A Network Control System contains the service flow and the associated Quality of Service
information that have to be provided to BS when an MS enters into the network. The Control SAP (C-
SAP) and Management SAP (M-SAP) interface the control and management plane functions with the
upper layers. The NCMS entity presents within each MS. The NCMS is a layer-independent entity that
may be viewed as a management entity or control entity. Generic system management entities can
perform functions through NCMS and standard management protocols can be implemented in the
NCMS. If the secondary management connection does not exist, the SNMP messages, or other
management protocol messages, may go through another interface in the customer premise or on
a transport connection over the air interface. Figure 3-4 describes a simplified network reference
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FIGURE 3-4

The IEEE 802.16 generic network reference model [3]

iiAn SNMP-managed network consists of three key components: (1) a managed device; (2) an agent; and (3) a network
management system. A managed device is a network node that contains an SNMP agent and resides in a managed network.
Managed devices collect and store management information and make this information available to NMSs using SNMP.
Managed devices, sometimes called network elements, can be any type of device including, but not limited to, routers,
access servers, switches, etc. An agent is a network-management software module that resides in a managed device. An
agent has local knowledge of management information and translates that information into a form compatible with SNMP.
A network management system executes applications that monitor and control managed devices. The NMSs provide the
processing and memory resources required for network management. One or more NMSs may exist on any managed
network [7,8].
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model. Multiple mobile stations may be attached to a BS. The MS communicates to the BS over the air
interface using a primary management connection, basic connection or a secondary management
connection [3]. The latter connection types have been replaced with new connection types in IEEE
802.16m standard [12].

3.1.1 The MS and BS Interface

The MAC management PDUs that are exchanged over the primary management connectioniii can
trigger, or are triggered by, primitives that are exchanged over either the C-SAP or the M-SAP,
depending on the particular management or control operation. The messages that are exchanged over
the secondary management connection can trigger or are triggered by primitives that are exchanged
over the M-SAP. This interface is a set of SAP between an IEEE 802.16 entity and NCMS as shown in
Figure 3-5. It consists of two parts: the M-SAP is used for delay-tolerant management-plane primi-
tives; and the C-SAP is used for delay-sensitive control-plane primitives that support handovers,
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Partitioning of the IEEE 802.16 network control and management system [3]

iiiA management connection is used for transporting MAC management messages or standards-based messages. The
primary management connection is established during network entry and is used to transport delay-tolerant MAC
management messages. The secondary management connection may be established during MS registration that is used to
transport standards-based messages; e.g., SNMP, DHCP messages.
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security context management, radio resource management, and low power operations such as idle
mode and paging functions.

3.1.2 Network Control and Management System

The Network Control and Management System is not part of the IEEE 802.16 standards, and is treated
as a “black box.” It may be distributed with components residing on different nodes in a network. Part
of the NCMS may be physically collocated with the IEEE 802.16 entity referred to as NCMS-E. The
remaining part of the NCMS may be physically distributed across one or more network entities. This
part of the NCMS is referred to as NCMS-N. Figure 3-5 shows the partitioning of the NCMS into
NCMS-E and NCMS-N. The NCMS-E may have its own software platform and network protocol
implementation, allowing it to communicate with external entities in the NCMS-N. The NCMS-E may
provide an SNMPAgent compliant to IETF RFC3418 [13] and the SNMP/TCP/IP protocol stack, to
allow for interactions with an SNMP manager. The NCMS-E may provide an Object Request Broker
and implement a protocol stack to interact with components on other network entities within NCMS-N
based on the CORBA architecture.iv The messages available to a manager in the NCMS-N are
specified using Interface Description Language (IDL).v These messages encapsulate the interactions
with the MIB. The IEEE 802.16 entity can be managed through Web Services.vi [11]

The decomposition of Network Control and Management System is depicted in Figure 3-6. These
entities may be centrally located or distributed across the network. The exact functionality of these
entities and their services is outside the scope of the IEEE 802.16 standard, but is shown here for
illustration purposes and to allow description of the management and control procedures. The NCMS
service manifestations on the MS and BS may have different configurations and functions.

The IEEE 802.16m reference model is very similar to that of the IEEE 802.16-2009 standard, with
the exception of soft classification of MAC common part sub-layer into radio resource control and
management and medium access control functions. As shown in Figure 3-7, this functional parti-
tioning is logical, i.e., no SAP is required between the two classes of functions and no additional sub-
headers are appended to the SDUs. Furthermore, the functional elements on the data and control paths
are explicitly classified into data- and control-plane functions. While similar functionalities exist in the
IEEE 802.16-2009 standard, the functions and protocols are not explicitly categorized in the legacy
standard except explicit separation of PHY, MAC CPS, and CS functions in the specification [3].

The categorization of the functions based on functional characteristics and relative position in the
data/signaling processing path would ease analogy, and contrast with other radio access technologies

ivThe Common Object Requesting Broker Architecture (CORBA) is a standard defined by the Object Management Group
that enables software components written in multiple computer languages and running on multiple computers to work
together [9].
vAn Interface Description Language (IDL) is a specification language used to describe a software component’s interface.
IDLs describe an interface in a language-independent way, enabling communication between software components that do
not share a language; e.g., between components written in Cþþ and Java [10].
viAWeb Service is a software system designed to support interoperable machine-to-machine interaction over a network. It
has an interface described in a machine-processable format. Other systems interact with the web service in a manner
prescribed by its description using SOAP-messages (Simple Object Access Protocol is a lightweight protocol intended for
exchanging structured information in a decentralized, distributed environment) typically conveyed using HTTP with an
XML serialization in conjunction with other web-related standards.
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such as 3GPP LTE/LTE-Advanced that have been designed based on similar structured protocol design
methodology. Furthermore, the structured functional/protocol design in IEEE 802.16m would elimi-
nate the inherent complexity and ambiguity of studying, understanding, and implementing the legacy
standard.

It must be noted that there are new, modified or extended functions and protocols that are classified
under generic classes of PHY, MAC CPS, and CS in IEEE 802.16m, where there are no counterparts in
the legacy standard. Therefore, similarity of the reference models should not be interpreted as func-
tional compatibility at the service access points. The backward compatibility of the IEEE 802.16m
with the legacy standard ensures that non-compatible functions/protocols are not utilized in the time
intervals where legacy base stations and mobile stations are supported in the network.

3.1.3 Data-Plane

TheMAC and PHY functions of the IEEE 802.16m can be classified into three categories namely data-
plane, control-plane, and management-plane. The data-plane (alternatively known as user-plane)
comprises functions in the user data processing path, such as service flow classification and header
compression, as well as MAC and PHY data packet processing and encryption functions. As shown in
Figure 3-8, the IEEE 802.16m data-plane entity comprises the service specific Convergence Sub-layer,

IEEE 802.16m Data-Plane Entity

Service Specific Convergence 
Sublayer

(CS)

Medium Access Control Functional 
Group

(Data Plane Functions)

Physical Layer
(PHY)

Security Sublayer
(Data Plane Security)

MAC SAP

PHY SAP  

CS SAP

FIGURE 3-8

The IEEE 802.16m data-plane entity [12]
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MAC functional group, security, and physical layer protocols corresponding to data-plane user packet
processing. TheMAC and PHY SAPs, while conceptually the same as those specified by IEEE 802.16-
2009 standard, have different manifestation due to the new and/or modified MAC and PHY features
introduced in the IEEE 802.16m standard. There is no significant change in CS SAP relative to that
specified in the IEEE 802.16-2009 standard [3].

The CS provides a mapping of external network data formats (e.g., IP layer packets, ATM cells)
received through CS SAP into MAC SDUs that are delivered to the MAC CPS via MAC SAP. This
includes classifying external network SDUs and associating them with a proper Service Flow Identifier
and Connection Identifier. A Service Flow (SF) is a MAC transport service that provides unidirectional
transport of packets in the downlink or uplink [14]. It is identified by a 32-bit SFID. A service flow is
characterized by a set of QoS parameters, i.e., a parameter set associated with a service flow identifier
containing traffic parameters which define scheduling behavior of uplink or downlink service flows
associated with transport connections. An admitted and active service flow is uniquely mapped to
a CID. Note that the IEEE 802.16 standard supports two phase activation model. i.e., the resources for
a service are first admitted or reserved and once the BS and MS negotiations are completed, the
resources are activated [3].

The Generic Packet CS (GPCS) is a network layer protocol-agnostic packet convergence sub-layer
that supports multiple network protocols over IEEE 802.16 air interface. The GPCS provides a generic
packet convergence sub-layer. This layer uses the MAC SAP and exposes a SAP to GPCS applica-
tions. The GPCS does not redefine or replace other convergence sub-layers. Instead, it provides a SAP
that is not protocol specific. With GPCS, packet parsing occurs above GPCS. The results of packet
parsing are classification parameters provided to the GPCS SAP for parameterized classification;
however, upper layer packet parsing is left to the GPCS application. With GPCS, the upper layer
protocol that is immediately above the IEEE 802.16 GPCS is identified by a parameter known as
GPCS protocol type. The GPCS protocol type is included in service flow management primitives and
connection establishment messages. The GPCS defines a set of SAP parameters as the result of upper
layer packet parsing. These are passed from upper layer to the GPCS in addition to the data packet.
The SAP parameters include SFID, the MS MAC Address, data, and length. The GPCS allows
multiplexing of multiple layer protocol types (e.g., IPv4, IPv6, and Ethernet) over the same IEEE
802.16 MAC connection. It is outside the scope of the GPCS protocol to specify how the upper layer
multiplexes and de-multiplexes multiple protocol data packets over an IEEE 802.16 connection or
service flow [3].

In multimedia streaming applications, the overhead of Internet Protocol (IP) [15], User Datagram
Protocol (UDP) [16], and Real-time Transport Protocol (RTP) [17,18] payload headers are 40 bytes for
IPv4 (or 60 bytes for IPv6 [19]). For voice-over-IP, this corresponds to approximately 60% of the total
amount of encoded voice data (e.g., the RTP payload of 3GPPAdaptive Multi-Rate 12.2 kbps full-rate
codec consists of 33 bytes [20]). Such large overheads may be tolerable in wired links where capacity
is often not an issue, but are excessive for wireless systems where bandwidth is scarce. The IEEE
802.16 standard defines a native header compression algorithm that is part of the convergence sub-
layer. The Payload Header Suppression (PHS) defined in the IEEE 802.16 standard compresses the
repetitive or redundant parts of the payload header received from network layer. The PHS operation is
based on the PHS rules, which provide all the parameters corresponding to header suppression of the
SDU. Other standard header compression algorithms, such as Robust Header Compression (RoHC)
defined by IETF [21], are also supported.
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The RoHC scheme may be used as an alternative to PHS to compress the RTP/UDP/IP header of an
IP packet. When RoHC is enabled for a service flow, the service flow constitutes what in IETF RFC
3095 is referred to as a RoHC channel [21,3]. Two service flows cannot share an RoHC channel, and
two RoHC channels cannot share the same service flow. On a service flow for which RoHC has been
enabled, all of the IP packet passes through the RoHC compressor on the transmitter side and the
decompressor on the receiver side. The support of RoHC is negotiated between the BS and MS during
capability negotiation [3].

The data-plane part of MAC CPS includes functions such as Automatic Repeat reQuest (ARQ),
Packet Fragmentation/Packing, MAC PDU formation and encryption. The scheduler on the BS side
allocates radio resources and multiplexes the users, and selects the appropriate MIMO mode,
modulation and coding scheme based on the measurement reports that are received from the mobile
stations. The ARQ is an error control mechanism at data link layer where the receiver may request the
transmitter to resend a block of data that was erroneously detected or not received. An ARQ block is
a distinct unit of data that is carried on an ARQ-enabled connection. Such a data unit is assigned
a sequence number and is managed as a distinct entity by the ARQ state machines. The ARQ block
size is a parameter that is negotiated during connection establishment. The ARQ mechanism may be
disabled for some delay sensitive applications such as VoIP. Fragmentation is a process in which
a MAC SDU is divided into one or more MAC SDU fragments. Packing is a process where multiple
MAC SDUs are packed into a single MAC PDU payload. Both processes may be initiated by either
a BS for a downlink connection or an MS for an uplink connection. Several MAC PDUs may be
concatenated into a single transmission in the downlink or uplink.

The MAC PDUs containing user data are processed by the physical layer for over-the-air trans-
mission. It must be noted that the physical layer processing of the user traffic can be different in terms
of the permissible MIMO modes or modulation and coding schemes that are used.

3.1.4 Control-Plane

A set of Layer 2 control functions are needed to support various radio resource configuration,
coordination, signaling, and management. This set of functions is collectively referred to as control-
plane functions. The IEEE 802.16m control-plane entity comprises Radio Resource Control and
Management (RRCM), MAC functional group, and physical layer protocols corresponding to
control path. The RRCM functional class includes all control and management functions such as
network entry/re-entry management, paging and idle mode management, multicast and broadcast
service, etc. This group of functions is also known as Radio Resource Control (RRC) in other air
interface standards such as 3GPP LTE. The MAC functional group consists of functions that
perform physical layer control and signaling, scheduling services, QoS, etc. This functional group
corresponds to Radio Link Control (RLC) and MAC layers in other air interface standards such as
3GPP LTE.

Figure 3-9 illustrates the IEEE 802.16m control-plane entity. As shown in this figure, the RRCM
performs control and management of lower-layer functions. The control information is communicated
with the mobile station via MAC management messages. The underlying functional elements of the
RRCM sub-layer will be described in Section 3.2.

The security sub-layer in Figure 3-9 is shown with dotted line, since the IEEE 802.16m
selectively encrypts and protects unicast MAC management messages. If the selective
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confidentiality protection is utilized, the negotiated keying materials and cipher suites are used to
encrypt the management messages. There are three levels of selective confidentiality protection
applied to MAC management messages in the IEEE 802.16m: (1) no protection where the MS and
BS have no shared security context or protection is not required, then the management messages are
neither encrypted nor authenticated. Management messages before the authorization phase also fall
into this category; (2) cipher-based message authentication codevii (CMAC) integrity protection
protects the integrity of the entire MAC management message; and (3) advanced encryption stan-
dard-basedviii (AES-CCM) authentication/encryption protects the integrity of payload and MAC
header [3].
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The IEEE 802.16m control-plane entity [12]

viiA cipher-based MAC (CMAC) is a block cipher-based message/code authentication algorithm. It may be used to provide
assurance of the authenticity and integrity of user payloads. AES-CMAC provides stronger assurance of data integrity than
a checksum or an error-detecting code. The verification of a checksum or an error-detecting code detects only accidental
modifications of the data, while CMAC is designed to detect intentional, unauthorized modifications of the data, as well as
accidental modifications.
viiiThe counter with CBC-MAC (CCM), as defined in IETF RFC 3610, is a generic authenticated encryption block cipher
mode. CCM is only defined for use with 128-bit block ciphers, such as AES. It is an authenticated encryption algorithm
designed to provide both authentication and privacy.
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3.1.5 Management-Plane

Amanagement-plane is also defined for external management and system configuration. Therefore, all
management and protocol configuration entities, as well as management information base, fall into the
management-plane category. Definition of management information bases are out of scope of the IEEE
802.16m standard. As shown in Figure 3-10, the management entity and the management information
bases contained in the management-plane, configure and manage the functional entities in the data-
and control-plane protocol layers. The IEEE 802.16 specification includes control and management
SAPs as part of the management-plane that expose control-plane and management-plane functions to
upper layers. Management-plane primitives and the C-SAP are used for more time sensitive control-
plane primitives that support handovers, security context management, radio resource management,
and low power system operations.

In addition, under the IEEE 802.16 standard, a user can be associated with a number of service
flows, each characterized with different QoS parameters. This information is provisioned in
a subscriber management system (e.g., AAA database) or a policy server. There are two service
models: (1) static service model, where the subscriber station is not allowed to change the parameters
of provisioned service flows or create new service flows dynamically; and (2) dynamic service model,
where an MS or BS may create, modify or delete service flows dynamically. In the latter case,
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The IEEE 802.16 management-plane entity [3]
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a dynamic service flow request is evaluated against the provisioned information to decide whether the
request could be authorized. More precisely, the following steps are provisioned in the IEEE 802.16
specification for dynamic service flow creation [22]:

1. Permitted service flows and associated QoS parameters are provisioned for each subscriber via the
management plane (management entity).

2. A service flow request initiated by the MS or BS is evaluated against the provisioned information,
and the service flow is created if permissible.

3. A service flow thus created transitions to an admitted, and finally to an active, state due to BS action
(this is possible under both static and dynamic service models). Transition to the admitted state
involves the invocation of admission control in the BS and (soft) resource reservation, and
transition to the active state involves actual resource assignment for the service flow. The
service flow can directly transit from provisioned state to active state without going through
admitted state.

4. A service flow can also transition in the reverse from an active to an admitted to a provisioned state.
5. A dynamically created service flow may also be modified or deleted.

As mentioned earlier, management information bases are collections of various network objects that
are operated with the use of a Simple Network Management Protocol or SNMP [8,13]. The exact
structure of the objects included in the management information base will depend on the configu-
ration of the particular SNMP. However, additional extensions can allow for the addition of new
objects outside the initial structure. Both the initial management information base and its extensions
can be related to specific functions within a network. Some MIBs may be related to the definition of
the domain name system, while other extensions may be associated with network objects like the
fiber distributed data interface. While the initial management information base is usually defined as
part of the SNMP, the extensions are generally set up as part of the basic management information
base.

The Subscriber Station Management Primitives are a set of primitives to manage the status of
mobile station. A management entity in the NCMS can change the status of mobile terminal. Those
primitives are also used to notify the NCMS of information or events which are related to the status of
the mobile terminal. The NCMS is a layer-independent entity that may be viewed as a management
entity or control entity.

3.1.6 Service Access Point

A Service Access Point is defined as a reference point in a protocol stack where the services of
a layer are available to its immediately neighboring layer. In other words, a SAP is a mapping
between services of two neighboring layers. There are a number of SAPs in the IEEE 802.16
reference model (see Figure 3-7) that interface the adjacent protocol layers including PHY, MAC,
and CS SAPs. The Management SAP may include primitives related to System configuration,
Monitoring statistics, Notifications/Triggers, and Multi-mode interface management. The NCMS
interacts with the MIB through the M-SAP. The Control SAP may include, but is not limited to,
primitives related to handovers (e.g., notification of handover request from MS), idle mode mobility
management (e.g., mobile station entering idle mode), subscriber and session management
(e.g., mobile station requesting session set-up), radio resource management, AAA server signaling

74 CHAPTER 3 IEEE 802.16m Reference Model and Protocol Structure



(e.g., Extensible Authentication Protocolix payloads), Media Independent Handover (MIH)x

services, and location detection and reporting capability. Unlike 3GPP LTE, the IEEE 802.16m does
not explicitly define logical, transport, and physical channels (although the functionalities exist in
the air interface protocols). In that case, the mapping between logical to transport and transport to
physical channels would determine the SAPs between the corresponding layers.

3.1.7 Media-Independent Handover Reference Model for IEEE 802.16

The IEEE 802.21-2008 standard provides link-layer intelligence and other related network informa-
tion to upper layers to optimize handovers between heterogeneous networks [23]. This includes media
types specified by 3GPP, 3GPP2, and both wired and wireless media in the IEEE 802 family of
standards. In the IEEE 802.21-2008 standard, media refers to the method or mode of accessing
a telecommunication system (e.g., cable, radio, satellite), as opposed to sensory aspects of commu-
nication (e.g., audio, video). The standard addresses the support of handovers for both mobile and
stationary users. For mobile users, handovers can occur when wireless link conditions change due to
the users’ movement. For the stationary user, handovers become imminent when the surrounding
network environment changes, making one network more attractive than another. As an example, when
making a network transition during a phone call, the handover procedures should be executed in such
a way that any perceptible interruption to the conversation will be minimized. The standard supports
cooperative use of information available at the mobile node and within the network infrastructure. The
mobile node is well-positioned to detect available networks. The network infrastructure is well-suited
to store overall network information, such as neighborhood cell lists, location of mobile nodes, and
higher layer service availability. Both the mobile node and the network make decisions about
connectivity. In general, both the mobile node and the network points of attachment (such as base
stations and access points) can be multi-modal (i.e., capable of supporting multiple radio standards and
simultaneously supporting connections on more than one radio interface).

Figure 3-11 shows the Media Independent Handover Function (MIHF), i.e., a function that realizes
MIH services, for IEEE 802.16 based systems. The M-SAP and C-SAP are common between the
MIHF and Network Control and Management System. The M-SAP specifies the interface between
the MIHF and the management plane and allows MIHF payload to be encapsulated in management
messages (such as MOB_MIH-MSG defined in the IEEE 802.16-2009 standard [3]). The primitives
specified by M-SAP are used by a mobile node to transfer packets to a base station, both before and
after it has completed the network entry procedures. The C-SAP specifies the interface between the
MIHF and control-plane. M-SAP and C-SAP also transport MIH messages to peer MIHF entities. The
CS-SAP is used to transfer packets from higher layer protocol entities after appropriate connections
have been established with the network. The MIH-SAP specifies the interface of the MIHF with other
higher layer entities such as transport layer, handover policy engine, and Layer 3 mobility protocols. In
this model, C-SAP and M-SAP provide link services defined by MIH-LINK-SAP; C-SAP provides
services before network entry; while CS-SAP provides services over the data-plane after network entry.

ixExtensible Authentication Protocol (EAP), as defined by IETF RFC 3748 and updated by IETF RFC 5247, is a universal
authentication framework commonly used in wireless networks and point-to-point connections [24].
xMedia Independent Handover (MIH) is a standard developed by the IEEE 802.21 to enable handover and interoperability
between heterogeneous network types including both 802 and non-802 networks [23].
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3.2 THE IEEE 802.16M PROTOCOL STRUCTURE
In this section, we further examine the functional elements of each protocol layer and their interac-
tions. The 802.16m MAC common part sub-layer functions are classified into radio resource control
and management functional group and medium access control functional group. The control-plane
functions and data-plane functions are also separately classified. This would allow more organized,
efficient, and structured method for specifying the MAC services in the IEEE 802.16m standard
specification. As shown in Figure 3-12, the radio resource control and management functional group
comprises several functional blocks including:

� Radio resource management block adjusts radio network parameters related to the traffic load, and
also includes the functions of load control (load balancing), admission control, and interference
control;
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� Mobility management block scans neighbor BSs and decides whether MS should perform handover
operation;

� Network-entry management block controls initialization and access procedures and generates
management messages during initialization and access procedures;

� Location management block supports location based service (LBS), generates messages including
the LBS information, and manages location update operation during idle mode;

� Idle mode management block controls idle mode operation, and generates the paging advertisement
message based on paging message from paging controller in the core network;

� Security management block performs key management for secure communication. Using managed
key, traffic encryption/decryption and authentication are performed;

� System configuration management block manages system configuration parameters, and generates
broadcast control messages such as superframe headers;
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� Multicast and broadcast service (MBS) block controls and generates management messages and
data associated with MBS;

� Service flow and connection management block allocates Station Identifier (STID) and Flow
Identifiers (FIDs) during access/handover service flow creation procedures.

The medium access control functional group, on the control plane, includes functional blocks which
are related to physical layer and link controls such as:

� PHY control block performs PHY signaling such as ranging, channel quality measurement/
feedback (CQI), and HARQ ACK or NACK signaling;

� Control signaling block generates resource allocation messages such as advanced medium access
protocol, as well as specific control signaling messages;

� Sleep mode management block handles sleep mode operation and generates management messages
related to sleep operation, and may communicate with the scheduler block in order to operate
properly according to sleep period;

� Quality-of-service block performs rate control based on QoS input parameters from connection
management function for each connection;

� Scheduling and resource multiplexing block schedules and multiplexes packets based on properties
of connections.

The MAC functional group on the data-plane includes functional blocks such as:

� Fragmentation/packing block performs fragmentation or packing of MAC Service Data Units
(MSDU) based on input from the scheduling and resource multiplexing block;

� Automatic Repeat Request block performs MAC ARQ function. For ARQ-enabled connections,
a logical ARQ block is generated from fragmented or packed MSDUs of the same flow and
sequentially numbered;

� MAC protocol data unit formation block constructs MAC PDU (MPDU) such that BS/MS can
transmit user traffic or management messages into PHY channels.

The IEEE 802.16m protocol structure is similar to that of the IEEE 802.16, with some additional
functional blocks in the control-plane for new features including the following:

� Relay functions enable relay functionalities and packet routing in relay networks.
� Self organization and self-optimization functions enable home BS or femto-cells and plug-

and-play form of operation for indoor BS (i.e., femto-cellxi).
� Multi-carrier functions enable control and operation of a number of adjacent or non-adjacent RF

carriers (i.e., virtual wideband operation) where the RF carriers can be assigned to unicast and/
or multicast and broadcast services. A single MAC instantiation will be used to control several
physical layers. The mobile terminal is not required to support multi-carrier operation. However,
if it does support multi-carrier operation, it may receive control and signaling, broadcast, and
synchronization channels through a primary carrier and traffic assignments (or services) via the
secondary carriers.

xiFemto-cells are low-power wireless access points that operate in licensed spectrum to connect standard mobile devices to
a mobile operator’s network using residential DSL or cable broadband connections [25,26].
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� Multi-radio coexistence functions in IEEE 802.16m enable the MS to generate MAC
management messages in order to report information on its collocated radio activities, and
enable the BS to generate MAC management messages to respond with the appropriate
actions to support multi-radio coexistence operation. Furthermore, the multi-radio coexistence
functional block at the BS communicates with the scheduler functional block to assist proper
scheduling of the MS according to the reported collocated coexistence activities. The multi-
radio coexistence function is independent of the sleep mode operation to enable optimal
power efficiency with a high level of coexistence support. However, when sleep mode
provides sufficient collocated coexistence support, the multi-radio coexistence function may
not be used (see Figure 3-13).

� Interference management functions are used to manage the inter-cell/sector interference effects.
The procedures include MAC layer functions (e.g., interference measurement/assessment reports
sent via MAC signaling and interference mitigation by scheduling and flexible frequency reuse),
and PHY functions (e.g., transmit power control, interference randomization, interference
cancellation, interference measurement, transmit beamforming/precoding). The inter-BS
coordination functions coordinate the operation of multiple base stations by exchanging
information, about interference statistics between the base stations via core-network signaling.

3.2.1 Data-Plane and Control-Plane Functions in Base Stations
and Mobile Stations

Figure 3-14 shows the user data processing path at the BS and MS. As shown in the figure, the
user data traverses the path from network layer to physical layer and vice versa. In the transmitter
side, a network layer packet is processed by the convergence sub-layer, the ARQ function (if
enabled), the fragmentation/packing function, and the MAC PDU formation function, to form
the MAC PDU to be sent to the physical layer for processing. In the receiver side, a physical
layer SDU is processed by MAC PDU formation function, the fragmentation/packing function,
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the ARQ function (if enabled), and the convergence sub-layer function, to form the network
layer packets. The control primitives between the MAC CPS functions and between the
MAC CPS and PHY that are related to the processing of user traffic data are also shown in
Figure 3-14.

The control-plane signaling and processing flow graph at the BS and the MS are shown in
Figure 3-14. In the transmitter side, the flow of control primitives from control-plane functions to
data-plane functions and processing of control-plane signals by data-plane functions in order to
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construct MAC management messages and MAC header/sub-headers, to be transmitted over the air
interface, are illustrated. In the receiver side, the arrows show the processing of the MAC control
messages through data-plane functions and the reception of the corresponding control-plane signals
by control-plane functions. The dotted arrows show the control primitives between MAC CPS
functions and between MAC CPS and physical layer functions that are related to the processing of
control-plane signaling. The control primitives to/from M-SAP/C-SAP define the network related
functionalities, such as inter-BS interference management, inter/intra RAT mobility management,
etc., as well as management-related functionalities, such as location management, system configu-
ration, etc.

Figure 3-15 illustrates the IP packet processing in an IEEE 802.16m base station transmitter and
mobile station receiver. The main functional components of each layer and their interconnections are
identified. It is further shown how the MAC scheduler in the base station, based on the periodic reports
and measurements provided by each mobile station, generates appropriate control signals to select the
best modulation and coding scheme, re-transmission method and number of re-transmissions, MIMO
mode, and antenna configuration according to the channel conditions that the mobile station is
experiencing.

3.2.2 Data-Plane and Control-Plane Functions in Relay Stations

Multi-hop relay is an optional entity that may be deployed in conjunction with base stations to provide
additional coverage or performance improvements in a radio access network. In relay-enabled net-
works, the BS may be replaced by a multi-hop relay BS (i.e., a BS that supports relay capability over
the relay links) and one or more relay stations (RS). The traffic and signaling between the mobile
station and relay-enabled BS are relayed by the RS, thus extending the coverage and performance of
the system in areas where the relay stations are deployed. Each RS is under the control of a relay-
enabled BS [27].

In a multi-hop relay system, the traffic and signaling between an access RS and the BS may also be
relayed through intermediate relay stations. The RS may either be fixed in location or it may be mobile.
The mobile station may also communicate directly with the serving BS. The various relay-enabled BS
features defined in the IEEE 802.16j-2009 standard allow a multi-hop relay system to be configured
in several modes. The air interface protocols, including the mobility features on the access link (i.e.,
RS-MS link), remain unchanged.

The IEEE 802.16j-2009 standard specified a set of new functionalities on the relay link to
support the RS–BS communication. Two different modes; i.e., centralized and distributed scheduling
modes, were specified for controlling the allocation of bandwidths for an MS or an RS. In
centralized scheduling mode the bandwidth allocation for subordinate mobile stations of an RS is
determined at the serving BS. On the other hand, in distributed scheduling mode the bandwidth
allocation of the subordinate stations is determined by the RS, in cooperation with the BS. Two
different types of RS are defined, namely transparent and non-transparent. A non-transparent RS can
operate in both centralized and distributed scheduling mode, while a transparent RS can only
operate in centralized scheduling mode. A transparent RS communicates with the base station and
subordinate mobile stations using the same carrier frequency. A non-transparent RS may commu-
nicate with the base station and the subordinate mobile stations via the same or different carrier
frequencies.
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Relaying in the IEEE 802.16m system is performed using a decode-and-forward paradigm and
supports TDD and FDD duplex modes. In TDD deployments, the relay stations operate in time-division
transmit and receive (TTR) mode,xii whereby the access and relay link communications are multiplexed
using time division multiplexing over a single RF carrier. In the IEEE 802.16m system, the relay
stations operate in non-transparent mode, which essentially means that the relay stations compose and
transmit the synchronization channels, system information, and the control channels for the subordinate
stations. In any IEEE 802.16m deployment supporting relay functionality, a distributed scheduling
model is used where each infrastructure station (BS or RS) schedules the radio resources on its
subordinate links. In the case of a relay station, the scheduling of the resources is within the radio
resources assigned by the BS. The BS notifies the relay and mobile stations of the frame structure
configuration. The radio frame is divided into access and relay zones. In the access zone, the BS and the
RS transmit to, or receive from, the mobile stations. In the relay zone, the BS transmits to the relay and
the mobile stations, or receives from the relay and mobile stations. The start times of the frame
structures of the BS and relay stations are aligned in time. The BS and relay stations transmit
synchronization channels, system information, and the control channels to the mobile stations at the
same time.

The MAC layer of a relay station includes signaling extensions to support functions such as
network entry of an RS and of an MS through an RS, bandwidth request, forwarding of PDUs,
connection management, and handover. Two different security modes are defined in the IEEE 802.16j-
2009 standard: (1) a centralized security mode that is based on key management between the BS and
an MS; and (2) a distributed security mode which incorporates authentication and key management
between the BS and a non-transparent access RS, and between the access-RS and an MS. An RS may
be configured to operate either in normal CID allocation mode, where the primary management,
secondary, and basic CIDs are allocated by the BS, or in local CID allocation mode where the primary
management and basic CID are allocated by the RS.

The IEEE 802.16m RS uses the same security architecture and procedures as an MS to establish
privacy, authentication, and confidentiality between itself and the BS on the relay link. The IEEE
802.16m relay stations use a distributed security model. The security association is established
between an MS and an RS during the key exchange similar to a macro BS. The RS uses a set of active
keys shared with the MS to perform encryption/decryption and integrity protection on the access link.
The RS runs a secure encapsulation protocol with the BS based on the primary security association.
The access RS uses a set of active keys shared with the BS to perform encryption/decryption and
integrity protection on the relay link. The MAC PDUs are encapsulated within one relay MAC PDU
and are encrypted or decrypted by primary security association, which is established between the RS
and the BS. The security contexts used for the relay link (between a BS and an RS) and the access links
(between an RS and an MS) are different and are maintained independently. The key management is
the same as that performed by a macro BS.

Figure 3-16 shows the IEEE 802.16m relay station protocol stack. An RS may consist of a subset of
the protocol functions shown in Figure 3-16; however, the ingredients of each subset of functions
depend on the type or category of the RS, as well as other deployment requirements. The functional

xiiTime-division transmit and receive is a relay mechanism where transmission to subordinate station and reception from
the super-ordinate station or transmission to the super-ordinate station and reception from the subordinate station is
separated in time.

3.2 The IEEE 802.16m protocol structure 83



blocks and the definitions provided in this section do not imply their support in all IEEE 802.16m RS
implementations. The IEEE 802.16m relay capabilities are partially (and conceptually) based on the
functionalities and features specified in the IEEE 802.16j-2009 standard [27]. The IEEE 802.16j-2009
standard does not define a system profile; therefore, many non-interoperable realizations of the relay
stations can be considered. The WiMAX Forum technical working group started (and later abandoned)
an initiative to define a relay system profile to facilitate certification and deployment of interoperable
relay stations in mobile WiMAX systems. The non-transparent relay stations perform the same
functions as a regular base station; however in some usage models, some functionalities of the regular
base station may not be implemented in the relay station, resulting in less complexity and lower cost of
implementation and deployment.

The IEEE 802.16m RS MAC CPS is divided into two sub-layers: (1) Radio Resource Control and
Management sub-layer; and (2) Medium Access Control sub-layer. The RS RRCM sub-layer includes
the following functional blocks that are related to the RS radio resource management functions:

� Mobility management;
� Network-entry management;
� Location management;
� Security management;
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� Multicast and broadcast service;
� Relay functions;
� Self organization;
� Multi-carrier operation.

In Figure 3-16, the mobility management block supports the MS handover operation in cooperation
with the BS. The network-entry management block performs RS/MS initialization procedures, as
well as the RS network entry/attachment procedure to the BS. The network-entry management
block may generate management messages needed during RS/MS initialization procedures and
performing the network entry. The location management block supports location-based services
including positioning data at the RS and reporting location information to the BS. The security
management block performs the key management functions for the RS. Since an IEEE 802.16m
relay uses a distributed security model, there are two sets of security protocols on the access and the
relay links.

The enhanced multicast and broadcast service block is responsible for coordination, scheduling,
and distribution of the E-MBS content to the subscribed users in the relay coverage area. The relay
functional block includes procedures to maintain relay paths. The self-organization block performs
functions to support the RS self-configuration and the RS self-optimization mechanisms which are
coordinated by the BS. These functions include procedures to request the relay stations or mobile
stations to report measurements for self-configuration and self-optimization, receive measurements
from the relay stations or mobile stations, and report measurements to the BS. These functions also
include procedures to adjust the RS parameters and configuration for self-configuration and/or opti-
mization with or without coordination with the BS.

The multi-carrier operation block enables a common MAC entity to control a physical layer that
may span over multiple frequency channels at the RS. The RS MAC sub-layer includes the following
functional blocks which are related to the physical layer and link control:

� Physical layer control;
� Control signaling;
� Sleep mode management;
� Quality of service;
� Scheduling and resource multiplexing;
� ARQ function;
� Fragmentation/packing;
� MAC PDU formation;
� Data forwarding;
� Multi-radio coexistence.

As shown in Figure 3-16, the physical layer control block manages signaling schemes such as ranging,
measurement, reporting, and HARQ feedback at the RS. Based on CQI and HARQ feedback, the
physical layer control block estimates channel conditions of RS/MS and performs link adaptation. The
control signaling block performs the RS resource allocation and generates control messages. The sleep
mode management block manages sleep mode operation of mobile stations serviced by the RS in
coordination with the BS. The QoS block performs rate control according to QoS parameters. The
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scheduling and resource multiplexing block which resides in the RS is used to support distributed
scheduling, and schedules the transmission of MAC PDUs. The ARQ block assists MAC ARQ
functions between the BS and RS over the relay link and between MS and RS over the access link.
The MAC SDUs may be fragmented or augmented depending on the size of the payloads. The
fragmentation/packing block in the RS side includes the unpacking and repacking of data fragments
that have been received for relaying, in order to adapt the size of MAC PDUs to the estimated channel
quality of the outbound link.

The MAC PDU formation block constructs MAC PDUs which contain user traffic or management
messages. User traffic is assumed to have originated at either the BS or MS. The MAC PDU
construction block may add or modify MAC PDU control information (e.g., MAC header). The data
forwarding block performs routing functions on the link between the BS and the RS or MS. The data
forwarding block may work in conjunction with other blocks such as scheduling and resource mul-
tiplexing and MAC PDU formation.

The interference management block at the RS performs inter-cell and inter-RS interference
management. This function includes reception of interference level measurements and selection of
transmission format used for the mobile stations attached to the RS. The control functions can be
divided among the serving BS and the relay stations using a centralized model or a distributed model.
In a centralized model, the serving BS generates control signals, and the relay stations communicate
the control information between the BS and MS. In a distributed model, the RS generates control
signals for the subordinate mobile stations and makes the BS aware of that control information. The
determination of whether a particular control function should be centralized or distributed is made
independently for each control function.
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The multi-radio coexistence block within the RS coordinates collocated multi-radio operation of
the subordinate mobile stations in coordination with the BS. Based on the earlier description of the
functions and protocols performed by a relay station, the control- and data-plane protocol termination
is shown in Figure 3-17. The convergence sub-layer protocols are terminated at the MS and the BS.
However, some of the MAC CPS protocols are terminated at the RS. Due to the use of a distributed
security model, the security functions including encryption and packet validation are terminated at the
RS on the relay and access links.

3.2.3 Protocol Structure for Support of Multi-Carrier Operation

The generic protocol structure for support of multi-carrier operation is illustrated in Figure 3-18. A
single MAC instance controls a number of physical layers spanning over multiple frequency bands.
Some MAC messages transmitted over one RF carrier may also apply to other RF carriers. The RF
channels may be of different bandwidths (e.g., 5, 10, and 20 MHz), and can be contiguous or non-
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contiguous in frequency. The RF channels may support different duplexing schemes, e.g., frequency
division duplex (FDD) mode, time division duplex (TDD) mode, or a combination of multicast and/or
unicast RF carriers [12]. As shown in Figure 3-18, the MAC entity can provide simultaneous service to
mobile stations with different bandwidth capabilities, such as operation over one RF channel at a time
or aggregation across contiguous or non-contiguous frequency bands.

3.2.4 Protocol Structure for Support of Multicast and Broadcast Services

Multicast and broadcast service is a point-to-multipoint communication scheme where data packets
are transmitted simultaneously from a single source to multiple destinations. The term broadcast refers
to the ability to deliver content to all users. Multicast, on the other hand, refers to distribution of
content among a specific group of users that are subscribed to those services. The multicast and
broadcast content is transmitted over a geographical area referred to as a zone. An MBS zone is
a collection of one or more base stations transmitting the same content. Each BS capable of MBS
service may belong to one or more MBS zones. Each MBS zone is identified by a unique zone
identifier [3].

An MS can receive the MBS content within the MBS zone in connected state or idle state. A BS
may provide multicast and broadcast services corresponding to different MBS zones. The MBS data
bursts may be transmitted in the form of several sub-packets, and these sub-packets may be transmitted
in different time intervals to allow the MS to combine the sub-packets without transmission of
acknowledgement. The mobile stations in an MBS zone are assigned a common multicast station
identifier. The IEEE 802.16m supports two types of MBS access: (1) single-BS; and (2) multi-BS. The
single-BS access is implemented over multicast and broadcast transport connections within one BS,
while multi-BS access is realized by transmitting MBS data through multiple base stations. The MBS
PDUs are transmitted by all base stations in the same MBS zone. That transmission is supported either
in the non-macro diversity mode or macro diversity mode. An MBS zone may be formed by only one
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BS. The MS may support both single-BS and multi-BS access. The MBS service may be delivered via
a dedicated RF carrier or a mixed unicast, multicast, and broadcast RF carrier.

The IEEE 802.16m Enhanced Multicast and Broadcast Service (E-MBS) consists of MAC and
PHY protocols that define interactions between the mobile stations and the base stations. While the
basic definitions of IEEE 802.16m E-MBS are consistent with that of the IEEE 802.16-2009 standard
[3], some enhancements and extensions are incorporated to provide improved functionality and
performance [12]. The breakdown of E-MBS MAC function into constituent components is shown in
Figure 3-19. In the control-plane, E-MBS MAC function operates in conjunction with other unicast
service MAC functions. The unicast MAC functions may operate independently from E-MBS MAC
function. The E-MBS MAC function may operate differently depending on whether it is operating in
active mode or idle mode [12].

The E-MBS MAC function consists of the following sub-blocks:

� E-MBS Zone Configuration: this function manages the configuration and advertisement of E-MBS
zones. A BS may belong to multiple E-MBS zones.

� E-MBS Transmission Mode Configuration: this function describes the transmission mode in
which E-MBS is delivered over the air interface such as single-BS and multi-BS transmission.

� E-MBS Session Management: this function manages E-MBS service registration and deregistration
and session start, update, or termination.

� E-MBS Mobility Management: this block manages the zone update procedures when an MS
crosses the E-MBS zone boundary.

� E-MBS Control Signaling: this block broadcasts the E-MBS scheduling and physical channel
mapping to facilitate E-MBS reception and power saving.

3.3 3GPP LTE/LTE-ADVANCED PROTOCOL STRUCTURE
In this section, we provide an overview of 3GPP LTE/LTE-Advanced protocol structure. Figures 3-20
and 3-21 illustrate the user-plane (U-plane) and control-plane (C-plane) protocol stacks, respectively.
In the C-plane, the Non-Access Stratum (NAS) functional block is used for network attachment,
authentication, setting up bearers, and mobility management. All NAS messages are ciphered and
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FIGURE 3-20

The user-plane protocol stack [29]
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integrity protected by the Mobility Management Entity (MME) and User Equipment (UE), i.e., 3GPP
LTE mobile station [28].

The Layer 2 functions in 3GPP LTE are classified into the following categories: Medium Access
Control (MAC); Radio Link Control (RLC); and Packet Data Convergence Protocol (PDCP) functions
[29]. Figures 3-22 and 3-23 illustrate the structure of Layer 2 protocols in 3GPP LTE downlink and
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The control-plane protocol stack [29]
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The 3GPP LTE Layer 2 structure in the downlink [29]
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uplink. The SAP for peer-to-peer communication is marked with circles at the interface between the
sub-layers. The SAP between the physical layer and the MAC sub-layer provides the transport
channels. The SAP between the MAC sub-layer and the RLC sub-layer provide the logical channels.
The multiplexing of several logical channels (i.e., radio bearers) on the same transport channel
(i.e., transport block) is performed by the MAC sub-layer. Each logical channel is defined by type of
information that is transferred. The logical channels are generally classified into two groups: (1)
control channels (for the transfer of control-plane information); and (2) traffic channels (for the
transfer of user-plane information).

As shown in Figure 3-21, the RRC layer in the evolved NodeB (eNB), i.e., 3GPP LTE base station,
makes handover decisions based on neighbor cell measurements reported by the UE, performs paging
of the users over the air interface, broadcasts system information, controls UE measurement and
reporting functions such as the periodicity of channel quality indicator reports, and further allocates
cell-level temporary identifiers to active users. It also executes transfer of UE context from the serving
eNB to the target eNB during handover, and performs integrity protection of RRC messages. The RRC
layer is responsible for setting up and maintenance of radio bearers. Note that RRC layer in 3GPP
protocol hierarchy is considered as Layer 3. The main services and functions of the RRC sub-layer
include [29,30]:

� Broadcast of system information;
� Paging;

...

HARQ

Scheduling / Priority Handling

Transport Channels

Logical Channels

ROHC ROHC

Radio Bearers

Security Security

Multiplexing

PDCP

RLC

MAC

Segmentation
ARQ

Segmentation
ARQ

FIGURE 3-23

The 3GPP LTE Layer 2 structure in the uplink [29]
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� Establishment, maintenance, and release of a RRC connection between the UE and E-UTRAN,
including allocation of temporary identifiers between UE and E-UTRAN and configuration of
signaling radio bearers for RRC connection;

� Security functions, including key management;
� Establishment, configuration, maintenance, and release of point-to-point radio bearers;
� Mobility functions, including UE measurement reporting and control of the reporting for inter-cell

and inter-RAT mobility, handover, UE cell selection and reselection, control of cell selection and
reselection, context transfer at handover;

� Establishment, configuration, maintenance, and release of radio bearers for Multimedia Broadcast
Multicast Service (MBMS);

� QoS management functions.

The 3GPP LTE RRC consists of the following states:

� RRC_IDLE is a state where a UE specific Discontinuous Reception (DRX) may be configured by
upper layers. In the idle mode, the UE conserves power and does not inform the network of each
cell change. The network knows the location of the UE to the granularity of a few cells, called the
Tracking Area (TA). The UE monitors a paging channel to detect incoming traffic, performs
neighboring cell measurements and cell selection/reselection, and acquires System Information.

� RRC_CONNECTED is a state where transfer of unicast data to/from UE is performed and the UE
may be configured with a UE specific DRX or Discontinuous Transmission (DTX). The UE
monitors control channels associated with the shared data channel to determine if data is
scheduled for it, provides channel quality and feedback information, performs neighboring cell
measurements and measurement reporting, and acquires System Information.

In the U-plane, the PDCP layer is responsible for compressing or decompressing the headers of IP
packets using robust header compression to enable efficient use of air interface resources. This layer
also performs ciphering of both user-plane and control-plane traffic. Because the NAS messages are
carried in RRC, they are effectively double ciphered and integrity protected, once at the MME and
again at the eNB. Therefore, the services and functions provided by the PDCP layer in the U-plane
include header compression and decompression, transfer of user data between NAS and RLC layer,
sequential delivery of upper layer PDUs and duplicate detection of lower layer SDUs at handover for
radio link layer acknowledged mode, re-transmission of PDCP SDUs at handover for radio link layer
acknowledged mode, and ciphering. The services and functions provided by the PDCP for the C-plane
include ciphering and integrity protection, and transfer of control-plane data where PDCP receives
PDCP SDUs from RRC and forwards them to the radio link control layer [29,31].

The RLC layer is used to format and transport traffic between the UE and the eNB. The RLC
provides three different reliability modes for data transport, i.e., acknowledged mode (AM), unac-
knowledged mode (UM), and transparent mode (TM). The unacknowledged mode is suitable for
transport of real-time services since such services are delay-sensitive and cannot tolerate delay due to
re-transmissions. The acknowledged mode is appropriate for non-real-time services such as file
transfers. The transparent mode is used when the size of packet data units are known in advance, such
as for broadcasting system configuration information. The RLC layer also provides sequential delivery
of service data units to the upper layers and eliminates duplicate packets from being delivered to the
upper layers. It may also segment the service data units. Furthermore, there are two levels of re-
transmissions for providing reliability, the HARQ at the MAC layer, and ARQ at the RLC layer. The
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ARQ is required to handle residual errors that are not corrected by HARQ, and is kept simple by the
use of a single-bit feedback mechanism. An N-process stop-and-wait HARQ is employed that has
asynchronous re-transmissions in the DL and synchronous re-transmissions in the UL. In practice,
multiple stop-and-wait HARQ processes are operated in parallel, i.e., when one HARQ process is
waiting for an acknowledgment another process can use the channel to send sequentially-ordered sub-
packets, thus improving the throughput. The synchronous HARQ means that the re-transmissions of
HARQ sub-packets occur at predefined periodic intervals. Hence, no explicit signaling is required to
indicate to the receiver the re-transmission schedule. Asynchronous HARQ offers the flexibility of
scheduling re-transmissions based on air interface conditions (i.e., scheduling gain) [29,32]. The
services and functions provided by the MAC layer can be summarized as follows [32]:

� Mapping between logical channels and transport channels;
� Multiplexing/de-multiplexing of RLC protocol data units corresponding to one or different radio

bearers into/from transport blocks delivered to/from the physical layer on transport channels;
� Traffic volume measurement reporting;
� Error correction through HARQ;
� Priority handling between logical channels of one UE;
� Priority handling between UEs through dynamic scheduling;
� Transport format selection.

E-UTRA provides ARQ and HARQ functionalities. The ARQ functionality provides error correction
by re-transmissions in acknowledged mode at Layer 2. The HARQ functionality ensures delivery
between peer entities at Layer 1. The HARQ within the MAC layer is characterized by an N-process
stop-and-wait protocol and re-transmission of transport blocks upon failure of earlier transmissions.
A total of eight HARQ processes are supported [29].

The 3GPP LTE-Advanced system extends the capabilities of 3GPP LTE Rel-8 with support of
carrier aggregation, where two or more component carriers are aggregated in order to support wider
transmission bandwidths up to 100 MHz and for spectrum aggregation. A user terminal may simul-
taneously receive or transmit one or multiple component carriers depending on its capabilities. From
the UE perspective, the Layer 2 aspects of HARQ are similar to those of Rel-8. There is one transport
block (in absence of spatial multiplexing, up to two transport blocks in case of spatial multiplexing)
and one independent HARQ entity per scheduled component carrier. Each transport block is mapped to

Table 3-1 Summary of the Differences between MAC and RRC Control [33]

MAC Control RRC Control

Control Entity MAC RRC

Signaling Type Physical control channel MAC control PDU RRC message

Signaling Reliability w10�2 (No HARQ
re-transmission)

w10�3 (HARQ
re-transmissions)

w10�6 (ARQ
re-transmissions)

Control Latency Very short Short Longer

Extensibility None Limited High

Security No integrity protection
No ciphering

No integrity protection
No ciphering

Integrity protected
Ciphering
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a single component carrier on which all HARQ re-transmissions may take place. A UE may be
scheduled over multiple component carriers simultaneously, but at most one random access procedure
will be ongoing at any time. Whenever a UE is configured with only one component carrier, the 3GPP
LTE Rel-9 DRX is the baseline. In other cases, the same DRX operation will be applied to all
configured component carriers. Therefore, the Layer 2 structure of the 3GPP LTE-Advanced is similar
to that of 3GPP LTE Rel-8, except for the addition of the multi-carrier functionality; however, the
multi-carrier nature of the physical layer is only exposed to the MAC layer through transport channels,
where one HARQ entity is required per component carrier [34].
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User data processing and signaling protocols in 3GPP LTE eNB and UE
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The main difference between MAC and RRC control lies in the signaling reliability. The signaling
corresponding to state transitions and radio bearer configurations should be performed by RRC sub-
layer due to signaling reliability. The different characteristics of MAC and RRC control are
summarized in Table 3-1.

The physical layer provides information transfer services to MAC and higher layers. The physical
layer transport services are described by how and with what characteristics data is transferred over the
radio interface. This should be clearly separated from the classification of what is transported, which
relates to the concept of logical channels at MAC sub-layer.

Figure 3-24 illustrates the IP packet processing in the eNB and UE transmitter and receiver sides,
respectively. The main functions of each protocol layer and their interconnections have been identified.
One of the noticeable differences with IEEE 802.16m data processing is the location of encryption or
ciphering of the user payload. Unlike the IEEE 802.16m, 3GPP LTE encrypts the packets in the PDCP
layer before delivering the service data units to the RLC and MAC layers. The base station scheduler
generates appropriate control signals for RLC, MAC, and PHY layers based on periodic reports and
measurements received from each UE to ensure robustness and reliability of the connections, given
varying radio channel conditions.
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IEEE 802.16m System Operation
and State Diagrams 4
INTRODUCTION
This chapter provides a detailed description of the operation of IEEE 802.16m entities (i.e., mobile
station, base station, femto base station, and relay station) through use of state diagrams and call flows.
An attempt has been made to characterize the behavior of IEEE 802.16m systems in various operating
conditions such as system entry/re-entry, cell selection/reselection, intra/inter-radio access network
handover, power management, and inactivity intervals. This chapter describes how the IEEE 802.16m
system entities operate and what procedures or protocols are involved, without going through the
implementation details of each function or protocol. The detailed algorithmic description of each
function and protocol will be provided in following chapters. Several scattered call flows and state
diagrams were used in reference [1] to demonstrate the behavior of the legacy mobile and base
stations, making it difficult to coherently understand the system behavior. The IEEE 802.16 standards
have not generally been developed with a system-minded view; rather, they specify components and
building blocks that can be integrated to build a working and performing system. An example is the
mobile WiMAX profiles where a specific set of IEEE 802.16-2009 standard features (one out of many
possible configurations) were selected to form a mobile broadband wireless access system. Detailed
IEEE 802.16m entities’ state transition diagrams comprising states, constituent functions, and
protocols within each state, and inter-state transition paths conditioned to certain events would help
the understanding and implementation of the standards specification [2–5]. It further helps to
understand the behavior of the system without struggling with the distracting details of each
constituent function.

State diagrams are used to describe the behavior of a system. They can describe possible states of
a system and transitions between them as certain events occur. The system described by a state diagram
must be composed of a finite number of states. However, in some cases, the state diagram may
represent a reasonable abstraction of the system. There are many forms of state diagrams which differ
slightly and have different semantics. State diagrams can be used to graphically represent finite state
machines (i.e., a model of behavior composed of a finite number of states, transitions between those
states, and actions). A state is defined as a finite set of procedures or functions that are executed in
a unique order. In the state diagram, each state may have some inputs and outputs, where deterministic
transitions to other states or the same state happen based on certain conditions. In this chapter, the
notion of mode is used to describe a sub-state or a collection of procedures/protocols that are asso-
ciated with a certain state. The unique definition of states and their corresponding modes and
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protocols, and internal and external transitions, is imperative to the unambiguous behavior of the
system. Also, it is important to show the reaction of the system to an unsuccessful execution of
a certain procedure. The state diagrams described in the succeeding sections are used to characterize
the behavior of IEEE 802.16m system entities.

This chapter provides a top-down systematic description of IEEE 802.16m entities’ state transition
models and corresponding procedures, starting at the most general level and working toward the details
or specifics of the protocols and transition paths. An overview of 3GPP LTE/LTE-Advanced states and
user equipment state transitions is further provided to enable readers to contrast the corresponding
terminal and base station behaviors, protocols, and functionalities. Such contrast is crucial in the
design of inter-system interworking functions.

4.1 IEEE 802.16M MOBILE STATION STATE DIAGRAMS
A mobile state diagram (i.e., a set of states and procedures between which the mobile station transits
when operating in the system to receive and transmit data or control signals) for the IEEE 802.16-2009
standard reference system based on common understanding of its behavior was established (see
Figure 4-1) as a basis for characterization of IEEE 802.16m systems. A mobile station compliant with
IEEE 802.16-2009 standard [1] operates in four distinct states,i as follows:

� Initialization State: initialization is a state where a mobile station without any connection
performs cell search and cell selection by scanning and synchronizing to a cell and acquiring
the cell identification, as well as the system configuration information. The mobile station
returns to the scanning step if it fails to properly perform the required procedures in the next
steps (shown with gray-colored arrows in Figure 4-1).

� Access State: access is a (transient) state where the mobile station performs network entry with the
selected base station. The Access State comprises the following procedures: (1) initial ranging and
uplink synchronization; (2) basic capability negotiation; (3) authentication, authorization, and key
exchange; (4) registration with the BS; and (5) service flow establishment (IP connection). The
mobile station receives specific user identification as part of Access State procedures. The IP
address assignment may follow using appropriate procedures.

� Connected State: the Connected State includes procedures that the mobile station performs to
transmit or receive control signals and/or data in the Downlink (DL) and Uplink (UL), while
measuring the received RF signal strength of the neighboring base stations and conserving
power. The Connected State consists of the following modes:
� Active Mode: In this mode, downlink or uplink transmissions at appropriate intervals can be

scheduled for the MS by the serving BS. Channel quality measurements based on downlink
reference signals may be conducted and reported to the BS by the MS in order to assist the
BS scheduler in properly adapting to the link characteristics and selecting the most
appropriate transmission formats for data and control signals sent to (or received from) the
MS. The MS may transit from Active Mode to Sleep Mode during sleep intervals (with

iThe access is not designated as an independent state in the legacy standard, rather it is considered as a set of messages that
are exchanged between the mobile station and the base station [1]. However, we categorize those messages and procedures
as Access State in this book. The Access State can be considered as a transient state.
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IEEE 802.16m mobile station state transition diagram [3]
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intermittent DL/UL traffic) or to Idle State (when it has no DL/UL traffic and following
deregistration with the BS) in order to conserve power.

� Sleep Mode: this mode is intended to minimize MS power usage and decrease usage of serving
BS radio resources by pre-negotiated periods of absence from the serving BS air interface while
connected to the BS. The MS in Active Mode transitions to Sleep Mode through Sleep Mode
MAC management messages. The MS does not transmit and receive any information to/from
its serving BS during the sleep interval. A traffic indication message from the serving BS can
trigger an MS in the Sleep Mode to transit to Active Mode.

� Scanning Mode: In this mode, the MS performs the scanning operation (i.e., detecting and
measuring the signal strength of neighboring base stations) and may temporarily be
unavailable to the serving BS. The MS can be instructed to transit to Scanning Mode via
explicit MAC signaling.

During the Connected State, the MS maintains at least one transport connection as established during
Access State; however, the MS and BS may establish additional transport connections. It must be noted
that each connection has unique Quality of Service parameters and is associated with a service flow. In
addition, in order to reduce power consumption, either MS or BS can request transition to Sleep Mode.
Also, the MS can scan neighbor base stations and perform cell reselection which provides more robust
and reliable connections. The scanning interval is defined as a time period intended for the mobile
station to monitor neighbor base stations and to determine the suitability of those base stations as
targets for handover.

� Idle State: Idle State allows an MS to become periodically available for downlink broadcast
messages without registration at a specific BS as the MS traverses across the network populated
by multiple base stations, and thus allows the MS to conserve power and operational resources.
The Idle State consists of two separate modes, Paging Available Mode and Paging Unavailable
Mode. During Idle State, the MS may attempt power saving by switching between Paging
Available and Paging Unavailable modes. In Paging Available Mode, the MS may be paged by
the BS. If the MS is paged, it transitions to the Access State for network re-entry. The MS may
perform location update procedure during Idle State. In the Paging Unavailable Mode, the MS is
not required to monitor the downlink channel in order to reduce its power consumption.

The IEEE 802.16m mobile station state transition diagram comprises four distinct operational states
and is similar to that of the legacy system (as shown in Figure 4-1) with the exception that intra-state
procedures and protocols have been simplified to reduce the network entry/re-entry latency, and to
enable fast cell selection or reselection. As an example, the location of the system configuration
information has been fixed in IEEE 802.16m standard so that on successful downlink synchronization,
the superframe headers containing the system configuration information can be located and acquired.
This would enable the MS to make decisions for attachment to the BS without acquiring and decoding
the legacy downlink control channel and the downlink and uplink channel descriptors that were
transmitted as MAC management messages in the legacy system. This modification would further
result in power saving in the MS, due to shortening and simplification of the initialization procedure. In
the next sections, the detailed procedures corresponding to each state are described.

Although both normal and fast network re-entry processes are shown as transition from the Idle
State to the Access State in Figure 4-1, there are differences that distinguish the two processes which
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will be discussed in the next sections. The steady-state behavior of IEEE 802.16 mobile stations is
shown in Figure 4-2. The latter figure applies to both IEEE 802.16m [2] and IEEE 802.16-2009
standard [1] compliant mobile stations, although the details of procedures might be different in the two
systems. Once the MS completes the initial network entry, it starts normal operation in the Active
Mode while periodically scanning the neighboring base stations for handover. It may transition to the
Idle State through deregistration messages or exit the Idle State and enter the Active Mode by per-
forming network re-entry procedures. The MSmay transition to Sleep Mode after negotiating the sleep
intervals with the serving BS, and it may exit Sleep Mode on receiving a traffic indication message or
availability of uplink traffic.

4.1.1 Initialization State

Figure 4-3 provides a decomposition of the Initialization State. It is shown that the Initialization State
consists of two steps: (1) cell search; and (2) cell selection. In the first step, the MS scans for the
candidate base stations to which the MS can attach and detect the Cell Identification (Cell_ID). The
Cell_ID is a unique code or a synchronization sequence that is assigned to each cell (i.e., a BS or a BS
sector) in order to identify the cell exclusively.ii The scanning is performed by measuring an appro-
priate metric corresponding to the received RF signal strength. In the second step, the MS acquires the
system configuration parameters and concludes cell selection.

Upon power ON/OFF or after any loss of RF signal, the MS acquires a downlink RF channel. The
MS is required to use nonvolatile storage in which the last operational parameters are stored and
therefore it may first try to acquire the previous downlink RF channel. If the MS fails to acquire the last
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Steady-state behavior of IEEE 802.16 mobile stations [1]

iiIt must be clarified that Cell_ID or physical layer identifier is not unique throughout the operator’s network. In practice,
the number of Cell_ID sequences are limited, thus they are reused as long as the cells that are assigned the same Cell_ID
are sufficiently far apart (geographically) such that there is no confusion in the signals received from those cells.
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RF channel that was used, it begins to scan the available downlink RF channels, as specified in the
band class specifications by the WiMAX Forum [8], until it finds a valid downlink signal. Once the
downlink synchronization has been achieved and Cell_ID has been detected, the MS attempts to
acquire the system configuration information in the second step. The legacy system configuration
information consists of all essential parameters, such as RF carrier center frequency and bandwidth,
DL/UL radio (in TDD systems), resource partitioning and multi-antenna parameters, etc., that a mobile
station must acquire for successful initial network entry and cell selection, as well as handover. The
system information can be classified into static and dynamic sets where the static parameters remain
unchanged over a long period of time and dynamic parameters change over time. The system
parameters also include information about native neighbor cells (or alternative radio access networks
that might be accessible by the mobile station) to facilitate inter-RATor intra-RAT handover operation.

The initialization procedures in the legacy and IEEE 802.16m systems are different. In order to
reduce the latency due to downlink scanning and initial network entry (or network re-entry), the
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initialization procedures have been simplified in IEEE 802.16m. As shown in Figure 4-3 for the legacy
system, following successful non-hierarchical synchronizationiii using the preamble, the Cell_ID is
detected. The system configuration information is acquired through successful completion of the
following steps [6,7,15]:

1. Detection and decoding of the frame control header, which follows the preamble symbol in every
radio frame and contains information about the transmission format and length of the DL control
channel;

2. Detection and decoding of DL control channel, i.e., DL MAP which appears in every radio frame,
in order to locate the DL and UL channel descriptors through a broadcast information element;

3. Acquisition of the system configuration information through the DL and UL channel descriptors.

If the above actions are successfully performed, the mobile station will be able to select a suitable base
station and proceed to the Access State; otherwise, the mobile station will have to repeat to initiali-
zation procedures and find a new candidate base station. Note that failure in any of the above steps
would result in restarting of the initialization procedures.

The problem with the legacy initialization procedures is that the location of the DL/UL channel
descriptors is not known to the mobile station a priori, consequently there is a need to locate the
channel descriptors through detection and decoding of the DL control channel (i.e., DLMAP). The DL
MAP contains a broadcast information element which can be received by all mobile stations in the
coverage area of the base station that provides the location of the system configuration information.
Another problem is that the DL/UL channel descriptor messages are usually transmitted periodically
over long periods of time (i.e., every few hundred milliseconds and up to 10 seconds [1]) and this
would delay the cell selection decision. In addition, the number of unique Cell_IDs specified in the
legacy standard was 114 [1], which was not sufficient to support dense deployments and femto-cell
operation. Therefore, the synchronization and system information broadcast schemes were redesigned
to resolve these issues.

The IEEE 802.16m has simplified the initialization process by: (1) fixing the location of the system
configuration information at a predetermined location, thereby dissociating the system information
acquisition from the DL control channel detection; (2) reducing the number of system configuration
parameters; (3) classifying the system configuration parameters based on their timing sensitivity and
necessity for network entry, handover, paging, etc., thus transmitting system information sub-packets
with different periodicity; and (4) increasing the number of unique Cell_IDs from 114 to 768 and
changing the synchronization scheme from non-hierarchical to hierarchical [3].

Figure 4-3 illustrates the initialization procedures in IEEE 802.16m. The cell search starts with
scanning for the available downlink RF channels. The DL synchronization is achieved by successful
acquisition of the primary advanced preamble. The primary advanced preamble carries information
about system bandwidth (e.g., 5, 10, 20 MHz) and multi-carrier configuration (i.e., fully configured or
partially configured RF carrier). Once the primary advanced preamble is detected, the MS proceeds to
acquisition of the secondary advanced preamble. The secondary advanced preamble carries a set of

iiiIn a non-hierarchical synchronization (i.e., a single step synchronization scheme), the preamble consists of one or more
cell-specific waveforms and is used for time synchronization and frame alignment. In a hierarchical synchronization (i.e.,
a multi-step synchronization scheme), two or more unique set of signals are used for time synchronization and detection of
the Cell_ID, and other relevant information for the cell or network.
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768 distinct Cell_IDs that have been partitioned into a number of subsets where each subset corre-
sponds to a certain type of base station (e.g., closed/open subscriber group femto base stations or
macro base stations).

Upon successful acquisition of system timing and cell identification, the MS attempts to detect and
decode the system configuration information. This information is carried via the superframe headers.
The superframe headers, comprising primary and secondary superframe headers, are control elements
that are periodically (while a large part of this information remains unchanged over a long period of
time, some parts may changemore frequently) broadcast using a robust and reliable transmission format
to ensure the information can be correctly detected by all mobile stations in the coverage area of a base
station. The correct and timely detection of the system information is essential for successful network
entry/re-entry and handover. The secondary superframe header content is divided into three sub-packets
where sub-packets carry essential information for various system processes, such as initial network
entry, network re-entry, Idle-State operation, etc., according to their respective timing sensitivity.

Once the system parameters are successfully acquired, the cell selection decision can be made by
taking certain considerations into account. For example, the mobile station may have a preference in
selecting a specific type of base station (e.g., a femto-cell in an indoor environment), even though other
types of the base station may be available or the MS may not be authorized to access a group of base
stations despite the fact that their received RF signal strength might be good. Also, the IEEE 802.16m
standard defines a systemparameter calledCell Bar bit that is carried in the secondary superframeheader.
If Cell Bar bit is set to 1, the cell does not allow any new initial entry due to excess load in the cell [2].

4.1.2 Access State

Once the mobile station selects a suitable cell, it proceeds to the Access State to complete the network
entry/re-entry procedures. Figure 4-4 shows the Access State procedures. The first step is to perform
the initial ranging and uplink synchronization with the base station. The initial ranging is the process of
acquiring the correct timing-offset, frequency-offset, and transmit-power adjustments so that the MS
uplink transmissions are aligned with the BS uplink frame. The physical layer processing delays are
relatively constant and the variations are accounted for in the guard time. The initial contention-based
ranging consists of the following steps [2]:

� The MS selects a ranging opportunity using random backoff based on a binary truncated
exponential algorithm.iv After selecting the ranging opportunity, the MS chooses a ranging
sequence (alternatively known as ranging preamble) from the set of permissible initial ranging
sequences. The selected ranging sequence is sent to the BS within the selected ranging opportunity.

ivThe binary exponential backoff or truncated binary exponential backoff refers to an algorithm used to space out repeated
re-transmissions of the same block of data. As an example, the re-transmission of frames in Carrier Sense Multiple Access
with Collision Avoidance (CSMA/CA) and Carrier Sense Multiple Access with Collision Detection (CSMA/CD) networks,
where this algorithm is part of the channel access method used to send data over these networks. The re-transmission is
delayed by an amount of time derived from the slot time and the number of attempts to re-transmit. After n collisions,
a random number of slot times between 0 and 2n � 1 is chosen. For the first collision, each sender might wait 0 or 1 slot
times. After the second collision, the senders might wait 0, 1, 2, or 3 slot times, and so forth. As the number of
re-transmission attempts increases, the number of possibilities for delay increases. The “truncated” simply means that after
a certain number of increases, the exponentiation stops, i.e., the re-transmission timeout reaches a ceiling, and thereafter
does not increase any further [9].
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� The BS responds with ranging acknowledgement MAC control message within a time interval from
the frame where at least one initial ranging preamble code is detected. This message provides
responses to all successfully received and detected ranging preamble codes in all the ranging
opportunities in a frame indicated by the frame identifier. If all the detected ranging preamble
codes indicate “success” status, the BS provides uplink bandwidth allocations for each detected
ranging preamble code within a certain time interval. If the MS receives neither the ranging
acknowledgement message (corresponding to the initial ranging preamble code and opportunity
selected by the MS) nor uplink resource allocation, it assumes that its initial ranging request has
failed and restarts the initial ranging procedure.
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� The initial ranging attempt by the MS may result in three possible outcomes that are signaled
via the ranging acknowledgement message (i.e., the message contains ranging status indications
from the BS to the MS) as follows:
� The initial ranging preamble code was not successfully detected by the BS or the BS has

determined that uplink transmission adjustments are necessary; therefore, the BS provides
the required time, power, and possibly frequency adjustments to the MS (“continue” status).

� The initial ranging preamble code was successfully detected by the BS and the BS may provide
the MS with time/frequency/power adjustments or uplink bandwidth allocation in order for the
MS to send a ranging request message (“success” status).

� The initial ranging preamble code may or may not have been successfully detected by the BS
and the BS requests the MS to abort the ranging process (“abort” status).

� Based on the outcome ranging response, the MS takes the following actions:
� Upon receiving a “continue” status indication and adjustment parameters in the ranging

acknowledgement message, the MS adjusts its uplink transmission parameters according to
the instructions by the BS and continues the ranging process by sending a ranging preamble
code randomly chosen from the initial ranging code-set (using random selection rather than
random backoff) in the initial ranging opportunity.

� Upon receiving a “success” status notification, the MS waits for uplink bandwidth allocation. If
the MS does not receive bandwidth allocation within a certain time interval after sending the
ranging preamble code, it restarts the initial ranging procedure, or it may return to downlink
synchronization stage again. If the MS receives uplink bandwidth allocation, it sends
a ranging request message. If the granted bandwidth allocation cannot accommodate the
entire ranging request message, the message may be fragmented in order to fit to the
allocated resources, and the MS may further request additional resources for the remaining
message fragments. In response to the bandwidth request, the BS provides uplink allocation
via a downlink control information element where the MS is identified by the same Random
Access Identifier (RA-ID) that was used for the previous allocation. This RA-ID is used until
completion of the ranging response. If the MS does not receive bandwidth allocation, or the
ranging request and response message exchange are not completed within 128 frames, the
MS re-sends the ranging preamble code and reinitiates the initial ranging procedure.

� The BS assigns temporary STID (TSTID) to the MS via the ranging response message upon
successful ranging. The initial ranging process is concluded after receiving the ranging response
message. The TSTID is used until permanent STID is assigned following successful registration.

In the case where the IEEE 802.16m mobile and base stations are interfaced with a legacy ASN, the
actual MAC address is included in the ranging request message similar to that of the legacy systems
[1], because the IEEE 802.16m station identifiers are not recognized by the legacy ASN. Immediately
after completion of the initial ranging, the MS informs the BS of its capabilities by transmitting
a capability negotiation request message with its capabilities set to “on.” [1] The BS responds with
a capability negotiation response message with the intersection of the mobile station’s and the base
station’s capabilities set to “on.” The problem with this way of capability negotiation in IEEE 802.16-
2009 standard is that the length of the messages can grow excessively large without the possibility of
fragmentation (this problem has been fixed for some MAC management messages that can be frag-
mented in the latest revision of the standard [1]), resulting in increasing error probability and reliability
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issues for the cell-edge users. Furthermore, the BS and the MS are unnecessarily required to negotiate
some capabilities and parameters that are required for normal operation of the system, resulting in
inefficient use of radio resources, increased network entry/re-entry latency, and compromising
reliability.

The IEEE 802.16m simplifies the capability negotiation step by assuming that the MS, by default,
is expected to support the baseline capabilities. A Capability Class is defined as a unique set of
functions, configuration parameters, air interface protocol revision, and/or services that can uniquely
describe a mobile station implementation or configuration while operating in the network. Each
Capability Class is identified by its corresponding CAPABILITY_INDEX. If the MS is capable of
supporting higher revisions of physical layer or medium access control layer protocols or further
wishes to use enhanced features, it sends a capability negotiation request message to the BS indicating
the highest CAPABILITY_INDEX that it can support. The CAPABILITY_INDEX ¼ 0 indicates the
default capability index and basic feature set or configuration parameters and may not need to be
signaled. Upon receipt of the capability negotiation request message containing the CAPA-
BILITY_INDEX from the MS, the BS determines whether it could allow or could support the requested
feature set or the MAC and/or PHY protocol revisions. If the BS does support or can allow the use of
enhanced features, it responds with a capability negotiation response message to inform the MS of its
decision. The BS may also respond with a CAPABILITY_INDEX which is numerically different than
that requested by the MS. The higher the numerical values of the CAPABILITY_INDEX parameter, the
more enhanced features or higher protocol revisions are used. The CAPABILITY_INDEX values range
from 0 to Nmax, where Nmax denotes the maximum value of the CAPABILITY_INDEX parameter. In the
case of failure at any stages of operation, the MS and BS fall back to baseline capability and restart
negotiations for a new Capability Class, if necessary [2].

If a privacy key management function is enabled, the BS and MS perform authorization and key
exchange procedures. The security procedures provide the users with privacy, authentication, and
confidentiality over the air interface. This is done by applying cryptographic transforms to MAC PDUs
carried across connections between the MS and BS.

Registration is the process by which the MS is granted entry to the network and a managed MS
(see Chapter 3 for more information) receives its Secondary Management CID,v and thus becomes
manageable. To register with a BS, the MS sends a registration request message to the BS. The BS
responds with a registration response message that includes the secondary management CID for
a managed MS. In IEEE 802.16m, the BS will allocate and transfer a Station Identifier (STID) to
the MS through an encrypted registration response message (if management message encryption is
supported) and the temporary STID, which was allocated during initial ranging procedure, is
discarded.

In IEEE 802.16m on successful registration with the BS, downlink and uplink Flow Identifiers
(FID) are assigned to the MS without using the dynamic service allocation procedure, in order to
activate one pre-provisioned service flow for each downlink and uplink FID which can be used for
upper layer signaling (e.g., DHCP). Note that the 16-bit legacy CID has been divided into a 12-bit
Station ID (that identifies the MS) and a 4-bit FID (that identifies each of the assigned service flows to

vSecondary management is a connection that may be established during the registration step which can be used to transport
standard messages such as Simple Network Management Protocol (SNMP) or Dynamic Host Configuration Protocol
(DHCP).
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the MS). The temporary STID and STID are assigned to the MS during initial entry while in Connected
State, to avoid explicit transmission of the MS MAC Addressvi over the air interface that could
potentially compromise the privacy and security of the user. On failing to complete any one of the steps
of network entry, the MS repeats the Initialization State procedures; otherwise, it proceeds to Con-
nected State for downlink or uplink transmissions.

During the registration procedure, the MS and BS negotiate supported IP protocol versions and
may further negotiate host configuration parameters. The MS is required to notify the network,
through the BS, of IP versions (IPv4 and/or IPv6) it supports by including this information in the
registration request message. After the network selects one of the IP versions, the BS informs the
MS of the selected IP service type (e.g., IPv4 only, IPv6 only, or IPv4/IPv6 dual mode) by including
this information in the registration response message. The MS may indicate its capability of
configuring host parameters (host address or home network prefix) and may request the additional
parameters such as DNS server address to the network through the BS using registration request
message. If the MS indicates the capability of configuring host parameters and the BS can support
the requested host configuration parameters, the BS includes either the IPv4-Host-Address infor-
mation element, the IPv6-Home-Network-Prefix information, or both, and the requested host
configuration parameters in the registration response message; otherwise, the MS will be configured
by upper layer protocols.

There are two types of connections specified in IEEE 802.16m; control connections and transport
connections. Control connections are used to carry MAC control messages. Transport connections are
used to carry user data including upper layer signaling messages such as DHCP, etc., as well as data-
plane signaling such as ARQ feedback. A MAC control message is never transferred over a transport
connection, and user traffic (except short message service using ranging request and response
messages) is never transferred over a control connection. One pair of bi-directional (DL/UL) unicast
control connections are automatically established when an MS performs initial network entry where
a unicast or broadcast control FID value is appropriately selected and assigned to the connection. Once
the TSTID is allocated to the MS, the control connections are established automatically. The FIDs for
the control connections are never changed during handover or network re-entry.

4.1.3 Connected State

As shown in Figure 4-5, the mobile station in the Connected State operates in one of the three modes:
Sleep; Active; or Scanning Mode. During the Connected State, the MS maintains two connections that
were established during Access State (i.e., a control connection for management messages and
a transport connection for data transmission). The MS and the BS may establish additional transport
connections. The MS may remain in the Connected State during handover process (i.e., exchanging
data/control with the serving BS while signaling with the target BS). The BS can ask the MS to
transition from the Connected State to the Idle State after deregistration. The Idle State initiation may
begin only after MS deregistration. Failure to maintain the connections at any time prompts the MS to
transition to the Initialization State.

viThe MS, RS, and BS are identified by a globally unique 48-bit IEEE Extended Unique Identifier (EUI-48�) based on the
24-bit Organizationally Unique Identifier (OUI) value administered by the IEEE Registration Authority (see http://
standards.ieee.org/regauth/index.html for more information).
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Active Mode
An MS in Active Mode can be scheduled for downlink or uplink transmissions at appropriate intervals
by the serving BS. The MS may conduct channel quality measurements based on downlink reference
signals and report the measurements to the BS to assist the BS scheduler in properly adapting to the
link characteristics and selecting the most appropriate transmission formats for data and control signals
sent to (or received from) the MS. The MS may transit from Active Mode to Sleep Mode during sleep
intervals (with intermittent DL/UL traffic) or to Idle State (when it has no DL/UL traffic and following
deregistration with the BS) in order to conserve power.

Sleep Mode
Sleep is a mode in which an MS becomes unavailable to the serving BS during pre-negotiated intervals
while connected to the BS. The Sleep Mode can only be activated when an MS is in the Connected
State. When Sleep Mode is activated, the MS is provided with a series of sleep cycles that typically
consists of a listening window followed by a sleep window (as shown in Figure 4-6). A sleep cycle is
the sum of the sleep and listening intervals. During the sleep window, the BS does not transmit any
downlink unicast MAC PDU to the MS; therefore, the MS may power down its transmission chain or
perform other activities that do not require communication with the BS. During the listening window,
the MS may receive downlink transmissions in the same way as in normal operation. The MS must
ensure that it has the most up-to-date system information. The downlink synchronization and system
information acquisition may be performed by the MS, if it wakes up at superframe intervals (i.e., every
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20 ms) prior to its listening window to verify whether the Superframe Number and System Config-
uration Description Change Count parameters are as expected. Upon wakeup, if the synchronization
with the serving BS is lost or the MS detects base stations other than the serving BS, then the MS exits
the Sleep Mode and performs (handover and) network re-entry procedures with the target BS, as
described earlier.

The length of successive sleep cycles may remain constant or may be adaptive based on traffic
conditions. The sleep and listening windows may also be dynamically adjusted for the purpose of data
transmission and MAC control signaling. The MS and BS may keep up to 16 previously used sleep
cycle patterns and associated sleep cycle identifiers. The sleep cycle pattern can be changed by sending
a sleep request management message to the serving BS. The BS responds using a sleep response
management message either approving the request or suggesting another sleep pattern. A single sleep
cycle setting, identified by a sleep cycle identifier, is applied per MS across all the active connections
of the MS. The Sleep Mode entry can be initiated either by the MS or the BS. When the MS is in Active
Mode, the Sleep Mode parameters are negotiated between the MS and the serving BS.

The sleep cycle is measured in units of frames. The start of the listening window is aligned at the
frame boundary. The MS must ensure that it has the latest system information for proper operation. If
the system information is not up-to-date, the MS will not transmit in the listening window until it
receives the current system information. The BS transmissions are aligned with the MS at the
boundaries of the sleep and listening windows.

During the sleep window, the MS is unavailable to receive any downlink control and data trans-
mission from the serving BS. The IEEE 802.16m standard provides a framework for dynamically
adjusting the duration of sleep windows. If the MS has data or signaling to transmit to the BS during
the sleep window, the MS can interrupt the sleep window and request bandwidth for uplink trans-
mission with or without terminating the Sleep Mode. The MS can also send or receive control/data
during the listening window. The listening window is measured in units of frames. After termination of
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a listening window, the MS may go back to sleep for the remainder of the current sleep cycle, if there is
no scheduled downlink/uplink activity.

During the listening window, the BS may transmit the traffic indication message intended for one or
multiple terminals. It indicates if there is traffic addressed to one or multiple mobile stations. The
traffic indication message is transmitted at predefined locations. A negative traffic indication in the
traffic indication message can trigger the MS to go back to Sleep Mode for the rest of the current sleep
cycle. The listening window duration can be dynamically adjusted based on traffic availability or
signaling in the MS or BS. In addition, the listening window can be extended to the end of the current
sleep cycle. The Sleep Mode termination can be initiated either by the MS or the BS.

Scanning Mode
The scanning interval is a time period designated for the mobile station to monitor neighbor base
stations and to determine the most suitable candidates for handover. A MAC management message
may be transmitted by the MS to request a scanning interval for this purpose while in the Connected
State. The scanning procedure provides an opportunity for the MS to perform neighbor-cell
measurements for handover decisions. The MS may use any interval not used for communication with
the serving BS to perform scanning. In addition, the MS may perform scanning procedure without
interrupting its communication with the serving BS if the MS supports such capability, which requires
dual or multiple radios.

The MS selects the scanning candidate base stations by information obtained from the BS or
information stored in the MS. The BS or MS may prioritize the neighbor base stations to be scanned
based on various metrics, such as cell type, loading, received signal strength, and geographical
location. As part of the scanning procedure, the MS measures the received RF signal strength from the
selected base stations and reports the measurement results back to the serving BS. The measurements
may be used by the MS or the network to determine the best target BS for handover. The measurements
in IEEE 802.16m are a superset of those specified in the IEEE 802.16-2009 standard [1,2]. The serving
BS defines triggering conditions and rules for the MS for sending the scanning report.

Cell reselection refers to a process where an MS scans and/or associates with one or more base
stations in order to determine their suitability, along with other performance considerations, as
a handover target. The MS may incorporate information acquired from a neighbor advertisement
message while searching neighbor base stations for cell reselection. The serving BS may schedule
scanning intervals or sleep intervals to conduct cell reselection activity. Such procedure does not
involve termination of existing connection to a serving BS.

4.1.4 Idle State

The Idle State is intended as a mechanism to allow the MS to become periodically available for
downlink broadcast messages without registration at a specific BS as the MS traverses across different
cells, typically over a large geographical area. The Idle State benefits the MS by relaxing the
requirement for handover and other normal operation signaling requirements in the Connected State.
By restricting the MS activity to scanning in discrete intervals, the Idle State allows the MS to conserve
power and operational resources.

The Idle State further benefits the network and the BS by providing a simple method for alerting the
MS to pending downlink traffic, and additionally by eliminating airlink and network handover
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signaling for an inactive MS. The base stations are divided into logical clusters called paging groups.
The purpose of these logical groupings is to create a contiguous coverage area where an MS without
uplink transmission can be paged in the downlink on availability of any traffic in the BS queue for that
MS. The size of paging groups should be large enough so that most terminals will remain within the
same paging group most of the time and small enough so that the paging overhead is reasonable. A BS
may be a member of one or more paging groups. Thus, there are different groupings of base stations
with varying paging cycles and paging offsets. The concept of different paging cycles, paging offsets,
and listening intervals for mobile stations is illustrated in Figures 4-7 and 4-8. It is shown that different
mobile stations may have negotiated different values of paging offset and paging cycle with the serving
base station. The grouping of the base stations provides support for the geographical requirements of
Idle State operation and additionally may support differentiated and dynamic QoS requirements and
scalable load-balancing. The paging groups are identified by a unique 16-bit Paging Group ID (PGID)
in the network [6,7]. Figure 4-9 shows an example of four paging groups defined over multiple base
stations arranged in a hexagonal grid.

The location management, i.e., the process of identifying and tracking a mobile station in the
network, consists of location update and paging procedures. The location update is a procedure in
which the MS periodically informs the network of its current location. The location is defined as an
area that is served by a group of base stations belonging to the same paging group. The network
maintains the track of the MS by updating the MS location profile in a central database. If there is
pending traffic for an idle MS, the MS is paged within the paging group that was last reported. It must
be noted that the greater the number of base stations within a paging group, the higher the paging
resources required in the network. Network operators should make tradeoffs between using resources
for location update signaling versus paging over a large geographical area.

As shown in Figure 4-10, the Idle State consists of two separate modes, Paging Available Mode and
Paging Unavailable Mode. During Idle State, the MS may attempt power saving by switching between
Paging Available and Paging Unavailable modes. The MS monitors the paging message during
listening intervals. The start of the mobile station’s paging listening interval is derived based on paging
cycle and paging offset. Paging offset and paging cycle are defined in terms of number of superframes
[2]. The BS transmits the list of PGIDs at the predetermined location within the radio frame. The PGID
information should be received during mobile stations’ paging listening interval.
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112 CHAPTER 4 IEEE 802.16m System Operation and State Diagrams



Paging message is an MS notification which either indicates the presence of downlink traffic
pending for the specific MS or it is intended to poll an MS and request a location update without
requiring a full network entry, or to request an MS to perform measurements for location-based
services. In addition, an emergency alert indicator is included in the paging message to notify the idle
mobile stations of any emergency information.

In IEEE 802.16m, the temporary identifier, paging cycle, and paging offset are used uniquely to
identify an idle MS in a particular paging group. The temporary identifier is assigned during Idle State
entry or location update due to paging group change. Such identifier remains valid as long as the MS
stays in the same paging group. The temporary identifier and paging cycle are used in paging messages
to identify the MS. The temporary identifier, together with the paging cycle and paging offset, is used
by the MS to identify itself during its network re-entry procedure as a response to paging or location
update when paging group is not changed. An MS may be assigned one or more paging groups. In that
case, it may be assigned multiple paging offsets within a paging cycle where each paging offset
corresponds to a different paging group. The MS is not required to perform location update when it
moves within its assigned paging groups. The assignment of multiple paging offsets to an MS allows
the MS to monitor paging message at different paging offsets when the MS is located in one of the
paging groups. If an MS is assigned to more than one paging group, one of the paging groups is called
Primary Paging Group and others are known as Secondary Paging Groups. If an MS is assigned to one
paging group, that paging group is considered the Primary Paging Group. When different paging
offsets are assigned to an MS, the Primary Paging Offset is shorter than the Secondary Paging Offsets.
The distance between two adjacent paging offsets should be sufficiently long so that the MS paged in
the first paging offset can inform the network before the next paging offset in the same paging cycle, so
that the network avoids unnecessary paging of the MS in the next paging offset. An Idle State MS
(while in paging listening interval) wakes up at its primary paging offset and looks for primary PGID
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Multiple paging group idle state operation (example) [27]
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information. If the MS does not detect the primary PGID, it will wake up during its secondary paging
offset in the same paging cycle. If the MS can find neither primary nor secondary PGIDs, it will
perform a location update. The paging message contains identification of the mobile stations to be
notified of pending traffic or location update. The MS determines the start of the paging listening
interval based on the paging cycle and paging offset. During the paging available interval, the MS
monitors the superframe header and if there is an indication of any change in system configuration
information, the MS will acquire the latest system information at the next instance of superframe
header transmission (i.e., next superframe header). To provide location privacy, the paging controller
may assign temporary identifiers to uniquely identify the mobile stations in the idle mode in
a particular paging group. The temporary identifiers remain valid as long as the MS stays in the same
paging group. The MS in the primary paging group monitors the paging message transmitted at the

3-SECTOR CELL

PAGING GROUP I PAGING GROUP K

PAGING GROUP J PAGING GROUP M

FIGURE 4-9

Example of overlapping paging groups [6,7]
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associated paging offset. If the MS leaves the primary paging group and enters a secondary paging
group, the MS will monitor the paging messages at the paging offset associated with the secondary
paging group.

Within a paging listening interval, the frame that contains the paging message for one or a group of
idle mobile stations is known to the idle terminals and the paging base stations. The BS should not
transmit any downlink traffic or paging advertisement to the MS during a Paging Unavailable interval.
During a Paging Unavailable interval, the MS may power-down, scan neighbor base stations, reselect
a preferred cell, conduct ranging, or perform other activities during which the MS will not be available
to any BS for downlink traffic. The MS calculates the start of the paging listening interval based on the
paging cycle and paging offset. At the beginning of paging listening interval, the MS scans and
synchronizes with the synchronization sequences periodically transmitted by its preferred BS. The MS
detects and decodes the superframe headers and confirms whether it is located in the same paging
group as it has most recently been by acquiring the PGID parameter.

In the Paging Available Mode, the MS monitors the superframe headers. If superframe headers
indicate a change in system information (e.g., a change in system configuration count) then the MS
should acquire the latest system information at the predetermined time when the system information is
broadcast by the BS. The MS decodes the paging message at the predetermined location. If the MS
decodes a paging message that contains its identification, the MS performs network re-entry or
location update depending on the notification in the paging message. Otherwise, the MS returns to
Paging Unavailable Mode.

The MS calculates the beginning of the paging listening interval based on the paging cycle and
paging offset. The paging listening interval includes the superframewhose superframe number satisfies
NsuperframemodPAGING_CYCLE ¼ PAGING_OFFSET. The length of the paging listening interval is
one superframe per paging cycle. At the beginning of the paging listening interval, the MS scans and
synchronizes with the downlink synchronization channels of its preferred BS and decodes the primary
superframe header of the BS. As shown in Figure 4-11, the BS transmits the PGID_Info MAC control
message at a predetermined location in the paging listening interval in order to advertise the paging
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Idle state procedures [3]
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groups that are supported by the BS or to which the BS is associated. The PGID_Info is transmitted by
the BS regardless of any notifications for the mobile stations. The BS transmits the PGID_Info
immediately after the superframe header and advanced MAPs in the first subframe of the superframe
and during mobile station’s paging listening interval, as shown in Figure 4-11. The PGID_Info is
transmitted before any paging advertisement message in the superframe. Using the PGID_Info, the MS
can determinewhether it is located in the same paging group as its preferred BS or the paging group that
it most recently belonged to. If none of the PGIDs to which the MS belongs are detected, the MS
determines that the set of paging groups has changed and performs Idle Mode location update. The
MS monitors a predetermined frame for paging message. The predetermined frame Npaging–frame for an
MS is given as Npaging–frame ¼ MS Deregistration Identifier mod m (m ¼ 1, 2, 3, or 4).

The MS or the serving BS can initiate the Idle State transition using procedures defined in IEEE
802.16m [2] (or alternatively corresponding procedures in reference [1] for the legacy systems). In
order to reduce signaling overhead and provide location privacy, a temporary identifier is assigned to
uniquely identify the idle mode mobile stations in a particular paging group. The mobile station’s
temporary identifier remains valid as long as the MS stays in the same paging group. The temporary
identifier assignment may happen during Idle State entry or during location update due to paging group
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FIGURE 4-11

Transmission of PGID_Info MAC control messages [2]
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change. The temporary identifier may be used in paging messages or during the mobile station’s
network re-entry.

An MS exits the Idle State by invoking procedures defined in IEEE 802.16m [2] (or alternatively
corresponding procedures in reference [1] for the legacy systems). For termination of the Idle State, the
MS performs network re-entry with its preferred BS. The network re-entry procedure can be
streamlined by the target BS possession of the MS context. An MS in the Idle State will perform
a location update process based on any of the following triggers:

� Paging group location update;
� Timer-based location update;
� Power-down location update;
� Multicast and Broadcast Service (MBS) location update.

During a paging group location update, timer-based location update, or MBS location update, the MS
may update its temporary identifier, paging cycle, and paging offset. If an MS updates its location,
depending on the security association, it informs its preferred BS using either a secure or unsecure
location update process. The location update consists of conditional evaluation and location update
signaling. The MS performs the location update process when it detects a change in paging group. The
change of paging group is detected bymonitoring the PagingGroup IDs,which are transmitted by theBS.
TheMS periodically performs a location update process prior to the expiration of the Idle State timer. At
each location update, including paging group location update, the Idle State timer is reset and restarted.
TheMS attempts to complete a location update once as part of its regular power-down procedure. For an
MS receivingMBS data in the Idle State and duringMBS zone transition, theMSmay perform theMBS
location update process to acquire the MBS zone information for continuous reception of MBS data.

The transition to Idle State requires theMS to deregister from the serving BS. TheMS deregistration
is a process originated by shutdown or some failed conditions where the MS is deregistered from the
network and its context is deleted. The following entities may start MS deregistration process [4,5]:

� MS, when initiates shutdown;
� ASN, as result of shutdown or failure triggers in the network;
� Home AAA server located in CSN also is able to trigger MS deregistration.

The MS deregistration procedure covers different scenarios as follows:

� MS deregistration as a result of MS shutdown;
� MS deregistration from the serving BS (and probably re-initialization in other BS/ network);
� Enforcing MS to halt any transmissions (including MAC management messaging);
� Enforcing MS to halt traffic transmissions;
� Erasing MS context in the ASN entities when radio link with the MS has been lost.

Deregistration signaling over the air interface is performed using IEEE 802.16m [2] (or alternatively
corresponding procedures in reference [1] for the legacy systems) MAC control/management
messages as follows:

� Deregistration command used by the BS to signal deregistration command to MS. It may be
unsolicited or in response to an MS-initiated deregistration request.

� Deregistration request that the MS sends to the BS to request deregistration.
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In order to send or receive short message service (SMS) during the Idle Mode without performing
network re-entry, the SMS data may be included in a ranging request/response message. The
maximum size of the short message payload is 140 bytes [2]

4.2 NETWORK ENTRY
This section describes the network entry/re-entry procedures from the perspective of the mobile and
base stations. Network entry is a set of procedures that an MS must follow in order to enter the
operator’s network and to obtain network services. The network entry procedures that follow the cell
search and cell selection include initial ranging and uplink synchronization, basic capability negoti-
ation, authorization, authentication, key exchange, registration with the network, IP connectivity
establishment, and transfer of operational parameters [1,2]. It must be noted that, depending on the
current operational state of the mobile station, the network entry procedures can be different.

A mobile station which is just powered on must perform an initial network entry which, as
described earlier, includes successful completion of the Initialization and Access State procedures to
establish data- and control-planes and to enable any data transfer in the downlink or uplink. The initial
network entry procedures in the mobile station and base station are illustrated in Figures 4-12 and 4-13.
There are other access- and core-network entities such as ASN-GW/Authenticator and Home AAA
Server involved in the initial network entry process which are not shown in the figures. Those network
entities are involved in authentication, authorization, and key exchange, as well as in the registration
procedures with the BS [5].

TheMACmanagement messages in IEEE 802.16m are distinguished from their legacy counterparts
by an “AAI” prefix denoting “Advanced Air Interface” messaging. There are some timers associated
with execution of each procedure that are denoted by Ti. These timers are used to control the amount of
permissible time to enact or execute a specific procedure that once expired, forces the restart of the same
or a different procedure. The MACmanagement messages that are shown in Figures 4-12 and 4-13 will
be introduced and discussed in Chapter 6. However, the procedures such as initial ranging (AAI_RNG-
REQ/RSP), basic capability negotiation (AAI_SBC-REQ/RSP), and registration with the BS
(AAI_REG-REQ/RSP) have already been discussed in the description of IEEE 802.16m states.

Network re-entry is a sequence of procedures similar to network entry, where the MS attempts to
transition from the Idle State to the Connected State or during handover and prior to establishment of
data-plane with the target BS. The MS may exit the Idle State and re-enter the network either in
response to a page by the BS (i.e., network-initiated), or to start communication with the BS (i.e., MS-
initiated). The network re-entry steps may differ depending on whether the serving ASN has the MS
context. If the serving ASN does not have the MS context when the MS is trying to re-enter the
network from Idle State, the entire context has to be retrieved from the Anchor Paging Controller. In
other words, the MS tries to re-enter the network when the management resource holding timervii has

viiWhen the MS enters Idle State, the BS in the serving ASN starts a timer called “Management Resource Holding Timer”
to keep the time that the BS maintains connection information of the MS after the BS sends the deregistration command to
the MS. The BS retains the R1 context as well as the R4 and R6 data paths for the MS until the timer expires or until the
context is revoked by the Anchor PC. When located in the same ASN, the Anchor PC sends a control message to the
serving BS to revoke the MS context if the MS has entered the network at a different BS before the management resource
holding timer at the serving BS expires [4,5].
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expired in the network, and consequently the MS must perform the normal network re-entry
procedures.

If the serving ASN has the MS context or the context in the serving BS is not revoked before the
management resource holding timer expires, the procedures for the MS to exit Idle State can be further
simplified. The servingBS releases theMScontext and the data paths for thisMSonly upon expiration of
this timer. In this case, if theMS hasmaintained downlink synchronization with the BS during Idle State
and if the system information at the MS is up-to-date, the MS may skip Initialization State procedures
and directly transition to Access State and perform a light ranging, re-authentication, and re-registration
with the serving BS. This form of network re-entry is referred to as fast network re-entry.

Note that in the IEEE 802.16 standard, anMS is deregisteredwith the servingBS prior to entering the
Idle State. In addition, during handover, theMSmust search and select a target BS and perform network
re-entry process in order to establish a data-plane with the target BS and detach from the serving BS.
Since the MS context may remain in the network when the MS transitions to the Idle State for a limited
time, there is no need for a full authentication and registration on transition from the Idle State.

Cell reselection is the process where an MS scans and associates with one or more base stations in
order to determine their suitability, along with other performance considerations, as a handover target.
The MS may use neighbor advertisement messages from the serving BS or may negotiate scanning
intervals with the BS to search and select candidate base stations for handover. The cell reselection is
performed in the Scanning Mode and as part of the Connected State.

4.2.1 Normal Network Re-Entry

As shown in Figure 4-1, normal network re-entry is performed when an MS in the Idle State transitions
to the Connected State (through Access State) as a result of paging or availability of scheduled uplink
data or messages for transmission. The Initialization State procedures may be skipped, depending on
whether system information at the MS is up-to-date and downlink synchronization with the cell has
been maintained during idle period. Also during handover, the MS must perform a successful network
re-entry with the target BS to establish data-plane and start or resume data transmission with the
new BS.

During network re-entry, the MS sends a ranging request message that includes a Ranging Purpose
Indication parameter and Paging Controller ID. If the target BS has not already received the MS
information over the backhaul, then the target BS may request the information from the paging
controller over the core network. Regardless of having received the MS information from the paging
controller, the target BS may request the MS information from another network management entity via
the backhaul.

The network re-entry is similar to network entry, except it may be shortened by the target BS’s
possession of MS information obtained from paging controller or other network entity over the
backbone. In order to notify an MS seeking network re-entry from Idle State about the procedural steps
that may be omitted during its network re-entry attempt (due to the availability of the MS service and
operational context), the target BS includes a handover process optimization parameter in the ranging
response message to the MS, indicating which re-entry management messages may be skipped [1].
Furthermore, if the target BS does not share a current and valid security context with the MS, or in the
event that the BS has opted to instruct the MS to use Unsecure Location Update, the MS initiates
network re-entry from the Idle State.
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On completion of network re-entry, the target BS (now the new serving BS) provides the MS with
uplink allocation for transmission of Sequence Number Report signaling header containing the least
significant bits of the sequence number of ARQ block or virtual MAC SDU number for continuation of
the interrupted data transmission due to handover. After reception of this signaling header, the BS
resumes transmission of the data of the corresponding downlink service flow starting fromMAC SDUs
pointed by the sequence number [1].

4.2.2 Fast Network Re-Entry

Fast network re-entry is a process used to accelerate the transition from the Idle State to the Connected
State. As mentioned earlier, some of the Access State procedures may be skipped or simplified if the
MS context has not been revoked or expired, and the BS can obtain this information from the previous
serving BS. Note that the IEEE 802.16 standard does not support Idle State handover (i.e., the MS
cannot perform or be instructed to perform a handover during an idle period). Therefore, when the MS
moves from the coverage area of the previous serving BS (i.e., the BS which was serving the MS prior
to transition to the Idle State) to the coverage area of a new BS while in Idle State, the MS must
perform the network re-entry process.

For the purpose of expediting network re-entry of the MS with the target BS, the serving BS may
negotiatewith the target BS allocation of a non-contention-based ranging opportunity for theMS, i.e., an
unsolicited uplink allocation for transmission of ranging request message. The agreed time takes into
account the Handover Indication Readiness Timer (i.e., the minimum time that the MS may require to
process handover request or handover response messages from the BS) and the BS Switching Timer (i.e.,
the minimum time the MS requires between transmission of handover indication message at the serving
BS until it is able to receive fast ranging information element at the target BS) [1]. The serving BS
indicates the time of the fast (i.e., non-contention-based) ranging opportunity negotiated with the
potential target base stations via an information field in the handover request/response message. The
network re-entry procedures are illustrated in Figure 4-14. Some of the stepsmay be skipped or shortened
as described earlier. The MS ID* shown in Figure 4-14 is a hash value (scrambled) of the real MS ID
(MACaddress of themobile station) that is temporarily used prior to establishment of a secure connection
between the MS and the BS, in order to avoid revealing the user identity over the air interface [2].

Deregistration with Content Retention (DCR) is a mode in IEEE 802.16m where an MS can
deregister from the network while its context is maintained in a network entity until the Context
Retention Timer is valid to expedite the mobile station’s network re-entry. In that case, the network
assigns a 72-bit Context Retention Identifier (CRID) to each MS during network entry. The MS is
identified by the CRID in coverage loss recovery and DCR mode, where the CRID allows the network
to retrieve MS context. The network may assign the MS a new CRID if necessary. The CRID is used to
uniquely identify the DCR mode mobile stations. The DCR mode may only be terminated on MS re-
entry to the network or on expiration of the Context Retention Timer.

4.3 STATE TRANSITIONS AND MOBILITY
Handover (HO) is defined as the migration of a mobile station between the air interfaces of different
base stations or cells. The BS associated with the MS before the handover is called the serving BS,
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whereas the BS associated with the MS after the handover is denoted as the target BS. The handover
process involves a number of interactions and message exchanges between the MS and neighboring
base stations for the purpose of scanning, ranging, parameter negotiation, and information exchange.
In this process, which may take tens of milliseconds, the MS connection to the serving BS may be
temporarily interrupted (i.e., handover interruption time). The handover process consists of the
following five steps:

1. Cell reselection by scanning neighboring base stations and compiling a list of candidate base
stations. The MS may use neighbor BS information acquired from a decoded neighbor
advertisement message or may request to schedule scanning intervals or sleep intervals to scan
(and possibly to perform ranging with) neighbor base stations for the purpose of evaluating MS
interest in handover to a potential target BS. The cell reselection process does not need to occur
in conjunction with any specific contemplated handover decision.

2. Handover decision that may be originated from the MS (mobile-initiated handover) or the serving
BS (base station-initiated handover). The handover decision is carried out with a notification of
MS or BS intent for handover through handover request messages.

3. Downlink synchronization with the target BS (if necessary).

MS BS

DL Synchronization

AAI_RNG-REQ
(MS ID* is transmitted over the air)

AAI_RNG-RSP
(TSTID is assigned by the BS)

Basic Capability Negotiation

MS Authentication and Authorization
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FIGURE 4-14

Summary of network entry procedures in IEEE 802.16m [2]
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4. Handover rangingviii, uplink synchronization, and the subsequent network re-entry procedures with
the target BS (i.e., basic capability negotiation, authorization, authentication, registration, and
service flow establishment), some of which may be skipped or simplified if the target BS can
obtain the MS context from the serving BS over the backbone.

5. Termination of the MS context at the serving BS that includes information in the queues, ARQ state
machine, counters, timers, header compression information, etc.

The above handover procedures are illustrated in Figure 4-15. The normal operation in the figure
corresponds to the Active Mode. The cell reselection process shown in the figure is part of the
Scanning Mode, and the network re-entry process corresponds to the Initialization and Access States.
However, as mentioned earlier, some of the network re-entry steps may be skipped and the process
may be further streamlined depending on the conditions that were discussed in the previous sections.

Figure 4-16 shows the IEEE 802.16m mobile-initiated handover process. In IEEE 802.16m, the
handover procedure may be initiated by either the MS or BS. In MS-initiated handover, the MS sends
a handover initiation message to the serving BS. The BS responds to the handover initiation message
by sending a handover command message to the MS. In BS-initiated handover, the BS sends
a handover command message to the MS. In both cases, the handover command message includes one
or more target base stations. If the handover command message includes only one target BS, the MS
executes the handover procedures as directed by the BS. An MS may send a handover indication
message to the serving BS before the expiration of Disconnect Timer (i.e., the time interval before
cessation of downlink/uplink services to the MS by the serving BS once the handover process is
initiated). The serving BS stops downlink traffic transmission and uplink allocations to the MS after
expiration of the disconnect timer or after reception of a handover indication message.

If the handover command message includes more than one target base station, the MS selects one
of these targets and informs the BS of its selection by sending a handover indication message to the
serving BS before the expiration of the disconnect timer. The network re-entry procedures with
the target BS may be accelerated (i.e., fast network re-entry) if the MS information is available to the
target BS as explained in the previous sections. Therefore, it can be concluded that the data trans-
mission to and from an MS initiating handover (or being instructed to handover) will be interrupted for
a period of time starting from a handover indication message transmission till re-establishment of the
data-plane with the target BS. During handover interruption time, the MS may exit the Connected State
and perform (normal or fast) network re-entry procedures with the target BS. The MS will transition to
the Active Mode once the data-plane is established with the target BS (see Figure 4-15).

4.4 STATE TRANSITIONS IN RELAY STATIONS
Optional multi-hop relay architecture may be used to provide extended coverage or performance
improvement in a radio access network [10–12]. In multi-hop relay networks, the BS may be replaced

viiiAn MS that wishes to perform handover ranging follows a process similar to that defined for initial ranging, except that
random selection is used instead of random backoff, and the handover ranging code is used instead of the initial ranging
code. Note that the set of physical codes for the ranging process are divided into three subsets: handover ranging; initial
ranging; and periodic ranging. Alternatively, if the target BS is notified in advance of the MS handover, it may provide
bandwidth allocation information to the MS using a fast ranging information element to send a ranging request message
(i.e., non-contention-based ranging) [1,2].
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by a relay-enabled BS (i.e., a BS with relay functionalities) and one or more Relay Stations (RS).
Traffic and signaling between the MS and the BS can be relayed by the RS, thereby extending the
coverage and improving the performance of the system in areas where relay stations are deployed.
Each RS is under the supervision of a relay-enabled BS. In a multi-hop system, traffic and signaling
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between an access RS and the BS may also be relayed through intermediate relay stations. The RS may
be fixed in location or mobile. The MS may also communicate directly with the BS. Figure 4-17
illustrates the state transition diagram of an IEEE 802.16m relay station. The relay station state
diagram consists of three states: (1) Initialization State; (2) Access State; and (3) Operational State.
Note that the IEEE 802.16m standard currently supports two-hop relaying only; therefore, some of the
procedures concerning multi-hop relaying may not apply.

4.4.1 Initialization State

In the Initialization State, the relay station performs cell selection by scanning and synchronizing to
a base station (in the case of two-hop relay network topology) or another relay station (in the case of
multi-hop relay network topology) to acquire the system timing and configuration information prior to
entering the Access State. If the relay station successfully acquires system timing, decodes the
configuration information, and selects a target access station, it transitions to the Access State;
otherwise, it repeats the scanning and synchronization procedures (see Figure 4-18).

The RS follows the same scanning and synchronization procedures as described for an MS. In
addition, the RS may store preamble indices and corresponding received RF signal strength values
in order to report this information to the serving BS after registration, i.e., by sending a relay
station neighbor measurement report during the neighbor station measurement and reporting stage.
The BS indicates a request for this information through the ranging response message during initial
ranging.
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FIGURE 4-16

The IEEE 802.16m handover process (mobile-initiated handover) [2]
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According to the IEEE 802.16j-2009 standard specification, the BS and the RS may exchange
messages to indicate support for the first stage access station selection in the multi-hop relay network
[10]. An RS attempting network entry may obtain the system information transmitted by neighboring
relay and base stations to select an access station. The RS then proceeds to the rest of the network entry
process with the selected access station (i.e., the Access State procedures shown in Figure 4-19). The
BS may request the RS to perform neighbor measurements during network entry or re-entry using the
RS network entry optimization parameter in the ranging response message. The neighbor station
measurement report can include the signal strength and preamble index of neighbor non-transparent
stations with unique BS identifications, as well as signal strength and preamble indices of neighbor
transparent or non-transparent relay stations with shared BS identifications.

After registration, if the neighbor measurement is not required, the RS can skip the neighbor station
measurement reporting and second stage access station selection phases and directly proceed to the
next stage, as indicated by the RS network entry optimization parameter in the ranging response
message. If the RS is a mobile RS and the relay-link channel descriptorix provides the list of preamble
indices reserved for mobile relay stations, the mobile RS must report the received signal strengths and
the corresponding preamble indices. Once the RS is informed of the monitoring scheme, the BS does
not change the frame configuration of the super-ordinate station of the RS before the RS enters the
Operational State. The RS utilizes the neighbor measurement mechanisms that are specified in the
standard [10]. The RS then sends the measurements to the BS using the relay neighbor measurement

Initialization 
State Access State Operational State

Power ON/OFF
Power Down

Failed Operation Path/
Power Down Normal Operation Path

FIGURE 4-17

State transition diagram of IEEE 802.16m relay station [3]

ixThe relay link channel descriptor defines the characteristics of the relay link between an RS and its super-ordinate station.
The channel descriptor is transmitted to subordinate relay stations using the RS primary management CID or multicast
management CID on an event-driven basis when one of the parameters relating to the characteristics of the relay link
changes [10].
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report. This measurement report is used by the BS during the second stage access station selection to
select a new access station (or to continue with the current access station). The BSmay assign to the RS
a preamble index based on the report from the RS. During this phase, the BS determines the RS
operational parameters and sends a relay link channel descriptor to inform the RS of the relay link
characteristics and configures the parameters at the RS. The RS configuration message contains all
information that is required for the RS to transition to the Operational State, as well as parameters for
proper RS operation. The remaining steps prior to transition to the Operational State for different RS
types are as follows:

� A time-division transmit and receive RS detects and decodes the relay zone control channels using
the relay configuration message sent by the BS.

� A transparent or simultaneous transmit and receive RS receives the relay control channels from the
access station in the access zone or in the relay zone, if the RS coexists with a time-division
transmit and receive RS, in order to retain synchronization of relay control channels.

� A time-division transmit and receive RS may maintain its synchronization by listening to the relay
preamble transmitted by its super-ordinate station.
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From Accessor Operational 
State

Power ON/OFF

Failed Operation Path
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FIGURE 4-18

Procedures in the initialization state of an IEEE 802.16m relay
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� A simultaneous transmit and receive RS may maintain its synchronization by listening to the frame
start/relay preamble of its super-ordinate station.

� A transparent RS may maintain its synchronization by listening to the preamble transmission from
its super-ordinate station.

According to the procedures specified in [10], in the Operational State, a non-transparent RS transmits
its own frame start preamble at the frame indicated by the Action Frame Number parameter in the RS
configuration message [10]. The frame number used by the non-transparent RS with unique BS
identification takes into account the RS Frame Offset parameter [10]. If an RS Frame Offset is not
provided, the RS uses the same frame number as its super-ordinate station, i.e., the RS considers the RS
Frame Offset is zero. The relay frame configuration may be changed during the Operational State in
a quasi-static manner using the RS configuration message, or in a dynamic manner using relay frame
control header. The Frame Configuration parameter may be transmitted in RS configuration message to
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FIGURE 4-19

Procedures in the access state of an IEEE 802.16m relay
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indicate the mechanism that must be followed for determining the frame structure in the upcoming
frame(s). During the configuration phase of the network entry procedure, this parameter is included in
the RS configuration message.

4.4.2 Access State

As shown in Figure 4-19, a relay station performs network entry with the target BS while in the Access
State. The network entry is a multi-step process consisting of ranging, capability negotiation,
authentication and authorization, registration, neighbor station measurement and access station
selection (not applicable to the case of two-hop relay paradigm), and configuration of the relay station
operational parameters. The relay station receives a temporary identifier and transitions to the
Operational State for normal operations. On failure to complete any of the steps of network entry, the
relay station transitions to the Initialization State. In Figure 4-19, some of the procedures can be
skipped during RS network re-entry [3].

In the case of multi-hop relaying, the optional second-stage access station selection is performed
after the neighbor station measurement reporting and before the RS operational parameter configu-
ration phases. During this operation, the BS determines the path (i.e., access station) for this RS based
on the RS neighbor station measurement reports and other information such as path loading. If the
current access station is not changed, the RS continues network entry with this station and skips the
second-stage access selection phase. If the current access station is changed and is located in the same
cell, the BS sends the RS access station selection request message to indicate the preamble index of the
selected access station. The RS responds with the acknowledgement message. The BS and the RS then
perform network re-entry as described earlier, and the BS releases resources allocated to the corre-
sponding RS. If initial network entry is required for the RS due to failure in the network re-entry with
the selected access station, the original access station is the first candidate for network entry.

4.4.3 Operational State

During the Operational State, the relay station performs the tasks that are required to transmit and/or
receive user data in the access (i.e., the radio link between the mobile station and the relay station) or
relay link (i.e., the path between the relay station and the base station). Figures 4-16 and 4-17 show the
state machines for the relay-enabled base station and relay station compliant with the IEEE 802.16j-
2009 standard. It must be noted that the legacy mobile stations are not relay-aware, and IEEE 802.16j-
2009 standard compliant relays assume that the access link protocols between the MS and RS remain
identical to those specified by the IEEE 802.16-2009 standard to avoid interoperability issues.
However, the IEEE 802.16m-compliant devices are relay-aware, (i.e., different cell identifier code
subsets are assigned to various cell types) facilitating the discovery and association with the relay
stations, as well as unifying the relay and access link protocols based on the IEEE 802.16m standard.

The RS follows the same scanning and synchronization procedure as that specified for the MS. In
addition, the RS may store preamble indices and corresponding signal strength information in order to
report the stored values to the serving relay-enabled BSx after registration by sending a relay neighbor
measurement report during the neighbor station measurement phase and on request. The relay-enabled
BS indicates the request for this information through the ranging responsemessage during initial ranging.

xIt must be noted that not all base stations are relay-enabled, as relay functionality is optional.
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The second “access station selection” procedure defined in the IEEE 802.16j-2009 standard for
multi-hop relay networks may be enabled if an indication is included in the RS network entry opti-
mization in the ranging response message. The alternative access station selection may take place after
neighbor station measurement reporting stage and before the configuration of RS operational
parameters. During this process, the relay-enabled BS determines the path (i.e., access station) for this
RS, based on the RS neighbor station measurements and other information such as path loading. If the
current access station is not changed, the RS continues network entry with the current access station
and skips the second access station selection phase. If the current access station is changed and is
located in the same cell, the relay-enabled BS sends a relay station selection request message to the RS
to indicate the preamble index of the selected access station. The RS responds with a generic
acknowledgement message. Subsequently, the relay-enabled BS and the RS perform network re-entry,
as described earlier. The relay-enabled BS releases resources allocated to the corresponding RS. If
initial network entry is required for the RS due to failure in the network re-entry with the selected
access station, the original access station would be the first candidate for network entry. Figures 4-20
and 4-21 illustrate these procedures. The timers denoted by Ti in the figures are used for measuring the
permissible time per process and upon expiration of corresponding timers, other procedures are
enacted. The timers and the MAC management messages shown in these figures are defined in
reference [10]. Note that the uplink relay zone configuration action frame indicates the effective action
time of the uplink relay zone configuration defined by the relay control channels on the relay link. If
the effective action time is defined as 0, the uplink relay configuration defined by the relay control
channels is effective in the current frame; if the value is set to N, the configuration defined by the relay
control channels in frame i is effective in frame i þ N. Note that the IEEE 802.16m standard has not
specified a detailed state-machine for the relay station and Figures 4-20 and 4-21 are depicted based on
the procedures specified in the IEEE 802.16j-2009 standard for completeness of the subject and for
reader’s understanding of the relay station behavior.

4.5 OPERATIONAL STATES OF FEMTO BASE STATIONS
A femto BS or femto access node is a base station with a low transmit power, typically installed by
a subscriber in home or small office/home office environment to provide access to a closed or open
group of users as configured by the subscriber and/or the access provider. A femto BS is connected to
the service provider’s network via a broadband wired (or wireless) connection and typically operates in
licensed spectrum, and may use the same or different frequency as macro base stations. Its coverage
may overlap with that of a macro BS. A femto BS may be intended to serve open subscriber groups or
closed subscriber groups [16]. Figure 4-22 illustrates the femto BS state diagram. The state diagram
consists of the Initialization and Operational States.

The Initialization State includes procedures such as configuration of radio interface parameters and
time synchronization. After successful attachment to the network, a femto BS enters the Operational
State. The Operational State consists of two modes: Normal Mode and Low-Duty Mode. In Low-Duty
Mode, the femto BS will be periodically unavailable to reduce the adjacent/co-channel interference to
neighboring femto or macro base stations. Femto base stations are required to synchronize with the
network timing to the extent that synchronization error does not disrupt network operations. They may
use different schemes to achieve synchronization with the network depending on the deployment
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Network entry state machine of the relay-enabled BS [10]
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Network entry state machine of the relay station [10]
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scenario. A femto BS may obtain time and frequency synchronization by using schemes such as GPS,xi

IEEE1588,xii etc.
Femto base stations are plug-and-play devices that, once connected to the operator’s core network,

are automatically configured and are self-optimized and self-organized while in operation. Since femto
BS has limited coverage, it is typically used as an overlay with the macro BS (Although it may operate
in remote and non-overlay cases, as well). The femto BS and macro BS may operate on the same or
different frequency assignment (FA) or frequency band. Femto BS may belong to an open (accessible
to all subscribers) or closed (accessible to authorized subscribers) group.

Since the femto base stations are usually densely deployed, the use of the typical cell search and
cell selection methods, which are utilized in initial network entry/re-entry or handover in macro base
stations, would be cumbersome and would result in extreme overhead in system operation, MS
complexity, and power consumption. Furthermore, private femto base stations may be overloaded with
signaling with unauthorized mobile stations trying to select them as target base stations for handover or
system entry/re-entry.

As mentioned earlier, the femto base stations may belong to closed subscriber groups (CSG) or
open subscriber groups (OSG). In CSG, the access and services are restricted to authorized mobile
stations. The credentials or electronic certificates may be provided to the mobile station by the cellular
system operator at the time of subscription. The serving macro BS may have the knowledge (through
MS context generated following session set-up) of the CSGs where the MS may have access. The
OSGs, on the other hand, are publicly accessible and no specific authorization is required.

Power ON/OFF Operational StateInitialization State

Power Down

Failed Operation Path
Normal Operation Path

FIGURE 4-22

State transition diagram of a femto base station

xiThe Global Positioning System (GPS) is a global navigation satellite system developed by the United States Department
of Defense and managed by the United States Air Force. It is the only fully functional satellite navigation system in the
world. It can be used freely by anyone, unless the system is technically restricted. These restrictions can be applied to
specific regions by the US Department of Defense. The GPS can be used almost anywhere near the earth, and is often used
by civilians for navigation purposes. An unobstructed line of sight to four satellites is required for non-degraded perfor-
mance. The GPS location determination accuracy is about 15 meters (50 ft). The GPS uses a constellation of between
24 and 32 medium Earth orbit satellites that transmit precise radio signals, which allow GPS receivers to determine their
current location, the time, and their velocity [13].
xiiThe Precision Time Protocol is a time-transfer protocol defined in the IEEE 1588-2002 standard that allows precise
synchronization of networks (e.g., Ethernet). Accuracy within the nanosecond range can be achieved with this protocol
when using hardware generated timestamps [14].
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During normal operation and as part of handover, the MS typically measures the received RF signal
strength from the serving and the neighboring base stations and selects the most viable candidate base
stations as target for handover. The measurements are usually conducted on the synchronization
sequences that are unique to each base station and further carry the Cell_ID. The type of the cell may
also be communicated via the synchronization sequences if a hierarchical synchronization scheme is
utilized. Since the number of bits that can be carried through the synchronization sequences are
limited, additional information on the cell type and other configuration restrictions are broadcast as
part of system configuration information.

In the IEEE 802.16m, there are two steps of downlink synchronization. The downlink synchro-
nization is achieved by successful acquisition of the primary advanced preamble. The primary
advanced preamble carries information about system bandwidth (e.g., 5, 10, 20 MHz) and multi-carrier
configuration (i.e., fully configured or partially configured RF carrier). Once the primary advanced
preamble is detected, the MS proceeds to acquisition of the secondary advanced preambles. The
secondary advanced preamble carries a set of 768 distinct Cell_IDs that have been partitioned into
a number of subsets where each subset corresponds to a certain type of base station (e.g., closed/open
subscriber group femto base stations or macro base stations). Normally the MS has to acquire the
synchronization sequences and to detect the Cell_ID followed by detection of the broadcast channel to
complete the cell selection. If the MS realizes that the cell is a non-accessible femto BS or access node,
it has to restart the cell search and to select another cell. This effort would prolong the initial network
entry/re-entry and handover, and may involve a great number of unsuccessful trials.

On successful acquisition of system timing and cell identification, the MS attempts to detect and
decode the system configuration information. This information is carried via the Superframe Headers
(SFH) in IEEE 802.16m. The superframe headers, comprising Primary and Secondary Superframe
Headers (P-SFH and S-SFH), are control elements that are periodically (while a large part of this
information remains unchanged over a long period of time, some parts may change more frequently)
broadcast using a robust and reliable transmission format to ensure the information can be correctly
detected by all mobile stations in the coverage area of a base station. The correct and timely detection
of the system information is essential for successful network entry/re-entry and handover. The S-SFH
content is divided into three sub-packets (SP1, SP2, and SP3) where sub-packets carry essential
information for various system processes such as initial network entry, network re-entry, Idle-State
operation, etc., according to their respective timing sensitivity. The S-SFH SP1 and SP2 carry the 24-
bit Operator ID and 24 least significant bits of the BS-ID. Once the system parameters are successfully
acquired, the cell selection can be made by taking certain considerations into account. For example, the
mobile station may have a preference in selecting a specific type of the base station (e.g., a femto-cell
in indoor environment) even though other types of base stations may be available, or the MS may not
be authorized to access a group of base stations despite the fact that their received RF signal strength
might be good. The MS may or may not be femto-aware. If the MS is not femto-aware or is using an
older version of air interface protocols, the legacy network entry/re-entry or handover procedures are
utilized.

Femto base stations are distinguished from macro base stations by the use of different secondary
preamble sequences, in order to enable early distinction of femto BS from the macro BS which helps
the MS to avoid unnecessary network (re)entry and handovers to/from a femto BS. A large number of
femto base stations may be configured within the same CSG, which has the same group of authorized
mobile stations. A common identifier may be assigned to all CSG femto base stations which are part of
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the same CSG. An MS may use this identifier for accessibility checking for the CSG femto base
stations. A common identifier known as CSG ID is used to identify the base stations belonging to the
same CSG. The CSG ID is unique within the same operator ID. The CSG ID, as a part of the BS ID,
may be derived from the full 48-bit BS ID, or may be provided to the CSG femto BS during initial
network entry in the registration response, or may be pre-provisioned by the network. The mobile
station’s CSG White List (i.e., a local table in the MS containing the identities of all the CSG femto
base stations to which the MS is subscribed and is authorized to access)xiii may contain the identifiers
of allowable femto base stations.

During network entry or re-entry, the MS begins scanning of the neighbor base stations through RF
measurements. The detection of the Cell_ID helps categorizing the BS type and, depending on the
preference of the MS, a macro or femto candidate is selected. Failure in any stage of the cell search and
cell selection will result in repeating the scanning and downlink synchronization steps. The Operator-
ID (i.e., the 24 most significant bits of BS-ID) and the least significant bits of the BS-ID will help the
MS to determine whether it is authorized to access to the target BS. The BS-ID in Figure 4-23 refers to
the least significant bits of the 48-bit BS-ID parameter. The MS must be subscribed to the operator
identified by the Operator-ID and must have the BS-ID in its White List The algorithm illustrated in
Figure 4-23 provides the procedures which the MS follows to complete cell selection/re-selection
when femto and macro base stations are deployed on the same or a different FA. If the femto base
stations are deployed in a different FA (inter-FA) the same algorithm is applicable, except that the MS
scans a different frequency band and conducts RF measurements during scanning in that frequency
band. The other procedures remain intact. If the femto and macro base stations are deployed in the
same FA (intra-FA), the same algorithm is used and the MS conducts RF measurements during
scanning in the same frequency band. Combination of the inter-FA and intra-FA scanning is also
possible where the neighbor macro base stations operate in the same frequency band and femto base
stations operate in a different frequency band(s).

Note that there is no uplink transmission during execution of this algorithm, and all signals and
identifiers are received and decoded via downlink transmissions that will happen regardless of the MS
scanning. Therefore, no additional signaling overhead will be imposed on the target femto base
stations. During handover and Scanning Mode, the serving BS broadcasts mobile neighbor adver-
tisement management messages at a periodic interval to identify the network and define the charac-
teristics of neighbor BS to potential MS seeking initial network entry or handover. Since the femto
base stations that belong to closed subscriber groups are not accessible to all mobile stations in the cell,
and considering the broadcast nature of the neighbor advertisement message (although in some cases
a unicast neighbor advertisement message may be used in IEEE 802.16m during handover), the macro
BS should not broadcast the information of CSG femto base stations. This helps reduce the size of the
mobile neighbor advertisement message.

The scanning interval is defined as the time during which the MS scans for available base stations.
The mobile scanning interval request management message sent by the MS in the Connected State

xiiiThe CSGWhite List contains the list of femto base stations to which the MS is subscribed and which it can access. These
femto base stations are identified based on a common identifier. The mobile station’s local White List may contain the
allowable BS-IDs or common identifiers of CSGs and relevant information to help derivation of the actual BS-IDs from the
common identifier. In addition, the White List may include absolute or relative location information of CSG femto BS, such
as GPS information and overlay macro BS identification.
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contains a group of neighbor base stations for which scanning and association are requested. This
message may include the BS-ID of the CSG femto base stations to which the MS is subscribed, if the
MS is a femto-preferred terminal, which means it prefers to be associated with a femto BS even though
macro stations may be available in its neighborhood. Note that this is a unicast MAC management
message, based on which the serving BS may update the MS context to include the CSG femto BS list
that the MS may belong to. On reception of a mobile scanning interval request message by the serving
BS, the BS responds with a mobile scanning interval response message granting or refusing the MS
scanning interval request or a different interval and further containing the list of recommended
neighbor base stations by the serving BS. Following receipt of the mobile scanning interval response
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Discovery and association process of femto-aware mobile stations [2]
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message granting the request, the MS scans for one or more neighbor base stations and may attempt to
select the cell and associate with that cell through completion of the Access State procedures. The MS
scans all the recommended neighbor base stations identified in mobile scanning interval response
message and sends a report to the serving BS at the end of the scanning interval via a mobile scanning
interval report management message. The OSG femto base stations operate similar to macro base
stations when paging an MS. Depending on network topology, a femto-cell or a macro BS may be
assigned to one or more paging groups. The overlay macro BS and the CSG femto BS may share the
same paging group identifications.

In addition to the normal operation mode, femto base stations may support low duty operation
mode in order to reduce interference in neighbor cells. As shown in Figure 4-24, the low duty operation
mode consists of available and unavailable intervals. During an available interval, the femto BS may
become active on the air interface for synchronization and signaling purposes such as paging, ranging,
or for data transmission opportunities for the mobile stations.

During the available interval, the femto base station may become active on the air interface for
activities such as paging, transmitting system information and synchronization signals (see Figure 4-24),
ranging, or user data transmission. During the unavailable interval, the femto base station does not
transmit on the air interface (while this is the case in the current version of IEEE 802.16m specifi-
cation, this may have some practical implications on the implementation and operation of femto base
stations, constraining and prolonging network discovery and association of the mobile stations). An
unavailable interval may be used for synchronization with the overlay macro BS or for measuring the
interference from neighboring cells. The femto BS may enter low duty mode if there are no attached
terminals and there are no terminals in the process of network entry. Figure 4-24 provides an example
of normal and low duty mode operation where the femto BS transmits overhead channels such as
preambles and the system information during low-duty mode to allow terminals to discover this
femto BS and perform network entry or re-entry, if necessary and authorized. A sequence of
availability and unavailability intervals forms a low duty mode (LDM) pattern. The default LDM
pattern is the periodic repetition of one available interval and one unavailable interval. An available
interval for the default LDM pattern begins with the frame including the primary preamble. The
default LDM pattern parameters include available interval (in units of superframes), unavailable
interval (in units of superframes), and the start superframe offset. There may be one or more
LDM patterns in a femto BS deployment. The parameters of the default LDM pattern can be pre-
provisioned or directly sent to the MS during initial network entry with the femto BS using the
registration response message [2].

4.6 3GPP LTE USER EQUIPMENT STATES AND STATE TRANSITIONS
The Radio Resource Control (RRC) sub-layer in 3GPP LTE performs control-plane functions such as
broadcast of system information related to access stratum and non-access stratum, paging, estab-
lishment, maintenance and release of an RRC connection between the User Equipment (UE) and
E-UTRAN, signaling radio bearer management, security handling, mobility management including
UE measurement reporting and configuration, active mode handover, idle mode mobility control,
Multimedia Broadcast Multicast Service (MBMS) notification services and radio bearer management
for MBMS, QoS management and NAS direct message transfer between NAS and UE. A 3GPP LTE
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compliant UE has two steady-state operational states: RRC_CONNECTED and RRC_IDLE. A UE is
in RRC_CONNECTED when an RRC connection or control-plane has been established. If this is not
the case, i.e., no RRC connection is in place, the UE is in RRC_IDLE state. The 3GPP UE states only
correspond to the steady-state behavior, and the transient procedures for cell search and selection, as
well as network entry/re-entry, are not designated as states. The 3GPP UE steady-state states should be
compared with the IEEE 802.16 counterparts in Figure 4-2 in order to better understand the similarities
and differences of the two systems. The RRC states can further be characterized as follows.

� RRC_IDLE:
� UE specific Discontinuous Reception (DRXxiv) is configured by upper layers;
� UE controlled mobility is performed;
� the UE monitors a paging channel to detect incoming calls;
� system information change is tracked, and for Earthquake and Tsunami Warning System

(ETWS) capable UEs, ETWS notification is monitored;
� UE performs neighboring cell measurements and cell selection/re-selection and acquires system

information.
� RRC_CONNECTED:

� Transfer of unicast data to/from UE;
� At lower layers, the UE may be configured with a UE specific DRX (this type of DRX is similar

to IEEE 802.16m sleep cycle);
� Network controlled mobility, i.e., handover and cell change order with optional Network

Assisted Cell Change (NACC) to GERAN.
� The UE monitors a paging channel and/or System Information Block Type 1 contents to

detect system information change, and for ETWS capable UEs, ETWS notification. The UE
further monitors control channels associated with the shared data channel to determine if
data is scheduled for it, and provides channel quality and feedback information. The UE also
performs neighboring cell measurements and measurement reporting, and acquires system
information.

Figure 4-25 illustrates the RRC states in E-UTRA and shows the mobility support between E-UTRAN,
UTRAN, and GERAN, where a Cell Change Order (CCO) message is used to command the UE to
change to another radio access technology [17].

The mobility support between E-UTRAN, cdma2000 1xRTT [20,21,23], and cdma2000 High Rate
Packet Data (HRPD) or cdma 1xEV-DO [22,23] radio access technologies are shown in Figure 4-26.

The inter-RAT handover procedures support signaling, conversational, and non-conversational
services. The mobility between E-UTRA and non-3GPP systems other than cdma2000 has also been
studied [23–25]. In addition to the state transitions shown in Figures 4-25 and 4-26, there is support for
connection release with redirection information from E-UTRA RRC_CONNECTED to GERAN,
UTRAN, and cdma2000 (HRPD Idle/ 1xRTT Dormant modes).

As a general principle, in RRC_IDLE to RRC_CONNECTED state transitions, RRC protection
keys and user-plane protection keys are generated, while keys for non-access stratum protection as
well as higher layer keys are assumed to be already available in the MME. On the other hand, in

xivNote: The DRX cycle in 3GPP LTE idle mode is conceptually similar to Paging Available/Unavailable cycles in IEEE
802.16m idle mode.
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transitions from RRC_CONNECTED to RRC_IDLE, the eNBs delete the keys they store, such
that state for idle mode UEs only has to be maintained in MME. It is also assumed that eNB no
longer stores state information about the corresponding UE and deletes the current keys from its
memory.

In 3GPP LTE-Advanced, the requirement for UE transition from the Idle Mode, with allocated IP
address, to the Connected Mode is less than 50 ms, including the establishment of the user-plane and
excluding the S1 transfer delay. The transition requirement from Dormant State (Sleep Mode coun-
terpart in IEEE 802.16m) to Active State (corresponding to Active Mode in IEEE 802.16m) in
Connected Mode is less than 10 ms. These requirements are stricter than those for 3GPP LTE. In the
Dormant State, the UE has an established RRC connection and radio bearers. The UE has already been
identified at cell level, but it may be in DRX to save power during inactivity periods. The UE may be
either synchronized or unsynchronized (see Figure 4-27).

Although 3GPP LTE already fulfills the latency requirements of IMT-Advanced systems, several
new techniques are being utilized in 3GPP LTE-Advanced to further reduce the user-plane and control-
plane latencies as follows [26]:

� Combined RRC Connection Request and NAS Service Request allows those two messages to be
processed in parallel at the eNB and MME, respectively, reducing overall transition latency
from Idle Mode to Connected Mode by approximately 20 ms.

� Reduced processing delays in different nodes form the major part of the delay (about 75% for the
transition from Idle Mode to Connected Mode assuming a combined request); thereby any
improvement has a large impact on the overall latency

� Reduced Random Access Channel (RACH) scheduling period from 10 ms to 5 ms results in
decreasing of the average waiting time for the UE to initiate the procedure to transit from Idle
Mode to Connected Mode by 2.5 ms.

Furthermore, a shorter cycle of Physical Uplink Control Channel (PUCCH) would reduce the average
waiting time for a synchronized UE to request radio resources in the Connected Mode, expediting the
transition from the Dormant State in the Connected Mode.

Connected Mode

Dormant State Active State

Idle Mode

FIGURE 4-27

State transitions in 3GPP LTE-Advanced UE [26]

142 CHAPTER 4 IEEE 802.16m System Operation and State Diagrams



4.6.1 Acquisition of System Information

System information in 3GPP LTE is divided into the Master Information Block (MIB) and a number of
System Information Blocks (SIBs). The MIB includes a limited number of most essential and most
frequently transmitted parameters that are needed to acquire other information from the cell and is
transmitted in the broadcast channel [19]. The SIBs other than System Information Block Type1 are
carried in System Information (SI) messages and mapping of SIBs to SI messages is flexibly con-
figurable by the scheduling information list included in System Information Block Type 1 with the
following restrictions: (1) each SIB is contained only in a single SI message; (2) only SIBs having the
same scheduling requirement (periodicity) can be mapped to the same SI message; and (3) System
Information Block Type 2 is always mapped to the SI message that corresponds to the first entry in the
list of SI messages in the scheduling information list. There may be multiple SI messages transmitted
with the same periodicity. System Information Block Type 1 and all SI messages are transmitted on the
downlink shared channel [17].

The change of system information (other than for ETWS) only occurs at specific radio frames. The
system information may be transmitted a number of times with the same content within a modification
period, as defined by its scheduling. When the network changes some of the system information, it
notifies the UEs about this change. In the next modification period, the network transmits the updated
system information, as illustrated in Figure 4-28 where different colors indicate different system
information. On receiving a change notification, the UE acquires the new system information
immediately from the start of the next modification period. The UE applies the previously acquired
system information until the UE acquires the new system information.

The paging message is used to inform UEs in RRC_IDLE and in RRC_CONNECTED about
a system information change. If the UE receives a paging message indicating a system information
modification, the UE by default expects that the system information will change at the next modifi-
cation period boundary. Although the UE may be informed about changes in system information, no
further details are provided, e.g., regarding which system information will change. The System
Information Block Type 1 includes a value tag that indicates if a change has occurred in the SI
messages. The UEs may use the tag on return from out-of-coverage to verify whether the previously
stored SI messages are still valid. Furthermore, the UE considers stored system information to be
invalid after three hours from the moment it was successfully confirmed as valid, unless otherwise
specified.

E-UTRAN may not update the tags on change of some system information, such as ETWS
information or regularly changing parameters like cdma2000 system time. Similarly, E-UTRAN may

BCCH Modification Period (k)
Change Notification

BCCH Modification Period (k+1)
Updated Information

FIGURE 4-28

Change of system information in time [18]
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not include the system information modification within the paging message on change of some system
information. The UE verifies that stored system information remains valid by either checking the tags
in System Information Block Type 1 after the modification period boundary, or by attempting to find the
system information modification indication during the modification period in case no paging is
received. If no paging message is received by the UE during a modification period, the UE may assume
that no change of system information will occur at the next modification period boundary. If the UE in
RRC_CONNECTED during a modification period receives one paging message, it may assume from
the presence/absence of system information modification whether a change of system information
other than ETWS information will occur in the next modification period.

The UE performs the system information acquisition procedure (shown in Figure 4-29) to acquire
the access stratum and non-access stratum system information that is broadcast by E-UTRAN. The
procedure applies to UEs in RRC_IDLE and in RRC_CONNECTED. The UE applies the system
information acquisition procedure on cell selection and re-selection, after handover completion, after
entering E-UTRA from another RAT, on return from out-of-coverage condition, on receiving a noti-
fication that the system information has changed, on receiving an indication about the presence of an
ETWS notification, on receiving a request from cdma2000 upper layers, and on exceeding the
maximum validity duration. The system information acquisition procedure overwrites any stored
system information.

If the UE is in RRC_IDLE state, it must ensure it has a valid version of the Master Information
Block and System Information Block Type 1, as well as System Information Block Type 2 through
System Information Block Type 8, depending on support of the other radio access technologies. If the
UE is in RRC_CONNECTED state, it must ensure possession of theMaster Information Block, System
Information Block Type 1, and System Information Block Type 2, as well as System Information Block
Type 8, depending on support of cdma2000 [18].

In 3GPP LTE, the system information is classified into five categories as follows: (1) information
valid across multiple cells; (2) information needed at cell search; (3) information needed prior to cell
camping; (4) information needed before cell access; and (5) information needed while camping on
a cell. From the UE perspective, the information that is needed at cell selection and prior to camping

UE E-UTRAN

Master Information Block

System Information Block Type I

System Infirmation

FIGURE 4-29

System information acquisition flow graph [18]
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are very similar. Before a UE can camp on a cell, it needs to know if access is allowed in that cell. Thus,
it would be very beneficial to know all access restrictions already at cell search phase. In order to
support full mobility within the serving frequency layer, the UEs need to perform cell search peri-
odically, and thus it is important that the information needed for cell search is readily available to
reduce cell search latency and minimize UE power consumption.

Before a UE can camp on a cell, it needs to know any access-related parameters in order to avoid
camping on cells where access is restricted. Thus, prior to camping on a cell, a UE needs to know any
cell access restriction parameters such as Tracking Area (TA) identity, cell barring status (UE is not
allowed to camp on a barred cell), and cell reservation status, i.e., the UE needs to know whether the
cell is barred or reserved in order to avoid camping on a barred cell. Also barring time might be needed
in order to ensure that the UE does not have to poll barring time frequently from the system infor-
mation. Another option is that barring status is also indicated in the neighbor cell list, and radio access
limitation parameters, i.e., any radio condition parameters that limit the access to the cell [18].

When a UE has camped on a cell, it needs to continue measuring the neighboring cells in order to
stay camped. In order for the UE to start mobility procedures, it needs to receive parameters such as
reporting periods, reporting event parameters, time to trigger, etc. UEs in RRC_IDLE state need cell
reselection parameters. The UEs in RRC_CONNECTED state need parameters of the neighbor
cells for handover and for error recovery cases. Neighbor cell lists are needed to start neighbor cell
measurements. UEs in different states may use different sets of neighbor cell lists. 3GPP LTE system
information can be classified into two distinctive groups: static and flexible. The static part is sent more
frequently, e.g., once per frame, in the cell and has a limited capacity for information transfer. The
flexible part has a flexible amount of scheduled resources available, and thus encompasses most of the
SI information. The flexible part has different types of Information Elements which require inde-
pendent scheduling in order to allow sufficiently fast reception and efficient resource utilization.

4.6.2 Connected Mode Mobility

In RRC_CONNECTED state, the network controls the UE mobility, i.e., the network decides when
and where the UE should initiate handover process. For network-controlled mobility in RRC_CON-
NECTED state, the network triggers the handover process based on radio conditions or network load.
To facilitate this process, the network may configure the UE to perform measurement reporting
(including the configuration of measurement gaps). The network may also initiate handover blindly,
i.e., without having received measurement reports from the UE. Before sending the handover message
to the UE, the source eNB prepares one or more target cells. The target eNB generates the message that
is used to perform the handover, i.e., the message including the access stratum configuration to be used
in the target cell. The source eNB transparently (i.e., it does not modify values or content) forwards the
handover information received from the target to the UE. When appropriate, the source eNB may
initiate data forwarding for (a subset of) the data radio bearers.

After receiving the handover message, the UE attempts to access the target cell at the first available
random access channel opportunity according to random access resource selection, i.e., the handover is
asynchronous. Consequently, when allocating a dedicated preamble for the random access in the target
cell, E-UTRA ensures it is available from the first random access opportunity that the UE may use. On
successful completion of the handover, the UE sends a message to confirm the handover. After the
successful completion of handover, PDCP SDUs may be re-transmitted in the target cell. This only
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applies for data radio bearers using RLC-AM mode [17]. The source eNB should, for some time,
maintain a context to enable the UE to return in case of handover failure. After having detected
handover failure, the UE attempts to resume the RRC connection, either in the source or in another
cell, using the RRC re-establishment procedure. This connection resumption succeeds only if the
accessed cell is prepared, i.e., a cell of the source eNB or of another eNB which has performed
handover preparation.
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The IEEE 802.16m Convergence
Sub-Layer 5
INTRODUCTION
This chapter provides a detailed description of the functional components and protocols associated
with the IEEE 802.16m service-specific Convergence Sub-layer (CS). The convergence sub-layer, as
shown in Figure 5-1, is located on top of the IEEE 802.16 MAC sub-layer and interfaces the MAC sub-
layer with the network layer protocols and further performs the following functions:

� Accepting Protocol Data Units (PDUs) from the network layer;
� Performing classification of higher layer PDUs;
� Processing the higher layer PDUs based on the classification (i.e., payload header compression);
� Delivering CS PDUs to the MAC Service Access Point (SAP);
� Receiving CS PDUs from the peer entity.

The convergence sub-layer is part of Open System Interconnection Data-Link Layer (alternatively
known as Layer 2) protocol class and is interfaced with network layer and MAC sub-layer through CS
SAP and MAC SAP, respectively.

The convergence sub-layers of the IEEE 802.16m and IEEE 802.16-2009 standard have very
similar behavior; the only differences are in the assignment and use of connection identifiers in the
two standards, as well as exclusion of some unused legacy protocols. The Internet Protocol CS
(IPCS) and Generic Packet CS (GPCS) are two types of the service-specific CS that are supported by
IEEE 802.16m, which are used to transport packet data over the air interface. When using GPCS,
the classification is performed in protocol layers above the CS, and the relevant information for
performing classification is transparently provided during connection set-up or change. The Asyn-
chronous Transfer Mode CS (ATM CS)i (see Section 5.1 of reference [1]) and Ethernet CS (see
Section 5.2.4 of reference [1]) variants that were specified in the IEEE 802.16-2009 standard are no
longer supported in IEEE 802.16m due to a lack of industry interest. Other air interface standards
such as 3GPP LTE also use such logical interfaces between their Layer 2 service access points and
the network layer protocols. The Packet Data Convergence Protocol (PDCP) in 3GPP LTE, among
other functions listed above, performs ciphering and encryption of the MAC PDUs. This is an
important difference between the MAC functions of IEEE 802.16 and 3GPP LTE. As shown in
Figure 5-1, in IEEE 802.16m, the MAC PDUs are encrypted and integrity protected in a security

CHAPTER

iThe ATM CS is a logical interface that associates different ATM services with the MAC CPS SAP. The ATM CS accepts
ATM cells from the ATM layer, performs classification, header compression (if provisioned), and delivers CS PDUs to the
appropriate MAC SAP [1].

Mobile WiMAX. DOI: 10.1016/B978-0-12-374964-2.10005-0
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sub-layer, whereas in 3GPP LTE the MAC SDUs are already encrypted and integrity protected in the
PDCP layer.

This chapter provides a top-down systematic description of convergence sub-layers supported in
IEEE 802.16m and their constituent protocols. An overview of 3GPP LTE PDCP layer is further
provided to enable the readers to contrast the corresponding functionalities.

5.1 HEADER COMPRESSION
In some services and applications, such as voice-over-IP, interactive gaming, multimedia messaging,
etc., the data payload of the IP packet is almost the same size or even smaller than the header. Over the
end-to-end connection comprising multiple hops, these protocol headers are extremely important, but
over a single link these headers serve no useful purpose. It is possible to compress these headers, and
thus save the bandwidth and use the expensive radio resources efficiently. The header compression also
provides other important benefits, such as reduction in packet loss and improved interactive response
time [2]. Payload header compression is the process of suppressing the repetitive portion of payload
headers at the sender and restoring them at the receiver side of a low-bandwidth/capacity-limited link.
The use of header compression has a well-established history in transport of IP-based payloads over
capacity-limited wireless links where more bandwidth efficient transport methods are required. The
Internet Engineering Task Force (IETF) has developed several header compression protocols that are
widely used in telecommunication systems.

Let’s consider some examples of the compression ratios that can be achieved using header
compression schemes. The IP version 4 protocol header consists of 20 bytes [3], when combined with
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The location of the convergence sub-layer in the IEEE 802.16m protocol structure
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the User Datagram Protocol (UDP)ii header of 8 bytes and the Real-time Transport Protocol (RTP)iii

header of 12 bytes this results in an IPv4/UDP/RTP header size of 40 bytes. A header compression
scheme typically compresses such headers to 2–4 bytes in the steady-state. Note that the RTP payload
size of some commonly used voice codecs is approximately 20–40 bytes for active speech; therefore,
the 40 byte IPv4/UDP/RTP protocol header size would be a relatively large overhead. Using header
compression in such cases would result in major bandwidth savings. The amount of overhead for small
packets when using IP version 6 (IPv6), with increased header size of 40 bytes due to increased IP
address space [8], would be even larger. In low bandwidth or congested networks, the use of header
compression may yield better response times due to smaller packet sizes. A small packet may further
reduce the probability of packet loss [2]. It has been observed that in applications such as video
transmission over wireless links, the use of header compression does not improve the video quality in
spite of lower bandwidth usage. For voice transmission, the voice quality may improve while utilizing
lower transmission bandwidth. In summary, header compression helps improve network transmission
efficiency, quality, and speed by decreasing protocol header overhead, reducing the packet loss,
decreasing interactive response time, and increasing network core users per channel bandwidth means
less infrastructure deployment costs. Figure 5-2 illustrates the structure of IPv6, UDP, and RTP
headers.

The IP protocol together with transport protocols such as TCP or UDP and application-layer
protocols (e.g., RTP) are described in the form of payload headers. The information carried in the
header helps the applications to communicate over large distances connected by multiple links or hops
in the network. This information consists of source and destination addresses, ports, protocol iden-
tifiers, sequence numbers, error checksums, etc. Under nominal conditions, most of the information
carried in packet headers remains the same or changes in specific patterns. By observing the fields that
remain constant or change in specific patterns, it is possible either not to send them in each packet or to
represent them in a smaller number of bits than would have been originally required. This process is
referred to as compression. The process of header compression uses the concept of flow context, which
is a collection of information about field values and change patterns of field values in the packet

iiThe User Datagram Protocol is part of the Internet Protocol Suite, i.e., the set of network protocols used for the Internet.
The use of UDP would allow computer applications to send datagrams to other hosts on an IP network without requiring
prior signaling to set up data paths. The UDP protocol is defined in IETF RFC 768. The UDP protocol uses a simple
transmission model without implicit hand-shaking dialogues for guaranteeing reliability, ordering, or data integrity. Thus,
UDP provides an unreliable service and datagrams may be lost, or arrive out of order or duplicated. The UDP assumes that
error checking and correction is either not necessary or is performed at the application layer, avoiding the overhead of such
processing at the network interface level. Delay-sensitive applications such as VoIP and interactive gaming often use UDP
because dropping packets would avoid potentially variable and long delays. If error correction schemes are needed at the
transport layer, an application may use the Transport Control Protocol (TCP) which is designed for this purpose. Unlike
TCP, UDP is compatible with packet broadcasting and multicasting. Common applications include media streaming, IPTV,
VoIP, and interactive gaming [4,5].
iiiThe Real-time Transport Protocol defines a standardized packet format for delivering audio and video over the Internet. It
is defined by IETF RFC 3550 [26]. The RTP protocol is used in communication and entertainment systems that involve
media streaming, such as telephony, video teleconference applications, and web-based push-to-talk features. Relying on
signaling protocols such as Session Initiation Protocol (SIP), the RTP is one of the key ingredients of voice and media
transport over IP networks. The RTP protocol is usually used in conjunction with the RTP Control Protocol (RTCP). While
RTP carries the media streams (e.g., audio and video), the RTCP is used to monitor transmission statistics and QoS
information. When both protocols are used in conjunction, RTP is usually originated and received on even port numbers,
whereas RTCP uses the next highest odd port number [6,7].
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header. This context is formed on the compressor and the decompressor side for each packet flow. The
first few packets of a newly identified flow are used to build the context on both sides. These packets
are sent without compression. The number of these first few packets, which are initially sent
uncompressed, is closely related to link characteristics like bit error rate and round trip time. Once the
context is established on both sides, the compressor compresses the payload headers as much as
possible. By taking into account the link conditions and feedback from the decompressor, the
compressed packet header sizes may vary. At certain intervals and in the case of error recovery,
uncompressed packet headers are sent to reconstruct the context and revert back to normal operational
mode, which is sending compressed packet headers. The header compression module is a part of the
protocol stack on the devices. It is a feature which must be negotiated before it can be used on a link.
Both end points must agree if they support header compression, and on the related parameters to be
negotiated.

Considering the end-to-end connectivity over IP, the header compression does not introduce any
changes in the data payload when it compresses and decompresses the header. The header compression
is a hop-to-hop process and is not applied in end-to-end connection. At each hop in the IP network, it
becomes necessary to decompress the packet to be able to perform the operations such as routing, QoS
negotiation, and parameter adjustment, etc. Header compression is best suited for specific links in the
network characterized by relatively low bandwidth, high bit error rates, and long round trip times. The
performance of a header compression scheme can be described with three parameters [9]: compression
efficiency; robustness; and compression transparency. The compression efficiency is determined by
how much the header sizes are reduced by the compression scheme. The compression transparency is
a measure of the extent to which the scheme ensures that the decompressed headers are semantically
identical to the original headers. If all decompressed headers are semantically identical to the corre-
sponding original headers, the transparency is considered to be 100%. Compression transparency is
high when damage propagation is low. When the context of the decompressor is not consistent with the
context of the compressor, decompression may fail to reproduce the original header. This condition can
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occur when the context of the decompressor has not been initialized properly, or when packets have
been lost or damaged between compressor and decompressor.

5.1.1 Robust Header Compression

The RObust Header Compression (ROHC) scheme reduces the size of the transmitted IP/UDP/RTP
header by removing redundancies. This mechanism starts by classifying header fields into different
classes according to their variation pattern. The fields that are classified as inferred are not sent. The
static fields are sent initially and then are not sent anymore, and the fields with varying information are
always sent. The ROHC mechanism is based on a context,iv which is maintained by both ends, i.e., the
compressor and the decompressor (see Figure 5-3). The context encompasses the entire header and
ROHC information. Each context has a Context Identifier, which identifies the flows. The ROHC
scheme operates in one of the following three operation modes [14–19]:

1. Uni-directional mode (U): in the uni-directional mode of operation, packets are only sent in one
direction, from compressor to decompressor. This mode therefore makes ROHC usable over
links where a return path from decompressor to compressor is unavailable or undesirable.

2. Optimistic mode (O): the bi-directional optimistic mode is similar to the uni-directional mode,
except that a feedback channel is used to send error recovery requests and (optionally)
acknowledgments of significant context updates from the decompressor to compressor. The
O-mode aims to maximize compression efficiency and sparse usage of the feedback channel.

3. Reliable mode (R): the bi-directional reliable mode differs in many ways from the previous two.
The most important differences are a more intensive usage of the feedback channel and
a stricter logic at both the compressor and the decompressor that prevents loss of context
synchronization between compressor and decompressor except for very high residual bit error
rates.

The U-mode is used when the link is uni-directional or when feedback is not possible. For bi-direc-
tional links, O-mode uses positive feedback packets (ACK) and R-mode use positive and negative
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FIGURE 5-3

An example of ROHC compression/decompression of IP/UDP/RTP headers for communication over a radio link

ivThe context of the compressor is the state it uses to compress a header. The context of the decompressor is the state it uses
to decompress a header. Either of these, or combinations of the two, is usually referred to as “context.” The context contains
relevant information from previous headers in the packet stream, such as static fields and possible reference values for
compression and decompression. Moreover, additional information describing the packet stream is also part of the context,
for example information about how the IP identifier field changes and the typical inter-packet increase in sequence numbers
or timestamps [9].
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feedback packets (ACK and NACK). ROHC always starts header compression using U-mode even if it
is used in a bi-directional link. ROHC does not attempt re-transmission when an error occurs and the
erroneous packet is dropped. The ROHC feedback is used only to indicate to the compressor side that
there was an error and probably the context is damaged. After receiving a negative feedback, the
compressor always reduces its compression level. The ROHC compressor has three compression states
as follows [10]:

1. Initialization and Refresh (IR), where the compressor has just been created or reset and full
packet headers are sent;

2. First Order (FO) where the compressor has detected and stored the static fields such as IP
addresses and port numbers on both sides of the connection;

3. Second Order (SO) where the compressor is suppressing all dynamic fields such as RTP sequence
numbers, and sending only a logical sequence number and partial checksum to cause the other
side to generate based on prediction, and verify the headers of the next expected packet.

Each compression state uses a different header format in order to send the header information. The
IR compression state establishes the context, which contains static and dynamic header information.
The FO compression state provides the change pattern of dynamic fields. The SO compression state
sends encoded values of Sequence Number (SN) and Timestamp (TS), forming the minimal size
packets (see Figure 5-4). Using this header format, all header fields can be generated at the other
end of the radio link using the previously established change pattern. When some updates or errors
occur, the compressor returns to upper compression states. It only transitions to the SO compression
state after re-transmitting the updated information and re-establishing the change pattern in the
decompressor.

In the U-mode, the feedback channel is not used. To increase the compression level, an optimistic
approach is used for the compressor to ensure that the context has been correctly established at the
decompressor side. This means that the compressor uses the same header format for a number of
packets. Since the compressor does not know whether the context is lost, it also uses two timers to be
able to return to the FO and IR compression states. The decompressor works at the receiving end of the
link and decompresses the headers based on the header fields’ information of the context. Both the
compressor and the decompressor use a context to store all the information about the header fields. To
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ensure correct decompression, the context should be always synchronized. The decompressor has three
states as follows: (1) No Context (NC), where there is no context synchronization; (2) Static Context
(SC), where the dynamic information of the context has been lost; and (3) Full Context (FC), when the
decompressor has all the information about header fields. In FC state, the decompressor transitions to
the initial states as soon as it detects corruption of the context. The decompressor uses the “k out of n”
rule by looking at the last n received packets. If k CRC failures have occurred, it assumes the context
has been corrupted and transitions to an initial state (SC or NC). The decompressor also sends
feedback according to the operation mode (see Figure 5-4).

The values of the ROHC compression parameters that determine the efficiency and robustness are
not defined in ROHC specification and are not negotiated initially, but are stated as implementation
dependent. The values of these parameters stay fixed during the compression process. Those
compression parameters are as follows [10]:

� L: in U-mode and O-mode the ROHC compressor uses a confidence variable L in order to ensure the
correct transmission of header information.

� Timer_1 (IR_TIMEOUT): in U-mode, the compressor uses this timer to return to the IR
compression level and periodically resends static information.

� Timer_2 (FO_TIMEOUT): the compressor also uses another timer in U-mode; this timer is used to
go downward to FO compression level if the compressor is working in SO compression level.

� Sliding Window Width (SWW): the compressor, while compressing header fields like Sequence
Number (SN) and Timestamp, uses Window-based Least Significant Bit (W_LSB) encoding that
uses a Sliding Window of width equal to SWW.

W_LSB encoding is used to compress those header fields whose change pattern is known. When using
this encoding, the compressor sends only the least significant bits. The decompressor uses these bits to
construct the original value of the encoding fields.

� k and n: the ROHC decompressor uses a “k out of n” failure rule, where k is the number of packets
received with an error in the last n transmitted packets. This rule is used in the state machine
of the decompressor to assume the damage of context and move downwards to a state after
sending a negative acknowledgment to the compressor, if a bi-directional link is used. The
decompressor does not assume context corruption and remains in the current state until k
packets arrive with error in the last n packets.

5.2 SERVICE FLOW CLASSIFICATION AND IDENTIFICATION
A service flow is a uni-directional flow of packets with a particular set of QoS parameters and is
identified by a Service Flow Identifier (SFID). The QoS parameters may include traffic priority,
maximum sustained traffic rate, maximum burst rate, minimum tolerable rate, scheduling type,
ARQ type, maximum delay, tolerated jitter, service data unit type and size, bandwidth request
mechanism to be used, transmission PDU formation rules, etc. Service flows may be provisioned
through a network management system or created dynamically via defined signaling mechanisms in
the standard. The base station is responsible for assigning the SFID and mapping it to unique
transport connections.

5.2 Service flow classification and identification 155



5.2.1 Service Flow Attributes

A service flow is characterized by the following attributes [1,12]:

� Service Flow Identifier: a 32-bit SFID is assigned to each existing service flow. The SFID serves as
the main identifier for the service flow in the mobile station. A service flow has at least one SFID
and the associated direction.

� Station Identifier (STID): the IEEE 802.16m BS assigns a 12-bit-long STID to the MS during
network entry/re-entry that uniquely identifies the MS within the domain of the BS. Each IEEE
802.16m MS registered in the network has an assigned STID. Certain STID values are reserved
for broadcast, multicast, emergency alert, and ranging. The STID is the twelve most significant
bits of 16-bit Connection Identifier (CID) defined in the IEEE 802.16-2009 standard. The CID of
the transport connection exists only when the service flow is admitted or active. The relationship
between SFID and Transport CID, when present, is unique. An SFID is never associated with
more than one transport CID, and a transport CID is never associated with more than one SFID.

� Flow Identifier (FID): each IEEE 802.16m MS connection is assigned a 4-bit FID that uniquely
identifies the connection within the MS. The FID is the four least significant bits of a 16-bit
CID, and identifies management connections and transport connections. Certain values of FID
may be reserved.

� ProvisionedQoSParamSet: a QoS parameter set is provisioned via means outside of the scope of the
IEEE 802.16 standard, such as the network management system.

� AdmittedQoSParamSet: a set of QoS parameters for which the BS (and possibly the MS) are
reserving resources. The main resource to be reserved is bandwidth, but this also includes any
other memory- or time-based resource required to subsequently activate the flow.

� ActiveQoSParamSet: a set of QoS parameters (associated with the service flow) defining the service
that is actually provided. The packet associated with an active service flow can only be forwarded.

� Authorization Module: a logical function within the BS that approves or denies every change to
QoS parameters and classifiers associated with a service flow. As such, it limits the possible
values of the AdmittedQoSParamSet and ActiveQoSParamSet parameters.

5.2.2 Service Flow Types

There are three basic types of service flows defined in the standard [1]; however, other types may be
supported. The basic service flow types are as follows [1,13]:

� Provisioned service flows: a service flow may be provisioned but not immediately activated. In
other words, the description of any such service flow contains an attribute that provisions but
defers activation and admission. The network reserves an SFID for such a service flow. The BS
may also require an exchange with a policy module prior to admission. As a result, the MS may
choose to activate a provisioned service flow by passing the SFID and the associated QoS
parameter sets to the BS in the dynamic service change request message. If the MS is
authorized and resources are available, the BS responds by mapping the service flow to a CID
(or alternatively a STIDþFID combination for an IEEE 802.16m MS). The BS may choose to
activate a service flow by passing the SFID as well as the CID and the associated QoS
parameter sets to the MS in the dynamic service change request message. Such a provisioned
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service flow may be activated and deactivated many times through exchange of MAC management
messages. In all cases, the original SFID is used when reactivating the service flow.

� Admitted service flows: the standard supports a two-phase activation model that is often utilized in
cellular telephony applications. In the two-phase activation model, the resources for a call are
first admitted, and once the end-to-end negotiation is completed, the resources are activated. The
two-phase model serves the following purposes: (1) conserving network resources until a
complete end-to-end connection has been established; (2) performing policy checks and
admission control on resources as quickly as possible, and in particular, before informing
the other side of a connection request; and (3) preventing several potential theft-of-service
scenarios.

� Active service flows: a service flow that has a non-null ActiveQoSParamSet with committed
resources by the BS. An admitted service flow may be activated by providing an
ActiveQoSParamSet, signaling the resources actually desired at the current time.

A service flow may be provisioned and immediately activated. Alternatively, a service flow may be
created dynamically and immediately activated. In this case, two-phase activation can be skipped and
the service flow is available for immediate use upon authorization. The provisioning of service flows is
outside of the scope of the standard. During provisioning, a service flow is instantiated, i.e., an SFID
and a provisioned type are assigned. For some service flows, a dynamic service addition is activated by
the network entry procedure. The service flows are enabled following the transfer of the operational
parameters. In this case, the service flow type may change to “admitted” or “active”. Thus, the service
flow is mapped onto a certain connection. Service flow encodings contain either a full definition of
service attributes or a service class name. A service class name is an ASCII string, which is known to
the BS and indirectly specifies a set of QoS parameters.

5.2.3 Service Flow Classification

Classification is the process by which a MAC SDU is mapped onto a particular transport connection
for transmission between MAC peers. The mapping process associates a MAC SDU with a transport
connection, which also creates an association with the service flow characteristics of that connection.
This process facilitates the delivery of MAC SDUs with the appropriate QoS constraints. A clas-
sification rule is a set of matching criteria applied to each packet entering the IEEE 802.16 entity. It
consists of some protocol-specific packet matching criteria (e.g., destination IP address), classifi-
cation rule priority, and a reference to a CID (or, for an IEEE 802.16m BS or an MS, reference to
a STIDþFID combination). If a packet matches the specified packet matching criteria, it is then
delivered to the SAP for delivery on the connection defined by the CID or STIDþFID. Imple-
mentation of each specific classification capability (e.g., IPv4 based classification) is optional. The
service flow characteristics of the connection provide the QoS for that packet. This is illustrated in
Figure 5-5.

Several classification rules may each refer to the same service flow. The classification rule priority
is used for prioritizing the mapping of classification rules to packets. Explicit ordering is necessary
because the patterns used by classification rules may overlap. While the priority does not have to be
unique, it must be ensured that there is no ambiguity in classification within a classification rule
priority. The downlink classification rules are applied by the BS to packets it is transmitting, and the
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uplink classification rules are applied at the MS. It is possible for a packet to fail to match the set of
defined classification rules. In this case, the CS discards the packet.

Figure 5-5 shows the relationship between the classifier, SFID, STID, FID, and CID. Note that each
mobile station is assigned a unique station identifier and a number of flow identifiers associated with
the active connections with the mobile station. Despite the fact that the most significant bits of CID
remained unchanged for the active connections between the BS and the MS in the legacy standard, the
entire CID was communicated through MAC headers and messages over the airlink, resulting in
inefficient use of radio resources. In IEEE 802.16m, the CID has been split into STID and FID, and
only the flow identifiers are signaled over the air interface once the connections are established.

5.3 PACKET CONVERGENCE SUB-LAYER
The packet CS is a variant of the convergence sub-layer that interfaces the IP network with the IEEE
802.16m MAC CPS. The packet CS performs the following functions by utilizing the services of the
MAC layer:

� Classification of the higher layer PDUs into the appropriate transport connections;
� Payload header compression;
� Delivery of the CS PDUs to the MAC SAP for transport to the peer MAC SAP at the receive side;
� Receipt of the CS SDU from the peer MAC SAP;
� Rebuilding of any compressed payload header information.

TheCS on the transmitter side is responsible for delivering theMACSDUs (or alternativelyCSPDUs) to
theMACSAP. TheMAC is responsible for delivery of theMACSDUs to peerMAC SAP in accordance
with the QoS, fragmentation, concatenation, and other transport functions associated with the
connection’s service flow characteristics. The receiving CS is responsible for accepting theMAC PDUs
(or alternatively CS SDUs) from the peer MAC SAP and delivering them to the higher layer entity.
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An illustration of service flow classification, SFID, STID, FID, and CID concepts [13]
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5.3.1 Packet CS Payload Header Suppression

The IEEE 802.16-2009 standard convergence sub-layer specifies a native Payload Header Suppression
(PHS) scheme which can be optionally used to compress the IP/UDP/RTP payload headers [1]. A
comparison of the performance and robustness of the native PHS algorithm and standard ROHC
confirms the superiority of the latter. It is expected that all IEEE 802.16m implementations will utilize
ROHC as the header compression scheme for all types of traffic.

In PHS, the repetitive portion of the payload headers of the higher layers is suppressed in the MAC
SDU by the sending entity and restored by the receiving entity. In the uplink, the sending entity is the
MS and the receiving entity is the BS. In the DL, the sending entity is the BS and the receiving entity is
the MS. If PHS is enabled for a MAC connection, each MAC SDU is prefixed with a PHS Index
(PHSI), which references the PHS Field (PHSF), i.e., a string of bytes representing the header portion
of a PDU in which one or more bytes are suppressed. The sending entity uses classification rules to
map packets to a service flow. The classification rule uniquely maps packets to its associated PHS rule.
The receiving entity uses the CID or STIDþFID and the PHSI to restore the PHSF. Once a PHSF has
been assigned to a PHSI, it will not change. To change the value of a PHSF on a service flow, a new
PHS rule must be defined; the old rule is removed from the service flow, and the new rule is added.
When all classification rules associated with the PHS rule are deleted, then the PHS rule can also be
deleted. The PHS scheme has a PHS Valid (PHSV) option to verify the payload header before sup-
pressing it. The PHS scheme has also a PHS Mask (PHSM) option to allow certain bytes not to be
suppressed. The PHSM facilitates suppression of header fields that remain static, while enabling
transmission of fields that change from packet to packet.

The BS assigns the PHSI values in the same way that it assigns the CID or STIDþFID values.
Either the sending or the receiving entity specifies the PHSF and the PHS Size (PHSS). This provision
allows for preconfigured headers or for higher level signaling protocols outside the scope of the
standard to establish cache entries. It is the responsibility of the higher layer service entity to generate
a PHS rule that uniquely identifies the suppressed header within the service flow. It is also the
responsibility of the higher layer service entity to guarantee that the byte strings that are being sup-
pressed are constant from packet to packet for the duration of the active service flow.

The operation of the PHS is illustrated in Figure 5-6. The format of the IP CS PDU is shown in
Figure 5-7 for two cases: (1) when header suppression is enabled at the connection, but not applied to
the CS PDU; or (2) with header suppression. In the case where PHS is not enabled, the PHSI field is
omitted.

The ROHC may be used instead of PHS to compress the IP headers. The MS and the BS signal the
enabling and support of ROHC protocol by setting the seventh bit of Request/Transmission Policy
parameter to zero (the value of this parameter would allow specification of certain attributes for the
associated service flow). When ROHC is enabled for a service flow, the service flow constitutes that
which in IETFRFC 3095 is referred to as a ROHC channel. Feedback sent on an ROHC channel consists
of one or more concatenated feedback elements. When an ROHC compressor has transformed original
packets into ROHC packets with compressed headers (see Figure 5-3), these ROHC packets are sent to
the corresponding decompressor through a logical point-to-point connection dedicated to that traffic.
Such a logical channel, which only has to carry data in this single direction from compressor to
decompressor, is referred to as an ROHC channel. An ROHC compressor instance is a logical entity that
performs header compression according to one or several ROHC profiles. There is a one-to-one
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correspondence between an ROHC compressor instance and an ROHC channel, where the ROHC
compressor is located at the input end of theROHC channel. Similarly, anROHCdecompressor instance
is a logical entity that performs header decompression according to one or several ROHC profiles. There
is a one-to-one correspondence between anROHCdecompressor instance and anROHCchannel, where
the ROHC decompressor is located at the output end of the ROHC channel.

A channel is essentially a logical point-to-point connection between the IP interfaces of two
communicating network elements. By that definition, the channel characterizes a logical connection
that is needed to make header compression generally applicable, and further the channel properties
control whether compression can operate in a uni-directional or a bi-directional manner. An ROHC
channel has the same properties as a channel, with the difference that an ROHC channel is always uni-
directional. An ROHC channel therefore has one single input endpoint, connected to a single ROHC
compressor instance, and one single output endpoint, connected to a single ROHC decompressor
instance. An ROHC channel must be logically dedicated to one ROHC compressor and one ROHC
decompressor, also referred to as ROHC peers, creating a one-to-one mapping between an ROHC
channel and two ROHC compressor/decompressor peers.

5.4 GENERIC PACKET CONVERGENCE SUB-LAYER
The Generic Packet CS (GPCS) is a protocol-independent packet convergence sub-layer that can
support multiple network-layer protocols (e.g., IPv4, IPv6, or IEEE 802.3 Ethernet) over the IEEE
802.16 air interface. The GPCS provides a generic packet convergence layer. This layer uses the MAC
SAP and exposes a SAP to GPCS applications. It does not redefine or replace other convergence sub-
layers. Instead, it provides a SAP that is not protocol specific. With GPCS, packet parsing happens
above the convergence sub-layer, resulting in parameters that are passed to the GPCS SAP for clas-
sification. Upper layer packet parsing is left to the GPCS application. For the MS and BS, the upper
layer protocol that is immediately on top of the IEEE 802.16 GPCS is identified by a TLV parameter
and GPCS protocol type [1]. The GPCS protocol type is included in Control Service Flow Manage-
ment (C-SFM) primitives and Dynamic Service Addition messages during connection establishment.
The GPCS protocol defines a set of SAP parameters as the result of upper layer packet parsing. These
are passed from the upper layer to the GPCS in addition to the data packet. For the MS and BS, the SAP
parameters in the IEEE 802.16-2009 standard include SFID, MS MAC Address, data, and length [1].
In IEEE 802.16m, the MAC address is replaced by STID for user privacy protection.

The GPCS allows multiplexing of multiple layer protocol types (e.g., IPv4, IPv6, IEEE 802.3
Ethernet) over the same IEEE 802.16 connection using appropriate upper layer protocol that supports
multiplexing. This capability is signaled by the IEEE 802.16-2009 standard compliant mobile and base
stations using the GPCS_PROTOCOL_TYPE parameter and by the IEEE 802.16m-compliant mobile
and base stations using the Dynamic Service Addition/Change/Deletion messages to indicate that
multiple protocols are supported for a connection/service flow. The multiplexing and de-multiplexing
of multiple protocol data packets over an IEEE 802.16 connection/service flow is outside the scope of
GPCS; however, interoperability between peer protocol layers must be ensured.

The GPCS can further transparently support IEEE 802.1D, bridging over the IEEE 802.16 air
interface, since it requires the upper layer to provide theMSMACAddress and SFID with every packet,
where the MS MAC Address and SFID can represent a port, and a port is either a unicast port or

5.4 Generic packet convergence sub-layer 161



a broadcast port [11]. The PHS algorithm defines rules for how packets with suppressed fields are
reconstructed, based on the PHSI and the associated PHS rule. This reconstruction method can also be
applied on packets transferred over theGPCS. TheGPCSprotocol layeringmodel is shown in Figure 5-8.

The GPCS uses the GPCS SAP, an instance of the logical CS SAP. The GPCS SAP parameters
enable the upper layer protocols to generically pass information to the GPCS so that the GPCS does not
need to interpret upper layer protocol headers in order to map the upper layer data packets into proper
IEEE 802.16m MAC connections. Since the SAP parameters are explicit, the parsing portion of the
classification process is the responsibility of the upper layer. The parameters are relevant for SAP data
path primitives, GPCS_DATA.request, and GPCS_DATA.indication as described in reference [1]. The
parameters SFID, MS MAC Address, STID (for mobile and base stations compliant with IEEE
802.16m), FID (for mobile and base stations compliant with IEEE 802.16m), length, and data are
described in reference [12]. Note that SFID and MS MAC Address are not transferred over the IEEE
802.16 air interface. The GPCS maps the CID or STIDþFID to SFID and MS MAC Address, and then
passes them to the upper layer of the GPCS through GPCS_DATA.indication, where the CID or
STIDþFID are provided in MAC SAP.

5.5 THE 3GPP LTE PACKET DATA CONVERGENCE PROTOCOL
The 3GPP Packet Data Convergence Protocol is part of Layer 2 protocols that provide the following
services and functions to other protocol layers in the user-plane [20]:

� Header compression and decompression using ROHC;
� Transfer of user data;
� In-sequence delivery of upper layer PDUs at PDCP re-establishment procedure for RLC AM;
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� Duplicate detection of lower layer SDUs at PDCP re-establishment procedure for RLC AM;
� Re-transmission of PDCP SDUs at handover for RLC AM;
� Ciphering and deciphering;
� Timer-based SDU discarding in the uplink.

The main services and functions of the PDCP in the control-plane include Ciphering and Integrity
Protection, as well as Transfer of control-plane data. Figure 5-9 illustrates one possible structure for
the PDCP sub-layer (without restricting other implementations), and is based on the radio interface
protocol architecture defined in reference [21]. A PDCP PDU is a bit string that is byte aligned.

As shown in Figure 5-9, each Radio Bearer (RB) is associated with one PDCP entity. Each PDCP
entity is associated with one or two (one for each direction) RLC entities depending on the RB
characteristic (i.e., uni-directional or bi-directional) and RLC mode [22]. The PDCP entities are
located in the PDCP sub-layer and are configured by upper layers [21]. The Control SAP (C-SAP) is
the PDCP interface with the RRC layer.

Several PDCP entities may be defined for a UE. Each PDCP entity carrying user-plane data may be
configured to use header compression. Each PDCP entity is carrying the data of one radio bearer. The
3GPP LTE supports the ROHC protocol as specified by reference [9]. Each PDCP entity uses one
ROHC instance. A PDCP entity is associated with either the control-plane or the user-plane, depending
on which radio bearer is carrying data. Figure 5-10 shows the functional decomposition of the PDCP
entity in PDCP sub-layer. The figure is based on the radio interface protocol architecture defined in
reference [20]. The PDCP provides services to the RRC sub-layer and upper layers in the user-plane at
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the UE, or to the relay at the evolved Node B (eNB). The following services are provided by PDCP to
upper layers:

� Transfer of user-plane and control-plane data;
� Payload header compression;
� Ciphering;
� Integrity protection.

The maximum supported size of a PDCP SDU is 8188 octets [21]. The following services are provided
by lower layers to PDCP sub-layer:

� Acknowledged data transfer service including indication of successful delivery of PDCP PDUs;
� Unacknowledged data transfer service;
� In-sequence delivery, except at re-establishment of lower layers;
� Duplicate discarding, except at re-establishment of lower layers.

As mentioned earlier, the PDCP sub-layer performs the following functions:

� Header compression and decompression of IP data flows using the ROHC protocol;
� Transfer of data (user-plane or control-plane);
� Maintenance of PDCP Sequence Numbers (SN);
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� In-sequence delivery of upper layer PDUs at re-establishment of lower layers;
� Removal of duplicate SDUs at re-establishment of lower layers for radio bearers mapped on

RLC AM;
� Ciphering and deciphering of user-plane data and control-plane data;
� Integrity protection and integrity verification of control-plane data;
� Timer-based discard;
� Duplicate discarding.

The PDCP uses the services provided by the RLC sub-layer. The PDCP is used for SRBs (Signaling
Radio Bearer carrying control-plane data) and DRBs (Data Radio Bearer carrying user-plane data)
mapped on Dedicated Control Channel (DCCH) and Dedicated Traffic Channel (DTCH) type of
logical channels. The PDCP is not used for other types of logical channels.

The ROHC protocol is utilized for header compression in 3GPP LTE. There are multiple header
compression algorithms, called profiles, defined for the ROHC protocol. Each profile is specific to the
particular network layer, transport layer or upper layer protocol combination, e.g., TCP/IP or RTP/
UDP/IP. The multiplexing of different flows (with or without header compression) over the ROHC
channels, as well as association of a specific IP flow with a specific context state during initialization
of the compression algorithm for that flow, are described in reference [25]. The implementation of
ROHC functionality and the supported header compression profiles are not specified in 3GPP LTE
specifications. In 3GPP LTE specifications, the support of the following ROHC profiles is described
in Table 5-1.

Table 5-1 Supported Header Compression Protocols and Profiles [21]

Profile Identifier Usage Reference

0 � 0000 No compression RFC 4995

0 � 0001 RTP/UDP/IP RFC 3095, RFC 4815

0 � 0002 UDP/IP RFC 3095, RFC 4815

0 � 0003 ESPi/IP RFC 3095, RFC 4815

0 � 0004 IP RFC 3843, RFC 4815

0 � 0006 TCP/IP RFC 4996

0 � 0101 RTP/UDP/IP RFC 5225

0 � 0102 UDP/IP RFC 5225

0 � 0103 ESP/IP RFC 5225

0 � 0104 IP RFC 5225

i Encapsulating Security Payload (ESP) is a key component of the IPsec protocol suite. The ESP protocol provides confi-
dentiality and integrity by encrypting data to be protected and placing the encrypted data in the data portion of the IP ESP.
Depending on the user’s security requirements, this mechanism may be used to encrypt either a transport-layer segment (e.g.,
TCP, UDP) or the entire IP datagram. Encapsulating the protected data is necessary to provide confidentiality for the entire
original datagram. ESP also supports encryption-only and authentication-only configurations, but using encryption without
authentication is not recommended because of insecurity. Unlike Authentication Header (AH), ESP does not protect the IP
packet header. However, in the Tunnel Mode, where the entire original IP packet is encapsulated with a new packet header
added, ESP protection is applied to the entire inner IP packet (including the inner header) while the outer header remains
unprotected. ESP operates directly on top of IP using IP protocol number 50 [24].
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PDCP entities associated with DRBs can be configured by upper layers to use header compression.
RFC 4995 has configuration parameters that are mandatory and that must be configured by upper
layers between compressor and decompressor peers. Those parameters define the ROHC channel. As
described earlier, the ROHC channel is a uni-directional channel, i.e., there is one channel for the
downlink and one for the uplink. Therefore, there is one set of parameters for each channel and the
same values are used for both channels belonging to the same PDCP.

The ciphering function includes both ciphering and deciphering and is performed in the PDCP
sub-layer. Note that, unlike IEEE 802.16m where the CS PDUs are not encrypted and the
encryption is performed on MAC PDUs, in 3GPP LTE the RLC SDUs are ciphered. For the control-
plane, the data unit that is ciphered is the data part of the PDCP PDU and the Message Authen-
tication Code for Integrity (MAC-I), i.e., a 32-bit field that carries message authentication code. For
the user-plane, the data unit that is ciphered is the data part of the PDCP PDU; ciphering is not
applicable to PDCP control PDUs. The ciphering algorithm and key to be used by the PDCP entity
are configured by upper layers, and the ciphering method is applied according to Security Archi-
tecture of 3GPP System Architecture Evolution [23]. The ciphering function is activated by upper
layers. After security activation, the ciphering function is applied to all PDCP PDUs indicated by
upper layers for the downlink and uplink transmissions. The parameters that are required by PDCP
for ciphering are defined in reference [23] and are input to the ciphering algorithm. The required
inputs to the ciphering function include the COUNT value and DIRECTION (direction of the
transmission).The parameters required by PDCP which are provided by upper layers are BEARER
(defined as the radio bearer identifier) and KEY (the ciphering keys for the control-plane and for the
user-plane) [21].

The integrity protection function includes both integrity protection and integrity verification, and is
performed in PDCP for PDCP entities associated with SRBs. The data unit that is integrity protected is
the PDU header and the data part of the PDU prior to ciphering. The integrity protection algorithm and
key to be used by the PDCP entity are configured by upper layers and the integrity protection method is
applied according to Security Architecture of 3GPP System Architecture Evolution [23]. The integrity
protection function is activated by upper layers. Following security activation, the integrity protection
function is applied to all PDUs including and subsequent to the PDU indicated by upper layers for the
downlink and uplink transmissions. As the RRC message which activates the integrity protection
function is itself integrity protected with the configuration included in that RRC message, the message
must be decoded by RRC before the integrity protection verification could be performed for the PDU
in which the message was received. The parameters that are required by PDCP for integrity protection
are defined in reference [23] and are input to the integrity protection algorithm. The required inputs to
the integrity protection function include the COUNT value and DIRECTION (direction of the trans-
mission). The parameters required by PDCP which are provided by upper layers are BEARER (defined
as the radio bearer identifier) and the KEY.

During transmission, the UE computes the value of the MAC-I field and, at reception, it verifies
the integrity of the PDCP PDU by calculating the X-MAC, i.e., Computed MAC-I, based on the
input parameters. If the calculated X-MAC corresponds to the received MAC-I, integrity protection
is verified successfully. When a PDCP entity receives a PDCP PDU that contains reserved or
invalid values, the PDCP entity discards the received PDU. The PDCP Data PDU is used to
transport PDCP SDU SN and user-plane data containing an uncompressed PDCP SDU, user-plane
data containing a compressed PDCP SDU, or control-plane data as well as MAC-I field for SRBs.
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The PDCP Control PDU is used to convey the PDCP status report identifying missing PDCP SDUs
following PDCP re-establishment and header compression control information, e.g., ROHC
feedback.
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The IEEE 802.16m Medium
Access Control Common
Part Sub-layer (Part I)

6
INTRODUCTION
This chapter describes the functional and operational aspects of IEEE 802.16m MAC Common Part
Sub-layer (MAC CPS) on the control-plane. As shown in Figure 6-1, the MAC CPS provides an
interface between the physical layer and higher protocol layers through PHY and MAC SAPs,
respectively. The MAC CPS functions are classified into Radio Resource Control and Management
(RRCM) and MAC functions. The soft classification of the MAC CPS into RRCM and MAC sub-
layer does not require any SAP between the two classes of functions. The RRCM functions fully
reside on the control-plane, whereas the MAC sub-layer functions reside on both control-plane and
data-plane. The RRCM includes several functional blocks that are related to radio resource and radio
access management and control, such as [5]:
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� Radio Resource Management (RRM);
� Mobility Management;
� Network-entry Management;
� Location Management;
� Idle Mode Management;
� Security Management;
� System Configuration Management;
� Enhanced-Multicast and Broadcast Service (E-MBS);
� Service Flow and Connection Management;
� Relay Functions;
� Self Organization;
� Multi-Carrier Operation.

The control-plane part of the MAC sub-layer includes functional blocks which are related to the
physical layer and link control such as:

� Physical Layer Control;
� Control Signaling;
� Sleep Mode Management;
� QoS;
� Scheduling and Resource Multiplexing;
� Multi-Radio Coexistence;
� Data Forwarding;
� Interference Management;
� Inter-BS Coordination.

The data-plane portion of the MAC sub-layer is responsible for the following functions:

� MAC SDU Fragmentation/Packing;
� ARQ;
� MAC PDU Formation.

To draw an analogy between IEEE 802.16m and 3GPP LTE Layer 2 protocols, one must note that the
Layer 2 functions of the latter include MAC and RLC sub-layers and the RRC sub-layer is
considered as Layer 3. The IEEE 802.16m RRCM functional group corresponds to RRC sub-layer
in 3GPP LTE, and IEEE 802.16m MAC sub-layer is analogous to a combination of 3GPP LTE
MAC and RLC sub-layers. The 3GPP RRC sub-layer will be described to enable the reader to
understand the similarities and differences of the two standards by making heuristic correspondences
between the two protocol sets.

The IEEE 802.16m MAC layer is connection-oriented. For the purpose of mapping services to
varying levels of QoS at mobile stations, all data communications are manifested in the form of
transport connections. Service flows may be provisioned when an MS enters into the system.
Following MS registration with the serving BS, transport connections are established and associated
with the service flows (one connection per service flow) to provide a reference for requesting band-
width. Furthermore, new transport connections may be established when a user’s service needs to
change. A transport connection defines both the mapping between peer convergence sub-layers that
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utilize the MAC and a service flow. The service flow defines the QoS parameters for the PDUs that are
exchanged on the connection.

The concept of service flow mapping to a transport connection is essential to the operation of the
MAC CPS protocols. Service flows provide a mechanism for UL and DL QoS management. In
particular, they are an integral part of the bandwidth allocation process. An MS requests UL bandwidth
per connection basis by implicitly identifying the service flow. The bandwidth is granted by the serving
BS to an MS as an aggregate of grants in response to per-connection requests from the MS. Transport
connections, once established, may require active maintenance with requirements which may vary
depending on the type of service.

In the following sections, the IEEE 802.16m MAC CPS functions are classified and described
according to their location on the control-plane using a systematic approach. Some of the service
control functions, such as E-MBS and location-based services, as well as some advanced features such
as multi-carrier operation, relay, self-organizing networks, and security aspects will be described in
separate chapters.

6.1 ADDRESSING
A 48-bit universal MAC address, as defined in IEEE 802 standard [3], uniquely defines mobile
terminals over the air interface. It is used during the legacy initial ranging process to establish the
appropriate connections for an MS. It is also used as part of the legacy authentication process by which
the BS and MS each verify the identity of each other.

In IEEE 802.16-2009 standard, connections are identified by a 16-bit Connection Identifier (CID).
In MS initialization, two pairs of management connections, basic connections (UL and DL) and
primary management connections (UL and DL), are established between the MS and the BS, and
a third pair of management connections (secondary management, DL and UL) may be optionally
established. The three pairs of management connections correspond to three different levels of QoS for
management messages between the MS and the serving BS. The basic connection is used by the BS
MAC and the MS MAC to exchange short, time-urgent MAC management messages. The primary
management connection is used by the BS MAC and the MS MAC to exchange longer, more delay-
tolerant MACmanagement messages. In addition, the secondary management connection may be used
by the BS and MS to transfer delay-tolerant, standards-based Dynamic Host Configuration Protocol
(DHCP), Trivial File Transfer Protocol (TFTP),i and Simple Network Management Protocol (SNMP)
messages. The messages carried on the secondary management connection may be packed and/or
fragmented. Use of the secondary management connection is required only for a managed MS [1]. The
CIDs for these connections are assigned in the RNG-RSP, REG-RSP, or MOB_BSHO-REQ/RSP for
pre-allocation in handover (HO) scenarios. When CID pre-allocation is used during HO, a primary
management CID may be derived based on basic CID without assignment in the messages. The
message exchanges provide three CID values. The same CID value is assigned to both members (UL
and DL) of each connection pair.

iTrivial File Transfer Protocol (TFTP) is a file transfer protocol with a very basic form of the File Transfer Protocol (FTP)
functionality that was first defined in 1980.
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An IEEE 802.16m MS and its active connections are identified with global and logical addresses
during operation in the network. The MS, RS, and BS are identified by the globally unique 48-bit IEEE
Extended Unique Identifier (EUI-48�)ii based on the 24-bit Organizationally Unique Identifier (OUI)
value administered by the IEEE Registration Authority [4]. There are three logical identifiers defined
to recognize an active user and its associated connections as follows:

� Station Identifier (STID): the serving BS assigns a 12-bit STID to the MS during network entry or
re-entry that uniquely identifies the MS within the coverage area of the serving BS. Each MS
registered in the network is assigned an STID. Some specific STIDs are reserved, e.g., for
broadcast and multicast and ranging.

� Temporary Station ID (TSTID): this logical identifier is used to protect the mapping between the
STID and the MS MAC Address. A TSTID is assigned during the initial ranging process. During
registration procedure, the BS assigns and transfers an STID to the MS using an encrypted
registration response message. The serving BS discards the TSTID when the MS successfully
completes the authentication procedures.

� Flow Identifier (FID): each MS connection is assigned a 4-bit FID that uniquely identifies the
connections with the MS. The FIDs identify control and transport connections. The downlink and
uplink transport FID values are chosen from 0b0011 to 0b1111 range. An FID that has been assigned
to one DL/UL transport connection cannot be assigned to another DL/UL transport connection
belonging to the same MS; therefore, the assigned FIDs in the downlink (or uplink) are unique for
a particular terminal. However, an FID that has been used for a DL transport connection can be
assigned to another UL transport connection associated with the same MS. Some specific FIDs
may be pre-assigned. An FID value of 0b0000 designates a control FID (unicast control FID when
PDU is allocated by unicast assignment A-MAP IE or broadcast control FID when PDU is allocated
by broadcast assignment A-MAP IE). An FID value of 0b0001 indicates a MAC signaling header.

� Deregistration Identifier (DID): the DID uniquely identifies an idle-mode MS for paging purposes.
� Context Retention Identifier (CRID): if Deregistration with Content Retention (DCR) mode is

enabled, the network assigns a 72-bit CRID to each MS during network entry or on handover to
an IEEE 802.16m BS in a mixed-mode operation. The MS is identified by the CRID in
coverage loss recovery and DCR mode, where the CRID allows the network to retrieve the MS
context. The network may assign the MS a new CRID if necessary.

� E-MBS Identifier: a 12-bit value that is used along with a 4-bit FID to uniquely identify a specific
E-MBS flow in an E-MBS zone.

In order to protect the mapping between the STID and the MS MAC address, two types of STIDs are
assigned to an MS during network entry: a temporary STID and a permanent STID. A TSTID is
assigned during the initial ranging process and is used until the permanent STID is prescribed. The
permanent STID is assigned during the registration with the BS and after successful authentication

iiThe IEEE defined 48-bit extended unique identifier (EUI-48�) is a concatenation of either a 24-bit Organizationally
Unique Identifier (OUI) value administered by the IEEE Registration Authority and a 24-bit extension identifier assigned
by the organization with that OUI assignment, or the concatenation of a 36-bit Individual Address Block (IAB) identifier or
36-bit Organizationally Unique Identifier (OUI-36), and a 12-bit extension identifier assigned by the organization with that
IAB assignment. The IEEE administers the assignment of 24-bit OUI values and 36-bit OUI-36 or IAB identifiers. The
assignments of these values are public, so that a user of an EUI-48 value can identify the manufacturer that provided the
value. See http://standards.ieee.org/regauth/oui/tutorials/EUI48.html for more details.
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process and is encrypted during transmission. The TSTID is released after the STID is assigned. The
STID stays valid during the entire session.

6.2 MAC PDU HEADERS

6.2.1 Legacy Generic MAC Header

Each MAC PDU in IEEE 802.16-2009 standard consists of a MAC header followed by a payload (also
called SDU) and an optional Cyclic Redundancy Check (CRC). The CRC consists of four octets, is
based on IEEE 802.3, and is calculated on the entire MAC PDU including the header. The size of MAC
header (six octets) is considered a significant overhead for certain applications such as VoIP and
interactive gaming, which consist of frequent bursts of small payloads. As an example, the size of
Real-time Transport Protocol (RTP) payloads corresponding to VoIP application, depending on the
type of the voice codec is typically less than 40 octets; therefore, each VoIP packet encapsulated in
a MAC PDU would have more than 25% overhead (typically 50% with smaller packets, e.g., 20 octets
for ITU-T G.729) overhead due to the size of the MAC header and the trailing CRC. Most of the fields
in the legacy MAC header are not usually used in VoIP and interactive gaming.

The structure of a legacy MAC PDU is illustrated in Figure 6-2. Each PDU begins with a fixed-
length MAC header that may be followed by a payload. If the payload is present, it may consist of zero
or more sub-headers and zero or more MAC SDUs and/or fragments of MAC SDUs. The payload
information may vary in length; therefore, the MAC PDU may have variable size. This allows the
MAC to tunnel various higher layer traffic types without knowledge of the formats or bit patterns of
those messages. All reserved fields are set to zero on transmission and ignored on reception. The
generic MAC header is used with all MAC SDUs and MAC management messages.

The information fields of the generic MAC header are as follows:

� Header Type (HT) is an indicator of whether the MAC PDU contains any payload. If set to 1, the
MAC PDU does not contain any payload and the MAC header is a signaling header.

� CRC Indicator (CI) shows whether a CRC is suffixed to the MAC PDU.
� Encryption Control (EC) indicates if the payload is encrypted. The header is never encrypted.

H
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E
C

MSB of Length
(3 Bits)

LSB of Length
(8 bits)

MSB of CID
(8 Bits)

LSB of CID
(8 Bits)

Header Checksum Sequence
(8 Bits)

Type
(6 Bits)

E
S
F

CI EKS

MAC Header Payload CRC

FIGURE 6-2

Structure of the legacy generic MAC header [1]
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� Encryption Key Sequence (EKS) is the index of the traffic encryption key and initialization vector
used to encrypt the payload. This field is only meaningful if the EC field is set to 1.

� Extended Sub-header Field (ESF) indicates whether the extended sub-header is present. If set to 1,
the extended sub-header is present and follows the generic MAC header immediately. The ESF is
applicable to downlink and in uplink.

� Header Checksum Sequence (HCS) is an 8-bit field that is used to detect errors in the header. The
transmitter calculates the HCS value for the first five bytes of the MAC header and inserts the
result into the HCS field. The HCS is the remainder of the modulo-2 division by the generator
polynomial g(D) ¼ D8 þ D2 þ D þ 1 of the polynomial D8 multiplied by the content of the
header excluding the HCS field.

The ESF bit in the generic legacy MAC header is an indication of the presence of extended sub-
headers. Using this field, a number of additional sub-headers can be used within a MAC PDU. The
extended sub-header always appears immediately after the generic MAC header and before all other
sub-headers. Unlike other sub-headers, extended sub-headers are not considered part of the MAC PDU
payload and are not encrypted. When an IEEE 802.16-2009 standard entity transmits a MAC PDU
without a payload, it sets the EC bit in the generic MAC header to 0, even if the connection on which it
transmits the MAC PDU is associated with data encryption. When an entity receives a MAC PDU that
does not contain a payload, it processes the MAC PDU, if the EC bit is set to 0; otherwise, it should
discard this MAC PDU.

Five types of MAC sub-headers may be present in a legacy MAC PDU in conjunction with the
generic MAC header; four per-PDU sub-header types and one per-SDU sub-header type [1]. The per-
PDU sub-headers, i.e., extended sub-headers, Fragmentation Sub-Header (FSH), Fast-Feedback
Allocation Sub-Header (FFSH), and Grant Management Sub-Header (GMSH) may be inserted in the
MAC PDUs immediately following the generic MAC header. If both the FSH and GMSH are present,
the GMSH takes precedence. In the DL, the FFSH always appears as the last per-PDU sub-header. The
ESF bit in the generic MAC header indicates that one or more extended sub-headers are present in the
PDU. The extended sub-headers always appear immediately after the generic MAC header and before
all other sub-headers. The extended sub-headers are not encrypted. The only per-SDU sub-header is
the Packing Sub-Header (PSH). It may be inserted before each MAC SDU, if indicated by the Type
field. The PSH and FSH are mutually exclusive and cannot present within the same MAC PDU. When
present, per-PDU sub-headers always precede the first per-SDU sub-header.

The GMSH is 2 bytes in length and is used by the MS to convey bandwidth management requests to
the serving BS. This sub-header is encoded differently based on the type of UL scheduling service for
the connection as given by the CID. The support of GMSH at both BS and MS is optional. When
packing is used, the MAC may pack multiple SDUs into a single MAC PDU. When packing variable-
length MAC SDUs, the MAC prefixes each one with a PSH. If the ARQ feedback payload bit in the
MAC Type field is set, the ARQ feedback payload is transported. If packing is used, it is transported as
the first packed payload. Note that this bit does not address the ARQ feedback payload contained
inside an ARQ feedback message.

6.2.2 IEEE 802.16m MAC Headers

To mitigate the excessive overhead of the legacy MAC header for small payload applications, IEEE
802.16m has specified new MAC headers. The structure of an IEEE 802.16m MAC PDU is shown in
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Figure 6-3. EachMACPDUconsists of aMACheader and is optionally followedbyone ormore extended
headers. TheMAC PDU contains a variable-sized payload. Multiple MAC SDUs and/or SDU fragments
from different unicast connections corresponding to the same MS can be multiplexed into a single MAC
PDU. The multiplexed unicast connections are associated with the same security association.

The IEEE 802.16m specifies three types of MAC headers: (1) Advanced Generic MAC Header
(AGMH) that is used for MAC PDUs containing either MAC management messages or user payload;
(2) Short-Packet MAC Header (SPMH) that is utilized in conjunction with persistent or group allo-
cations; and (3) Signaling MAC header. The MAC header formats are mutually exclusive and are not
used simultaneously for the same connection. It must be noted that the Advanced Generic MAC header
is different from that specified in the IEEE 802.16-2009 standard [1]. The Generic MAC Header
(GMH) specified by the latter consists of 6 bytes that was used for all MAC PDUs containing MAC
management messages or user data. While the overhead resulting from the MAC header was negligible
for large user payloads, it could become a considerable overhead for the small payload applications
such as VoIP and interactive gaming. It was further observed that the GMH specified by the IEEE
802.16-2009 standard contains many information fields that are not typically used. To mitigate this
problem, the generic MAC header was restructured and redundant fields were removed to improve
efficiency. The AGMH MAC header format is shown in Figure 6-4.

In Figure 6-4, different header fields are defined as follows:

� Flow Identifier (Flow ID or FID): this field indicates the service flow that is addressed.
� Extended Header (EH) Presence Indicator: when set to 1, this field indicates that an Extended

Header is present following this AGMH.
� Length (11 bits): length of the MAC PDU in number of bytes including the AGMH and extended

header (if present).

The short-packet MAC header is used for connections with persistent and group allocation (small
payload applications). The structure of the short-packet MAC header is illustrated in Figure 6-5.
The EH field denotes that the Extended Header when set to 1 indicates that an extended header will
follow this header. The Length field indicates the total size of the MAC PDU in bytes including the
short-packet MAC header and the extended header (if any). The Sequence Number denotes the MAC

MAC Header Extended MAC 
Header (optional) Payload (Variable Size)

FIGURE 6-3

Structure of a MAC PDU [2]

Length (3 bits)Flow ID (4 bits)

Length (8 bits)

Extended 
Header 
(1 bit)

FIGURE 6-4

IEEE 802.16m advanced generic MAC header structure [2]
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PDU sequence number. The SPMH is identified by the specific FID that is provisioned statically or
created dynamically using AAI_DSA-REQ/RSP messages.

The AGMH and SPMH header can be extended to include additional information fields depending
on the use case and MAC PDU contents. The use of extended header is indicated by the EH flag in the
MAC header. The extended header structure is illustrated in Figure 6-6. The description of the
extended header fields is as follows:

Length (3 bits)Flow ID (4 bits)

Length (4 bits)

Extended
Header 
(1 bit)

Sequence Number (4 bits)

FIGURE 6-5

Structure of the short-packet MAC header [2]

Extended Header Type 1 (4 bits) Extended Header Content 1
(Variable Length)

Extended Header Type 2 (4 bits) Extended Header Content 2
(Variable Length)

Extended H
eader G

roup Length

Extended Header Content 1
(Variable Length)

Extended Header Content 2
(Variable Length)

Extended Header Type N (4 bits) Extended Header Content N
(Variable Length)

Extended Header Content N
(Variable Length)

MAC PDU Length Extension
(3 bits)

EH
Length
(1 bit)

Extended Header Group Length (4 bits)

FIGURE 6-6

Structure of an extended header group [2]
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� MAC PDU length extension (3 bits): These bits are appended as the most significant bits to the
11-bit Length field in AGMH to create a 14-bit Length field.

� Extended header Group Length (4/12 bits): the extended header group length field indicates the
total length in bytes of the extended header group as shown in Figure 6-6.

� Extended Header Type (4 bits): this field indicates the type of extended header. There are some
predefined types such as MAC SDU fragmentation or packing, MAC control, multiplexing,
message acknowledgement, piggyback bandwidth request, MAC PDU length extension, ARQ
feedback, and ARQ feedback polling extended headers.

� Type-specific header contents (variable): a type-specific and variable-sized field that will be
elaborated on in the remaining parts of this section. An example is provided in Figure 6-7.

Table 6-1 provides a complete list of extended header types, their descriptions, use cases, and
important parameters. Note that the extended header group is never encrypted.

MEH
Connection 

Payload
Flow ID=x

Connection 
Payload

Flow ID=y
AGMH Extended 

Header(s)

FEH/PEH/
RFPEH and 

MCEH (flow x)

FEH/PEH/
RFPEH and 

MCEH (flow y)

Connection 
PayloadAGMH Extended 

Header(s)
FEH/PEH/

RFPEH/MCEH

MAC PDU with Single Connection Payload

MAC PDU with Multiple Connections Payload

EH
(1)FlowID(4) = x

Length(8)

Length (3)

FID (4 bits), LI (1 bit), Length (11 or 14 bits), Reserved (1 bit)

Type (4 bits) NI_FI 
(4 bits)

EH Indicator Bitmap (Variable)

FID (4 bits), LI (1 bit), Length (11 or 14 bits), Reserved (1 bit)

FIGURE 6-7

Example usage of FEH/PEH/RFPEH/MCEH and MEH in MAC PDU [2]
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Table 6-1 Extended Header Types and Associated Parameters in IEEE 802.16m [2]

Extended Header
Type Description Usage Parameters

MAC SDU
Fragmentation
Extended Header
(FEH)

The FEH is included in the MAC
PDU with SPMH/AGMH headers, if
the payload in the MAC PDU
contains only a fragment of the MAC
SDU. The FEH is also included in the
MAC PDUs with AGMH header, if
the payload in the MAC PDU
contains a non-fragmented MAC
SDU which requires a sequence
number.

Fragmentation of
large MAC SDUs

Fragmentation Control (FC) is a 2-bit field that
describes the relationship of the MAC PDU and the
MAC SDU in terms of fragmentation (see Table 6-2)
Sequence Number (SN) is maintained per
connection. For non ARQ connection, SN
represents the MAC PDU Payload Sequence
Number and the SN value increments by one
(modulo 1024) for each MAC PDU. For ARQ
connection, SN represents the ARQ block
sequence number.

MAC SDU Packing
Extended Header
(PEH)

The PEH is included in the MAC
PDUs with AGMH header, if the
MAC SDUs, or MAC SDU
fragments, or both are packed in the
payload in the MAC PDU.

Packing of small
MAC SDUs

FC and SN parameters are similar to the previous
row.
The 11-bit length field indicates the length of MAC
SDU or MAC SDU fragment in the payload. If a MAC
PDU payload consists of N MAC SDU/MAC SDU
fragments, N � 1 length-fields are present to
identify the length of MAC SDU/MAC SDU
fragments 1 to N � 1.

MAC Control
Extended Header
(MCEH)

The MCEH is used on control
connections. When message
fragments associated with two
different control messages are sent,
the transmitter assigns different
Control Connection Channel IDs
(CCC IDs) to the MCEH of each
MAC PDU.

Transmission and
fragmentation of
control messages

Encryption Control (EC) indicates whether the
payload is encrypted (1 bit)
Control Connection Channel ID (CCC ID) Channel ID
to identify separate fragmentation/reassembly state
machines (1 bit)
Polling bit indicates whether acknowledgement is
required.
Fragmentation control bits (see Table 6-2)
Sequence Number (6 bits) indicates the payload
sequence number and is maintained per CCC ID.
The SN value increments by one (modulo 64)
sequentially.
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Multiplexing
Extended Header
(MEH)

The MEH is used when data from
multiple connections associated
with the same security association is
present in the payload contained in
the MAC PDU. The AGMH header
carries the FID corresponding to the
payload of the first connection. The
MEH carries the FIDs corresponding
to remaining connections.

Multiplexing of
different
connections on the
same MAC PDU

Number of Flow Information (N_FI) (4-bits) present in
the MEH, If n connections are multiplexed, n-1 FIDs
and lengths are present. (i.e., N_FI is set to n � 1).
Flow Identifier (4 bits) The ith FID indicates the flow
identifier of the (i þ 1)th connection.
Length Indicator (LI) indicates whether size of the
payload is 11 bits or 14 bits
Length of the connection payload (The ith length
field indicates the length of the payload of the (i þ 1)
th connection.
EH_indicator bitmap (variable size) A bit in the
EH_indicator bitmap indicates the presence or
absence of FEH/PEH/RFPEH/MCEH in the EH
group corresponding to a connection payload. For
a connection payload only one extended header
from FEH, PEH, RFPEH, and MCEH are present.
The FEH/PEH/RFPEH/MCEH for the connection
payloads (if present) appear after the MEH in the
same order as that of connection payloads.

MAC Control ACK
Extended Header
(MAEH)

This header may be used by BS and
MS to indicate the reception of
a specific MAC control message or
BR without STID header. When
a BS or an MS receives a MAC
control message or MAC control
message fragment with the Polling
bit set to 1 in the MCEH, the BS or
MS sends an MAEH or AAI_MSG-
ACK message as an acknow-
ledgement after receiving the
complete message with the SN of
the MAC control message PDU or
the SN of the last received fragment,
if fragmented.

Acknowledgement
of MAC control
message

MAEH sub-type (1 bit) indicates reception of
a control message
ACK_SN (6 bits) indicates that SN is retrieved from
the MCEH of the MAC PDU with the Polling bit set
to 1.
Control Connection Channel ID (CCC ID) of the
MAC control message that is received.

Piggyback
Bandwidth Request
Extended Header
(PBREH)

PBREH is used when an MS uses
a piggyback bandwidth request for
one or more service flows.

Piggyback
bandwidth request

Num_of_PBR (4 bits) is the number of piggyback
bandwidth requests.
FID (4 bits) is the flow identifier.
Request type (1 bit) indicates aggregate or
incremental nature of the request.
BR size (19 bits) indicates the amount of requested
bandwidth.

(Continued)
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Table 6-1 Extended Header Types and Associated Parameters in IEEE 802.16m [2] Continued

Extended Header
Type Description Usage Parameters

MAC PDU length
extended header
(MLEH)

The MAC PDU length extended
header is added to the MAC PDU
when the MAC PDU length is larger
than 2047 bytes. The MLEH would
be the first extended header in the
MAC PDU.

Extension of the size
of MAC PDUs for
large PDUs.

The length field in MLEH provides the three most
significant bits of the extended length of the MAC
PDU. The length field in AGMH is the 11 least
significant bits of extended length of MAC PDU.

ARQ Feedback
Extended Header
(AFEH)

This header is used by an ARQ
receiver to signal positive or
negative acknowledgement.

ARQ feedback ARQ feedback information elements.

Rearrangement
Fragmentation and
Packing Extended
Header (RFPEH)

The RFPEH is used for ARQ
enabled transport connections and
is included in MAC PDU with
AGMH, if the MAC PDU payload
contains an ARQ sub-block which is
constructed from SDU(s) or SDU
fragment(s) or both are packed.

ARQ feedback for
fragmented/packed
MAC PDUs

FC (2 bits) fragmentation control bits (see Table 6-2).
SN (10 bits) is maintained per connection and
represents the ARQ block sequence number. The
SN value increments by one (modulo 1024) for each
MAC PDU.
SSN (11 bits) is the SUB-SN of the first ARQ sub-
block.
LSI (1 bit) is the last ARQ sub-block indicator,
indicating the last ARQ sub-block from the single
ARQ block is not included in this MAC PDU or the
last ARQ sub-block from the single ARQ block is
included in this MAC PDU.
PI (1 bit) is the Packing Indicator, indicating packing
information is not present in the RFPEH or packing
information is present in RFPEH.
Length (11 bits) is the length of MAC SDU or MAC
SDU fragment in a MAC PDU. If a MAC PDU
consists of NMAC SDU/MAC SDU fragments, N� 1
length fields are present to indicate the length of
MAC SDU/ MAC SDU fragments 1 to N � 1.

ARQ Feedback
Polling Extended
Header (APEH)

This header is used by an ARQ
transmitter to poll ARQ feedback.

ARQ feedback Reference FID for ARQ feedback polling
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The Fragmentation Control (FC) bits are defined in Table 6-2. An example usage of FEH/PEH/
RFPEH/MCEH and MEH extended headers in a MAC PDU is illustrated in Figure 6-7.

6.3 MAC SIGNALING HEADERS

6.3.1 Legacy MAC Signaling Headers

MAC signaling headers are different types of headers that are used in MAC PDUs with no payload.
They are sent as standalone or concatenated with other MAC PDUs. The IEEE 802.16-2009 standard
specifies two types of signaling headers. This MAC header format is applicable to the uplink direction.
The MAC header is not followed by any MAC PDU payload and CRC. The structure of Type I legacy
MAC signaling headers are shown in Figure 6-8, with the description of their specific fields given in
Table 6-3.

The type II MAC signaling header is also UL-specific. There is no payload following the MAC
signaling header. The structure of MAC signaling header type II is illustrated in Figure 6-9. The
feedback header is sent by a legacy MS either as a response to a Feedback Polling IE or as an
unsolicited feedback. When sent as a response to a Feedback Polling IE, the legacy MS sends
a feedback header using the assigned resource indicated in the Feedback Polling IE. When sent as
unsolicited feedback, the legacy MS can either send the feedback header on currently allocated UL
resource or request additional UL resource by sending an indication flag on the fast-feedback channel
or the enhanced fast-feedback channel, or by sending a bandwidth request ranging code [1]. The
feedback header with and without the CID field are illustrated in Figure 6-9. The feedback header with
the CID field is used when the UL resource used to send the feedback header is requested through
bandwidth request ranging; otherwise it is without the CID field. In Figure 6-10, the CID Inclusion

Table 6-2 Fragmentation Control Information [2]

FC Description Usage

00 The first byte of data in the MAC PDU is the
first byte of a MAC SDU. The last byte of data
in the MAC PDU payload is the last byte of
a MAC SDU.

One or multiple MAC SDUs are packed in
a MAC PDU.

01 The first byte of data in the MAC PDU is the
first byte of a MAC SDU. The last byte of data
in the MAC PDU is not the last byte of a MAC
SDU.

A MAC PDU with only the first fragment of
a MAC SDU or a MAC PDU with one or more
non-fragmented MAC SDUs followed by the first
fragment of the subsequent MAC SDU.

10 The first byte of data in the MAC PDU is not the
first byte of a MAC SDU. The last byte of data
in the MAC PDU is the last byte of a MAC SDU.

A MAC PDU with only the last fragment of
a MAC SDU or MAC PDU with the last fragment
of a MAC SDU followed by one or more non-
fragmented subsequent MAC SDUs.

11 The first byte of data in the MAC PDU is not the
first byte of a MAC SDU. The last byte of data
in the MAC PDU is not the last byte of a MAC
SDU.

A MAC PDU with only the middle fragment of
a MAC SDU or a MAC PDU with the last
fragment of a MAC SDU followed by zero or
more non-fragmented MAC SDUs followed by
the first fragment of the subsequent MAC SDU.
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Bandwidth Request and Uplink Sleep Control Report

ARQ Block Serial Number (BSN) or MAC SDU Serial Number (SN)

Channel Quality Indicator Channel (CQICH) Allocation Request

FIGURE 6-8

Legacy Type I MAC signaling header structures [1]
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Indication is set to 1 for a feedback header with the CID field, and is set to 0 for a feedback header
without the CID field. The feedback type in Figure 6-9 is used as shown in Table 6-4.

The MIMO channel feedback header is used for MS to provide DL MIMO channel quality
feedback to the BS. The MIMO channel feedback header can be used to provide a single or composite
channel feedback.

6.3.2 IEEE 802.16m Signaling Headers

The MAC signaling header carries no payload and can be sent standalone or concatenated with other
MAC PDUs in the downlink or uplink. If the MS uses an anonymously assigned uplink resource to
send the signaling header, the MS is required to include the STID in the content field of the signaling
header. The reserved value of Flow ID used for the MAC signaling header is 0b0001.

The structure of a MAC signaling header is shown in Figure 6-10. The Flow ID in the figure
denotes the signaling header and the Type field identifies the type of signaling header. There are
different types of signaling headers specified by IEEE 802.16m standard, as shown in Table 6-5. The
use case, as well as important parameters of each signaling header type, are described in Table 6-5.

Table 6-3 Type Field Encodings for Legacy MAC Signaling Header Type I [1]

Type MAC Header Type (HT) Description of the Fields

0b000 Incremental Bandwidth Request (BR) The amount of requested resources by the MS in the
number of bytes associated with the CID.

0b001 Aggregate Bandwidth Request The amount of requested resources by the MS in the
number of bytes associated with the CID.

0b010 Physical Channel Report UL maximum transmit power headroom in dB for the
burst that carries this header ranges from 0 to 63 in 1
dB steps. The reported value represents the difference
between the maximum output power and the
maximum power transmitted during the burst, index of
the Downlink Interval Usage Code (DIUC) preferred by
the MS, as well as UL transmit power level in dBm for
this burst.

0b011 Bandwidth Request with Uplink
Transmit Power Report

The amount of requested resources by the MS in the
number of bytes associated with the CID and uplink
power level in dBm for the burst that carries this header.

0b100 Bandwidth Request and Carrier to
Interference plus Noise (CINR) Report

The amount of requested resources by the MS in the
number of bytes associated with the CID. The CINR is
a single value from �16.0 dB to 47.5 dB in units of 0.5
dB measured by the MS in the DL. The Downlink
Channel Descriptor (DCD) change indicator is set to 1 if
the DCD change count stored at the MS is not equal to
that in the received DL-MAP message.

0b101 Bandwidth Request and Uplink Sleep
Control Report

Power saving class identifier.

0b110 ARQ Block Serial Number (BSN) or
MAC SDU Serial Number (SN)

The ARQ BSN or MAC SDU SN for the service flow
addressed in this header.

0b111 Channel Quality Indicator Channel
(CQICH) Allocation Request

The MS-preferred CQICH allocation period in units of
frames.
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6.4 MOBILITY MANAGEMENT AND HANDOVER

6.4.1 Handover Mechanisms

The IEEE 802.16-2009 standard defines three basic mechanisms for handover [6,7,9,10]:

1. Hard Handover (HHO): a process that is based on Received Signal Strength Indicator (RSSI)
measurements conducted on the preamble. The MS continuously measures the RSSI of the
serving BS and reports the values periodically to the serving BS. When the MS notices that the
RSSI is below a certain threshold, it starts scanning procedure by sending a MOB_SCN-REQ
message to the serving BS. The serving BS replies by sending a MOB_SCN-RSP message that
contains, among other parameters, the scanning time interval. During the scanning period, the
MS measures the RSSI for all the neighbor base stations. The neighbor base stations are
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FIGURE 6-9

Legacy Type II feedback MAC signaling headers [1]
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Signaling Header Content (Size < 36 bits)

FIGURE 6-10

MAC signaling header structure [2]

Table 6-4 Feedback Type and Feedback Content in Legacy MAC Signaling Header Type II [1]

Type Feedback Content

0b0000 MIMO and CQI feedback

0b0001 DL average CINR of the serving or anchor BS

0b0010 MIMO coefficient feedback for up to four antennas

0b0011 Preferred DL channel DIUC feedback

0b0100 PHY channel feedback

0b0101 CQIs of up to three AMC bands

0b0111 The recommended number of frames for which the short-term precoding feedback can be used

0b1000 Multiple types of feedback

0b1001 Long-term precoding feedback

0b1010 Combined DL average CINR of all active BSs within the diversity set

0b1011 MIMO mode channel condition feedback

0b1100 CINR Feedback

0b1101 Closed-loop MIMO feedback type as follows:

0b00: Antenna grouping (Antenna grouping index)
0b01: Antenna selection (Antenna selection option index for 3 or 4 transmit antennas)
0b10: Codebook (Codebook index)
0b11: Indication of transition from closed-loop MIMO to open-loop MIMO

The 2 bit differential CQI denotes þ2, þ1, �1, �2 dB. The number of best bands is up to three.

A BS may send the Feedback_Polling_IE to request feedback header type (0b1101) without
requesting feedback type (0b0110) to trigger the closed-loop MIMO operation with localized
allocations. In this case, the MS over rides the feedback type (0b1101) with (0b0110) for the first
report and may override the type (0b1101) whenever necessary. The BS may use the previously
reported Precoder Matrix Indices (PMIs) and differential CQIs when the MS overrides the feedback
type to (0b0110).
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advertised periodically by the serving BS through the broadcast MOB_NBR-ADV message.
During the scanning period, user data is not exchanged between the MS and the serving BS;
instead the MS receives the preambles from each neighbor BS and calculates the RSSI. An
optional procedure called association can be used to help the handover process. The association
enables the MS to acquire and record ranging parameters and service availability information
during scanning. Three association levels are defined in the standard as follows [1]:
a. In association level 0, the MS completes ranging during the scanning period with randomly

chosen ranging Code Division Multiple Access (CDMA) code.iii

MS Serving BS Target BS (No 1) Target BS (No 2)

MOB_NBR-ADV

MOB_SCN-REQ

MOB_SCN-RSP

Scan BS No 2

MOB_SCN-REP

MOB_MSHO-REQ

MOB_BSHO-RSP

MOB_MSHO-IND

Network Re-entry with BS No 2

Scanning Interval
(No Data Traffic)

CDMA Code

Anonymous RNG-RSP

RNG-REQ

RNG-RSP

FIGURE 6-11

MS initiated hard handover call flow with association level 0 [1,9]

iiiA unique code from an initial ranging code set that is assigned to the MS and used for dedicated ranging [1].
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Table 6-5 IEEE 802.16m Signaling Header Types, their Usage, and Parameters [2]

MAC
Signaling
Header Type Description Usage Parameters

Bandwidth
Request with
STID

This header is transmitted when the MS
requests bandwidth through a non-
dedicated uplink resource. In this case,
the MS transmits this signaling header
and includes its STID over the non-
dedicated uplink resource.

Bandwidth Request FID (4 bits) is the flow identifier whose value is set to
0b0001.
Type (5 bits) indicates the MAC signaling header
type.
Length (3 bits) denotes the length of the signaling
header in bytes.
BR Size (19 bits) is the aggregated bandwidth
request size in bytes.
BR FID (4 bits) is the FID for which uplink bandwidth
is requested.
STID (12 bits) is the STID of the MS which requests
the bandwidth.

Bandwidth
Request
without STID

This header is used when the MS
requests bandwidth (incrementally or
aggregately) through its dedicated
uplink resource.

Bandwidth Request FID (4 bits) which is set to 0b0001.
Type (5 bits) denotes the MAC signaling header
type.
Length (3 bits) indicates the length of the signaling
header in bytes.
BR Type (1 bit) indicates whether the requested
bandwidth is incremental or aggregate.
BR Size (19 bits) is the size of the requested
bandwidth in bytes.
BR FID (4 bits) is the FID for which uplink bandwidth
is requested.

Service
Specific
Scheduling
Control

This header is sent either by the MS
through a dedicated uplink resource or
by the BS, which needs to change or
acknowledge the scheduling
parameters of its service flow. If the
service-specific scheduling control
header is sent by the MS, bandwidth
request type is included to indicate the
incremental or aggregated nature of the
request. It may further indicate

Change or
acknowledge the
scheduling or QoS
parameters

FID (4 bits) and is set to 0b0001.
Type (5 bits) is the MAC signaling header type.
Length (3 bits) indicates the length of the signaling
header in bytes.
BR Type (1 bit) indicates whether the requested
bandwidth is incremental or aggregated.
BR Size (19 bits) is the bandwidth request size in
bytes.
BR FID (4 bits) is the FID of service flow for which
uplink bandwidth is requested.
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Table 6-5 IEEE 802.16m Signaling Header Types, their Usage, and Parameters [2] Continued

MAC
Signaling
Header Type Description Usage Parameters

adaptation request when it is sent for an
adaptive grant polling service flow. The
BS may acknowledge or modify the
QoS parameters for adaptive grant
polling service flow by sending the
service-specific scheduling control
header in the downlink, which indicates
adaptation response.
If the Sleep Cycle Identifier (SCID)
change indicator is set to 1, the BS
sends an acknowledgement to confirm
the change of sleep mode configuration.
If the BS accepts the change of sleep
mode configuration, the BS sends an
MAEH extended header as
acknowledgement. The BS may modify
the terminal’s sleep cycle setting. In this
case, the BS replies with a sleep control
header including a different SCID to the
MS.

QoS parameter change indicator (1 bit) indicates
whether there is a change in QoS parameters.
SCID change indicator (1 bit).
Grant Polling Interval (GPI) (6 bits) indicates new
GPI (in number of frames) to use for future
allocations.
Minimum grant delay (6 bits) indicates minimum
delay (in number of frames) of the requested grant.

Sleep Control This header is used to carry control
signaling related to sleep operation
by a BS or an MS. In the case where
this header is used to respond to a
previously used sleep control header,
the MS or the BS are required to set the
response indication flag to 1 and to use
the same sub-type as the previously
received sleep control header. If the BS-
initiated request and an MS-initiated
request occur concurrently, the BS-
initiated request takes precedence over
the MS-initiated request.

Configuration of
sleep mode
operation
parameters

FID (4 bits) is flow identifier and is set to 0b0001.
Type (5 bits) denotes the MAC signaling header
type.
Length (3 bits) indicates the length of the signaling
header in bytes.
Sleep Control Header Sub-type (3 bits):
0b000 ¼ Listening Window control;
0b001 ¼ Resume Sleep Cycle Indication;
0b010 ¼ Sleep cycle configuration switch;
0b011 ¼ Sleep Cycle control;
0b100 ¼ Multi-Carrier Listening Window control.
Response Indication flag (1 bit).
Listening Window End or Extension flag (1 bit).
Last frame of Extended Listening
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Window (7 bits) indicates the frame that extended
listening window is terminated.
Scheduled Sleep Cycle Interruption flag (1 bit).
Start Frame Offset for Scheduled.
Sleep Cycle Interruption (7 bits) denotes the
number of frames in the future from the frame
containing this header in which the scheduled sleep
cycle interruption will occur.
SCID (4 bits) corresponding to the new sleep cycle
setting.
Start Frame Offset for new sleep cycle
configuration (3 bits) are the least significant bits of
the frame number in which sleep cycle setting is to
be applied.
Next Sleep Cycle Flag (NSCF) (2 bits).
New Initial Sleep Cycle (6 bits) is used when the
current sleep cycle is reset, if this value is included,
the current sleep cycle is replaced by this value.
Target Carrier Index Bitmap (4 bits) If the nth bit is
set, it indicates that downlink data transmission on
the secondary carrier whose logical carrier index is
equal to (n þ 1).

MS Battery
Level Report

This header is used to inform the BS of
the terminal’s battery level. The battery
level is defined as the amount of energy
remaining in the battery as a percentage
of full energy level.

Terminal’s battery
level reporting

FID (4 bits) is flow identifier and is set to 0b0001.
Type (5 bits) denotes the MAC signaling header
type.
Length (3 bits) indicates the length of the signaling
header in bytes.
MS Battery Status (1 bit) indicates whether the MS
is plugged into a power source.
Battery Level Indication (1 bit) indicates whether the
detailed battery level report is included.
MS Battery Level (3 bits):
0b000: 75% < Battery Level <100%;
0b001: 50% < Battery Level <75%;
0b010: 25% < Battery Level <5%;
0b011: 5% < Battery Level <25%;
0b100: Battery level <5%.

FID (4 bits) is flow identifier and is set to 0b0001.
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Table 6-5 IEEE 802.16m Signaling Header Types, their Usage, and Parameters [2] Continued

MAC
Signaling
Header Type Description Usage Parameters

Uplink Power
Status Report

This header is used to inform the BS of
the MS uplink power control status.

Uplink power
control status
reports

Type (5 bits) denotes the MAC signaling header
type.
Length (3 bits) indicates the length of the signaling
header in bytes.
Power Control Parameter Update Indicator (1 bit)
indicates whether the MS has updated its power
control parameters based on AAI_SCD.
Change Configuration Change (4 bits).
txPowerPsdBase (8 bits): The txPowerPsdBase
(PSD(base)) parameter is encoded using 8 bits in
0.5 dBm steps ranging from �74 dBm to 53.5
dBm.
txSirDownlink (10 bits): The txSirDownlink (SIRDL)
parameter is encoded using 10 bits in 1/16 dB
steps ranging from �12 dB to 51.9375 dB.

Correlation
Matrix
Feedback

This header may be used by the MS as
a response to a Feedback Polling
A-MAP IE requesting the quantized
transmit correlation matrix when the BS
has 2 or 4 transmit antennas.

Correlation matrix
based precoding

FID (4 bits) is flow identifier and is set to 0b0001.
Type (5 bits) denotes the MAC signaling header
type.
Length (3 bits) indicates the length of the signaling
header in bytes.
Entries of the quantized transmit correlation matrix.

MIMO
Feedback

This header is used by the MS to send
only the wideband CQI, spatial rate, or
PMI information for any combinations of
MIMO Feedback Modes 0, 4, 7.

MIMO feedback FID (4 bits) is flow identifier and is set to 0b0001.
Type (5 bits) denotes the MAC signaling header
type.
Length (3 bits) indicates the length of the signaling
header in bytes.
MFM bitmap (3 bits).
Bitmap to indicate the MIMO Feedback Modes for
which the MS is sending feedback.
Wideband CQI (4 bits), Wideband STC rate (3 bits),
or Wideband PMI (6 bits).

Reserved – – –
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b. In association level 1, the ranging CDMA code and the rendezvous time,iv i.e., in which frame
the ranging is performed, is negotiated via BS-to-BS signaling before the scanning period. The
chosen CDMA code and the rendezvous time are reported to the MS in the MOB_SCN-RSP
message.

c. The association level 2 is similar to level 1, but the ranging parameters (e.g., power level) are
reported to the serving BS, which collects the information from all neighbor BSs and then
reports the information to the MS in a MOB_ASC-REP message.
The hard handover is triggered if the RSSI of the serving BS becomes considerably low and
there is another BS with a higher RSSI value in the neighborhood. In order to avoid a ping-
pong effect, the RSSI of the target BS has to exceed a certain hysteresis margin, as well. If
the MS is the initiator of handover, it will send a MOB_MSHO-REQ message to the serving
BS, which responds with a MOB_BSHO-RSP message. On the other hand, if BS is the
initiator of the handover, it will send a MOB_BSHO-REQ to the MS. The actual handover is
carried out by sending a MOB_MSHO-IND message to the serving BS. The MS context is
terminated at the BS after a Resource_Retain_Time interval during which the MS may
cancel the handover. The MS continues with the new serving BS by completing the network
re-entry process. After the MS is in the Connected State, the data delivery is resumed.
Figure 6-11 illustrates an example MS initiated hard handover with association level 0 [9].

2. Fast Base Station Switching (FBSS): the MS and BS both maintain a list of the base stations (i.e.,
Diversity Set) that are involved in FBSS operation. An Anchor BS, with which the MS
communicates, is defined in the set. However, the MS may add or drop a BS from the list using
MOB_MSHO-REQ, to which the Anchor BS responds with MOB_BSHO-RSP. The Anchor BS
may be changed by using handover messages or by using fast anchor selection feedback.
Figure 6-12 illustrates the exchange of management messages during the FBSS operation. If
association is used, the ranging procedure is performed before adding the BS to the Diversity
Set. The measurements are based on Carrier to Interference-plus-Noise Ratio (CINR)
calculations conducted on the pilot subcarriers in DL and UL subframes.
Normal operation when MS is registered with a single BS is a particular case of FBSS with
Diversity Set consisting of a single BS, which in this case is the Anchor BS. When operating in
FBSS, the MS only communicates with the Anchor BS for UL and DL messages including
management and traffic connections. Transition from one Anchor BS to another (i.e., switching)
is performed without invocation of handover procedure. The BS supporting FBSS broadcasts
the neighbor advertisement message that includes thresholds that may be used by the FBSS
capable MS to determine whether the MOB_MSHO-REQ message should be sent to request
changing the Diversity Set. When mean CINR of an active BS in the current Diversity Set is
less than a certain threshold, the MS may send a MOB_MSHO-REQ message to request
dropping this BS from the Diversity Set. When mean CINR of a neighbor BS is higher than
a certain threshold, the MS may send a MOB_MSHO-REQ message to request adding this
neighbor BS to the diversity set. In each case, the Anchor BS responds with a MOB_BSHO-
RSP message with an updated Diversity Set [1].

ivThis is the offset, measured in units of frame duration, when the BS is expected to provide a non-contention-based ranging
opportunity for theMS. The offset is calculated from the framewhere the RNG-RSPmessage is transmitted. The BS is expected
to provide the non-contention-based ranging opportunity at the frame specified by the rendezvous time parameter [1].
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After the MS completes the initial network entry/re-entry or handover procedure, the BS
automatically becomes an Anchor BS. Furthermore, the Diversity Set is initialized and the
TEMP_BS-ID parameter of the Anchor BS is set to zero. However, the TEMP_BS-ID
parameter and Diversity Set are maintained when Anchor BS switching occurs. As shown in
Figure 6-12, the process of Anchor BS update may begin with a MOB_MSHO-REQ message
from MS or a MOB_BSHO-REQ from the Anchor BS. The acknowledgement of MOB_MSHO-
REQ with MOB_BSHO-RSP is required. After MS transmits MOB_MSHO-REQ, the MS does
not transmit the MOB_MSHO-REQ message prior to expiration of internal timer
MS_handover_retransmission_timer. The MS deactivates this timer on transmission of the
MOB_HO-IND message or on MS receipt of a MOB_BSHO-RSP message. The process of
Anchor BS update may also begin with anchor switching indication via fast-feedback channel.

MS Anchor BS Target BS

MOB_NBR-ADV

MOB_SCN-REQ

MOB_SCN-RSP

MOB_MSHO-REQ

MOB_BSHO-RSP

MOB_MSHO-IND

MOB_MSHO-REQ

MOB_BSHO-RSP

Receive Neighbor BS 
Parameters and Compare 

Measured CINRs to Thresholds

Compare Measured 
CINRs to Thresholds and 

Update Diversity Set

Update Anchor BS 
to Target BS

CDMA Code

Anonymous RNG-RSP

RNG-REQ

RNG-RSP

FIGURE 6-12

Fast base station switching call flow with association level 0 [1,9]
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If an MS that transmitted the MOB_MSHO-REQ message detects an incoming MOB_BSHO-REQ
message, it will ignore the MOB_BSHO-REQ message. A BS that transmitted a MOB_BSHO-
REQ message and detects an incoming MOB_MSHO-REQ or MOB_HO-IND message from
the same MS ignores its own previous request. There are several conditions that are required to
be met in order to enable fast BS switching between MS and a group of base stations. The base
stations involved in FBSS, are required to be synchronized based on a common timing source,
the frames sent by the base stations from diversity set arrive at the MS within the OFDM cyclic
prefix interval, the base stations involved in FBSS must have synchronized frames and operate
at same frequency channel, and the base stations involved in FBSS are also required to share or
transfer MS context. The latter includes all information that MS and BS normally exchange
during network entry, such as authentication state, such that an MS authenticated and registered
with one of the base stations in the Diversity Set is automatically authenticated and registered
with other base stations in the same Diversity Set. The context also includes a set of service
flows and corresponding mapping to connections associated with the MS, current authentication,
and encryption keys associated with the connections.

3. Macro Diversity Handover (MDHO): an MDHO process is initiated with a decision for an MS to
transmit to and receive from multiple base stations at the same time. An MDHO can start with
either a MOB_MSHO-REQ or a MOB_BSHO-REQ message. For an MS and a BS that support
MDHO, the MS and the BS maintain a list of BSs that are involved in MDHO with the MS.
The list is called the Diversity Set. Among the base stations in the Diversity Set, an Anchor BS
is defined. The normal operation where the MS is registered with a single BS is a particular
case of MDHO with Diversity Set consisting of a single BS; i.e., the Anchor BS. When
operating in MDHO, the MS communicates with all base stations in the Diversity Set for UL
and DL unicast messages and traffic. There are two methods for the MS to monitor DL control
information and broadcast messages. In the first method, the MS monitors only the Anchor BS
for DL control information and broadcast messages. In this case, the DL/UL control channels of
the Anchor BS may contain burst allocation information for the other active base stations. In the
second method, the MS monitors all the base stations in the Diversity Set for DL control
information and broadcast messages. In this method, the DL/UL control channels of any active
BS may contain burst allocation information for the other active base stations. The method to be
used by the MS is defined during the REG-REQ and REG-RSP messaging. An MDHO process
begins with a decision for an MS to transmit/receive unicast messages and traffic from multiple
base stations at the same time interval. For DL MDHO, two or more base stations provide
synchronized transmission of MS DL data so that macro diversity combining can be performed
by the MS. For UL MDHO, the transmission from an MS is received by multiple BSs so that
selection diversity on the information received by multiple base stations can be performed.
The BS supporting MDHO broadcasts the system information that includes the H_Add and

H_Delete thresholds. These thresholds are used by the MDHO capable MS to determine if
MOB_MSHO-REQ should be sent. When long-term CINR of an active BS in the current Diversity
Set is lower than the H_Delete threshold, the MS sends a MOB_MSHO-REQ message to drop this
active BS from the Diversity Set. When long-term CINR of a neighbor BS is greater than the
H_Add threshold, the MS sends a MOB_MSHO-REQ to add this neighbor BS to the Diversity Set.
The decision to update the diversity set begins with a notification by the MS through the
MOB_MSHO-REQ message or by the BS through the MOB_BSHO-REQ management message.
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The Anchor BS update may begin with a MOB_MSHO-REQ message from MS or a MOB_BSHO-
REQmessage from theAnchorBS.An acknowledgementwithMOB_BSHO-RSP for this notification
is required.AfterMS transmitsMOB_MSHO-REQ, theMSwill not transmit anyMOB_MSHO-REQ
prior to expiration of an internal timer,MS_handover_retransmission_timer. The MS deactivates the
timerMS_handover_retransmission_timer on transmission of a MOB_HO-IND message by the MS
or receipt of a MOB_BSHO-RSP message. The Anchor BS update may also begin with anchor
switching indication via fast-feedback channel. If an MS that transmitted a MOB_MSHO-REQ
message detects an incoming MOB_BSHO-REQ message, it ignores the MOB_BSHO-REQ
message. Similarly, a BS that transmitted a MOB_BSHO-REQ message and detects an
incoming MOB_MSHO-REQ or MOB_HO-IND message from the same MS discards its own
previous request.

The base stations involved inMDHOwith anMSmust use the same set of CIDs for the connections
that are established with theMS. The BSmay assign a new set of CIDs to theMS duringDiversity Set
update through MOB_BSHO-REQ and MOB_BSHO-RSP messages. There are several conditions
that are required to be met in order to enable macro diversity handover between MS and a group
of active base stations. The base stations involved in MDHO are required to:
a. Be synchronized based on a common timing source (typically a GPS source);
b. Have synchronized frame structures. That is the radio frames transmitted by the base stations

involved in MDHO at any time arrive at the MS within the OFDM cyclic prefix (for CP ¼
1/8, the arrival variation is less than 11.42 ms);

c. Have the same RF carrier frequency;
d. Use the same set of CIDs for the connections that are established with the MS;
e. Send the same MAC/PHY PDUs to the MS;
f. Share or transfer MS context that includes all information the MS and BS normally exchange

during network entry, particularly authentication state, such that an MS authenticated/
registered with one of base stations from the Diversity Set is automatically authenticated/
registered with other base stations from the same Diversity Set. The context also includes
a set of service flows and corresponding mapping to connections associated with the MS,
current authentication, and encryption keys associated with the connections.

4. Seamless Handover: in addition to optimized HHO, MS and BS may perform seamless HO, which
is a variant of HHO, to reduce handover latency and message overhead. The capability of seamless
handover is negotiated via REG-REQ/REG-RSP management messages. An authorization
policy, except No Authorization, is negotiated between the MS and the serving BS. The seamless
handover also requires support for counter-based Traffic Encryption Key (TEK)v generation for
handover. The seamless handover is only enabled if the MS, the serving BS, and the target base
stations support seamless handover. A BS supporting seamless handover must include the
connection identifier descriptor in the system information. In seamless handover, a target BS
calculates primary management CID, secondary management CID, and transport CIDs for an MS
by using the descriptor. During seamless HO, a serving BS must include the pre-allocated basic
CID in MOB_BSHO-REQ/RSP messages for the MS. When a BS allocates a basic CID to an MS
in advance, the primary management CID is allocated autonomously without explicit assignment

vTraffic Encryption Key (TEK) is a symmetric key that is used to encrypt messages. TEKs are typically changed frequently,
in some systems daily and in others for every message.
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in the message. Once CIDs are pre-assigned, the BS indicates whether it will perform seamless
handover by including the seamless handover mode flag in MOB-BSHO-REQ/RSP management
messages. When the MS receives a MOB_BSHO-REQ or MOB_BSHO-RSP message with the
seamless handover mode flag set, the MS can perform seamless handover by transmitting an
HO-IND message including the BS-ID of a BS among the recommended base stations that
indicated support for seamless handover, i.e., a BS for which the seamless handover mode flag
was set in a MOB_BSHO-REQ/RSP message. If the MS transmits a HO-IND message including
the BS-ID of any BS other than the base stations which have already indicated support for
seamless handover, then seamless handover is not applied to that BS. The MOB_BSHO-REQ or
MOB_BSHO-RSP message may contain a specific action time. If a value for the action time is
specified, pre-assigned CIDs are valid at the target BS after the expiration of the action time. A
value of zero indicates that the pre-assigned CIDs are already valid and MS may initiate seamless
handover at any time. During seamless handover, the target BS may allocate downlink and uplink
resources for the MS before the RNG-REQ/RSP messaging, as shown in Figure 6-13.

During seamless HO, the MS is required to initiate the RNG-REQ/RSP message exchange by
sending a RNG-REQ message before the deadline specified by the Seamless HO Ranging Initiation
Deadline parameter included in the MOB_BSHO-REQ/RSP message during handover preparation.
The time is measured from the instant where the MOB_BSHO-REQ/RSP message is transmitted. If
the target BS does not receive a RNG-REQ message from the MS within the deadline defined by the
Seamless HO Ranging Initiation Deadline parameter, the target BS assumes that the seamless
handover has failed and stops allocating bandwidth to the MS. The MS would assume the seamless
handover has failed if it does not transmit the RNG-REQ message before the deadline. If the MS
transmits RNG-REQ prior to the deadline, it may still consider the handover as failed, if it does not
receive a RNG-RSP within a certain period after the last transmission or re-transmission of RNG-
REQ that was performed within the permissible time. When the MS considers the seamless
handover has failed, it invalidates the pre-assigned CIDs. In all cases, even when the RNG-REQ/
RSP message exchange has been initiated before the deadline, the seamless handover can fail if the
RNG-REQ/RSP procedure does not succeed. When data packets are exchanged before the RNG-
REQ/RSP procedures are completed, the receiver (MS or BS) should store the received data packets
and must not forward them to the upper layers until the sender is authenticated. If the data packets
belong to a service flow associated with a security architecture that supports data authentication, as
indicated by the data authentication algorithm identifier in the cryptographic suite, the receiver can
authenticate the sender by verifying that the cipher-text authentication code included in each data
packet was produced with the TEK associated with this security architecture. If the data packets
belong to a service flow associated with a security architecture that does not support data
authentication the receiver can authenticate the sender when the RNG-REQ/RSP transaction
completes successfully. In all cases, if the sender is authenticated, the decrypted data packets are
forwarded to the upper layer in the recipient, and if the sender is not authenticated the data packets
are discarded.

The RNG-REQ/RSP messaging for seamless handover is shown in Figure 6-13. The MS initiates
the RNG-REQ/RNG-RSP message exchange by transmitting a RNG-REQ message to the target BS
before the deadline specified by the Seamless HO Ranging Initiation Deadline parameter included in
the MOB_BSHO-REQ/RSP message during handover preparation. The RNG-REQ message must
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include basic CID, CMAC_KEY_COUNT, and a valid HMACvi/CMACvii tuple (see Chapter 8 for
security aspects). When the BS receives the RNG-REQ message, the BS responds to the RNG-REQ
message by transmitting a RNG-RSP message with a valid HMAC/CMAC tuple. The RNG-RSP
message includes basic CID but is not required to include any CID update TLV or SA-TEK-Update
TLV for unicast connections. When MS receives the RNG-RSP message from the target BS, the target
BS becomes the serving BS of the MS, and the MS transmits a BR header with a zero bandwidth
request. When BS receives the BR header, the seamless handover procedure completes successfully.

6.4.2 Handover Process

The handover process consists of the following stages (as shown in Figure 6-14):

1. Cell Reselection: the MS may use neighbor BS information acquired from a decoded MOB_NBR-
ADV message or may request to schedule scanning intervals or sleep intervals to scan neighbor

viHashed Message Authentication Code (HMAC) is a method for calculating a message authentication code involving
a cryptographic hash function in combination with a secret key. As with any message authentication code, this scheme may
be used to simultaneously verify both the data integrity and the authenticity of a message. Any iterative cryptographic hash
function may be used in the calculation of an HMAC. The cryptographic strength of the HMAC depends on the crypto-
graphic strength of the underlying hash function, the size of its hash output length in bits, and on the size and quality of the
cryptographic key. An iterative hash function breaks up a message into blocks of a fixed size and iterates over them with
a compression function [20]. The definition of HMAC requires a cryptographic hash function, which we denote by H, and
a secret key K. Let’s assume H denotes a cryptographic hash function where data is hashed by iterating a basic compression
function on blocks of data and B denotes the byte length of such blocks, e.g., B ¼ 64, and L denotes the byte length of hash
outputs, e.g., L ¼ 16 or 20. The authentication key K can be of any length up to B, the block length of the hash function.
Applications that use keys longer than B bytes will first hash the key using H, and then use the resulting L byte string as the
actual key to HMAC. Let’s define two fixed and different binary strings Sinner and Souter as follows: Sinner ¼ 0 � 36 repeated
B times and Souter ¼ 0 � C repeated B times. To compute HMAC over the input data denoted as information, one should
perform H(K 4 Souter, H (K 4 Sinner, information)) where 4 denotes XOR operation [19].
viiCipher-based Message Authentication Code (CMAC) is a block cipher-based message authentication code algorithm.It is
used to validate the authenticity and the integrity of binary data. To generate an l-bit CMAC tag m of message m using
a b-bit block cipher 3 and secret key k, one first generates two b-bit sub-keys k1 and k2 using the following algorithm. This is
equivalent to multiplication by x and x2 in a finite Galois field GF(2b). Let � denote a logical left-shift operator, then [21]:

1. Calculate a temporary value k0 ¼ 3 k(0)
2. If MSB(k0) ¼ 0 then k1 ¼ k0 � 1 else k1 ¼ (k0 � 1) 4 a, where a is a constant that depends only on b. The constant

a is the non-leading coefficients of the lexicographically first irreducible degree-b binary polynomial with the minimal
number of ones. A polynomial is called irreducible, if it cannot be factored into nontrivial polynomials over the same
field. For example, in the field of rational polynomials Q[x] (i.e., polynomials f(x) with rational coefficients), f(x) is
called irreducible, if there do not exist two non-constant polynomials g(x) and h(x) in x with rational coefficients such
that f(x) ¼ g(x) h(x).

3. If MSB(k1) ¼ 0 then k2 ¼ k1 � 1 else k2 ¼ (k1 � 1) 4 a

As an example, assume b ¼ 4, a ¼ 0b0011, and k0 ¼ 3 k(0) ¼ 0b0101. Then k1 ¼ 0b1010 and k2 ¼ 0b0100 4 0b0011 ¼
0b0111. The CMAC tag generation procedure is as follows:

1. Divide message into b-bit blocks m ¼ m1 k . k mn�1 k mn
0 where m1, ., mn�1 are complete blocks

2. If mn
0 is a complete block then mn ¼ k1 4 mn

0 else mn ¼ k2 4 (mn
0k 0b10.0)

3. Let c0 ¼ 0b00.0

4. For i ¼ 1,., n, calculate ci ¼ 3 k(ci�1 4 mi)

5. Output m ¼ MSB[(cn)
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base stations for the purpose of handover to a potential target BS. The cell reselection process does
not need to occur in conjunction with any specific contemplated handover decision.

2. Handover Decision and Initiation: the handover process begins with a decision by an MS (or a BS)
to handover from a serving BS to a target BS. The decision may originate either at the MS or at the
serving BS. The handover decision is completed with a notification of MS intent to handover
through a MOB_MSHO-REQ or MOB_BSHO-REQ message.

3. Downlink Synchronization: the MS synchronizes with the DL transmissions of the target BS and
obtains DL and UL transmission parameters (system configuration information). If the MS had
previously received a MOB_NBR-ADV message including target BS-ID, physical frequency,
and other essential system parameters, this process may be simplified. If the target BS has
previously received handover notification from the serving BS over the backhaul, then the target
BS may allocate one or more non-contention-based initial ranging opportunities for the MS.

4. Ranging: the MS and target BS must perform initial ranging or handover ranging. If the MS RNG-
REQmessage includes the serving BS-ID, then the target BS may request the serving BS to provide
the MS information over the backhaul. The normal network re-entry process may be shortened by
target BS possession of MS information (see Chapter 4 for more information on fast network re-
entry). This type of handover is referred to as optimized handover. The MS context may include
static and dynamic information where static context consists of all configuration parameters that
were acquired during initial network entry or via exchange of information between the BS and
MS (e.g., the SBC-RSP and REG-RSP parameters, service flow encodings from DSA-REQ/RSP
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messages, etc.) and dynamic information consists of all counters, timers, state machine status, and
data buffer contents (e.g., ARQ window). The transaction states, which may impact configuration
parameters, are considered dynamic context until complete, which by then is considered static
context [1]. The security information is always considered static context. Depending on the
amount of information, the target BS may decide to skip one or several of the following
network entry steps: (1) basic capability negotiation; (2) PKMviii authentication; (3) TEK
establishment; (4) REG-REQ message; and (5) unsolicited REG-RSP message.

5. Termination of MS Context: the final step in handover is termination of MS context that is defined
as serving BS termination of context of all connections belonging to the MS and the context
associated with them (i.e., information in queues, ARQ state machine, counters, timers, header
suppression information, etc., are discarded).

6. Handover Cancellation: an MS may cancel handover via a MOB_HO-IND message at any time
prior to expiration of Resource_Retain_Time after transmission of MOB_MSHO-REQ (in case
of MS-initiated handover) or MOB_BSHO-REQ (in case of BS-initiated handover).

6.4.3 IEEE 802.16m Handover Scenarios

The following handover scenarios are supported in IEEE 802.16m:

1. Handover from a legacy BS to a legacy BS;
2. Handover from a new BS to a legacy BS;
3. Handover from a legacy BS to a new BS;
4. Handover from a new BS to a new BS.

The IEEE 802.16m radio access network and mobile station use legacy handover procedures for the
first scenario. A new BS periodically broadcasts the system information of the neighboring new and
legacy base stations using a neighbor advertisement message. The BS generates the neighbor adver-
tisement message based on the cell types of neighbor cells, in order to achieve overhead reduction and
prioritize scanning at the MS. A broadcast neighbor advertisement message does not include infor-
mation about neighbor private femto-cells. The neighbor advertisement message may include
parameters required for cell selection, such as cell load and cell type.

The scanning procedure provides an opportunity for the MS to perform measurement of the neigh-
boring cells for handover decision. In addition, the IEEE 802.16mMSmay use any intervals that are not
allocated by the serving BS to perform self-directed scanning. The MSmay perform scanning procedure
without interrupting its communication with the serving BS, if the MS supports such capability. The MS
selects the candidate base stations to be scanned from information obtained from the serving BS. The BS
or MSmay prioritize the neighbor base stations to be scanned based on various metrics such as cell type,
loading, received signal strength, or geographical location. As part of the scanning procedure, the MS
conducts measurements on selected candidate base stations and reports the measurement results to the
serving BS. The measurements may be used by the MS or the network to determine the best target BS for
the MS. The serving BS defines triggering conditions under which the MS can send the scanning report.

In IEEE 802.16m, the handover process may be initiated by either the MS or the BS. In the case
of MS initiated handover, the MS sends a handover initiation message to the serving BS (see Figure

viiiPrivacy Key Management (PKM) is a client/server model between the base station and mobile station that is used to
secure distribution of keying material.
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6-15). The serving BS responds to the handover initiation message by sending a handover command to
the MS. In the case of BS-initiated handover, the serving BS sends a handover command to the MS.
In both cases, i.e., MS or BS initiated handover; the handover command includes one or more target
base stations. If the handover command includes only one target BS, the MS will execute the handover
as directed by the BS. An MS may send a handover indication message to the serving BS before the
expiration of disconnect timer. The serving BS stops sending DL data and providing UL allocations
to the MS after expiration of the disconnect timer or after receiving a HO-INDmessage. If the handover
command includes more than one target base station, the MS selects one of those target base stations
and informs the serving BS of its choice by sending a handover indication message before the expi-
ration of disconnect timer. The network re-entry procedures with the target BS may be optimized by
providing the target BS with the MS context. The MS may also maintain communication with the
serving BS while performing network re-entry process with the target BS, as shown in Figure 6-15.

The serving BS defines the conditions based on which the MS may decide when a target BS among
those that are included in the handover command is unreachable. If all target base stations that were
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included in the handover command are unreachable for the MS, the MS may find a new target BS and
inform the serving BS by sending a handover indication message before expiration of disconnect timer,
and the MS may proceed with network re-entry with the new target BS. The MS also indicates the
identity of previous serving BS to the new target BS during network re-entry. The handover procedures
in IEEE 802.16m can be divided into four steps:

Handover Initiation
Handover procedure may be initiated either by the MS or the BS. When handover is initiated by the
MS, the triggers and conditions are defined by the serving BS and a handover initiation message is sent
by the MS to begin the handover procedure. In the case of BS-initiated handover, the handover
preparation is performed before handover initiation, and the AAI_HO-CMDmessage is sent by the BS
to initiate the handover procedure (see Figure 6-15). During handover initiation, the serving BS
indicates whether the MS can maintain data communication with the serving BS while performing
network re-entry with the target BS by setting the HO_Re-entry_Mode field in AAI_HO-CMD to 1;
otherwise, the HO_Re-entry_Mode filed is set to 0.

Handover Preparation
During the handover preparation stage, the serving BS communicates with potential target base
stations. The target BS may obtain MS context from the serving BS via core network for handover
optimization. If ranging with the target BS is not performed prior to or during handover preparation,
dedicated ranging resources such as ranging code or ranging opportunity with the target BS may be
reserved for the MS to facilitate non-contention-based handover ranging. The information related to
MS identity and security context may be updated during handover preparation. Any inconsistent
system information between the MS and the target BS, if detected, may be provided to the MS by the
serving BS during handover preparation.

If only one target BS is included in the handover command, the handover preparation phase is
completed when the serving BS informs the MS of its handover decision via a handover command. If
multiple target base stations are included in the handover command, the handover preparation phase is
completed when the MS informs the serving BS about its target selection through a handover indi-
cation message. The handover command may include dedicated ranging resource allocation and
resource pre-allocations for the MS at each target BS for optimized network re-entry. The handover
command includes an action time for the MS to start network re-entry with each target BS, and an
indication whether the MS should continue communication with the serving BS during network re-
entry. The handover command further contains a disconnect timer, which indicates when the serving
BS will stop sending downlink data and other regularly scheduled unsolicited uplink allocations for the
MS. In the case where the MS can maintain communication with the serving BS during network re-
entry, the transmission parameters for concurrent communication with both serving and target base
stations are determined by the serving BS, depending on the MS capability that is negotiated between
the serving and target base stations. The handover command indicates if the MS static and/or dynamic
context is available at the target BS.

If the HO_Re-entry_Mode field of the handover command is set to 1, the serving BS will negotiate
with the target BS the Entry Before Break (EBB) handover parameters (see Figure 6-16). In the case of
single-carrier handover, the EBB HO parameters include HO_Re-entry_Interleaving_Interval and
HO_Re-entry_Iteration for the MS to communicate with the serving BS during network re-entry. In the
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multicarrier handover case, the EBB HO parameters include the carrier information in the target BS for
the MS performing network re-entry while continuing to communicate with the serving BS.

Handover Execution
The MS performs network re-entry with the target BS within the action time specified in the handover
command. If communication is not supported between the MS and the serving BS during network re-
entry, the serving BS will not allocate resources to the MS for transmission during handover interruption
time. If the MS is instructed by the serving BS via a handover command, it performs network re-entry
with the target BS during action time while communicating with the serving BS. However, the MS stops
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communication with the serving BS after network re-entry with the target BS is completed. It must be
noted that the MS cannot exchange data with the target BS prior to completion of network re-entry. The
network re-entry signaling with the target BS and data communication with the serving BS are time-
multiplexed and the multiplexing intervals are negotiated between the MS and the serving BS.

Handover Cancellation
After handover is initiated, the handover may be canceled by the MS at any time during the handover
procedure. After the handover cancellation request is processed, the MS and the serving BS can
resume their normal operation. The network can advertise handover cancellation trigger conditions.
When one or more of those conditions are met, the MS cancels the handover. When handover
execution is complete, the MS is ready to perform network re-entry with the target BS. In addition,
a handover cancellation procedure is defined to allow the MS to cancel a handover procedure. If the
serving BS indicates in AAI_HO-CMD that CDMA-based handover rangingix is enabled, a dedicated
ranging code/opportunity is allocated to the MS by the target BS, the MS transmits the dedicated
ranging code to the target BS during network re-entry. The MAC management messages in IEEE
802.16m are distinguished from their legacy counterparts by an “AAI” prefix denoting the “Advanced
Air Interface” messaging. If a ranging channel is exclusively scheduled by the target BS for handover,
the MS would use that ranging channel in order to avoid interference by other mobile stations
attempting random access. Once the dedicated ranging code is successfully received by the target BS,
it allocates uplink radio resources, allowing the MS to send an AAI_RNG-REQ message and/or UL
user data. If the target BS does not receive the dedicated ranging code within HO Ranging_
Initiation_Deadline time interval, the target BS discards the pre-assigned STID of the MS.

As shown in Figure 6-16, if CDMA-based handover ranging is enabled and the MS does not have a
dedicated ranging code or a dedicated ranging opportunity with the target BS, the MS transmits a randomly-
selected handover ranging code at the earliest ranging opportunity. If the MS is sufficiently synch-
ronized with the target BS, as determined by the serving BS, the CDMA-based ranging can be skipped
while performing network entry with the target BS. In that case, the MS applies independently-calculated
adjustments when starting network entry with the target BS by measuring and comparing the time difference
between the DL synchronization signals of the target and serving base stations. The serving BS may send
an AAI_RNG-RSP message with timing/power adjustment parameters regardless of whether CDMA-based
ranging is enabled. In that case, theMSmust apply the adjustments to the subsequent uplink transmissions.The
serving BS may also send an AAI_RNG-RSP message with ranging status parameter set to continue so that
the MS performs CDMA-based ranging with randomly selected handover ranging code in the next
ranging opportunity to properly adjust its uplink transmission timing/power.

As shown in Figure 6-17, during network re-entry, the MS initiates the AAI_RNG-REQ/RSP
message by sending an AAI_RNG-REQ message before the deadline specified by the HO Ranging
Initiation Deadline parameter contained in the AAI_HO-CMD message during handover preparation.
The time is measured from the transmission instant of the AAI_HO-CMD message. If the target BS
does not receive the AAI_RNG-REQ message from the MS within the time interval defined by the HO

ixThe handover ranging is a process similar to the initial ranging except that in the CDMA handover ranging process,
random selection is used instead of random backoff and the CDMA handover ranging code is used instead of the initial
ranging code. Furthermore, if the BS is notified of an upcoming handover, it may provide bandwidth allocation information
using Fast Ranging IE so that the MS can send a RNG-REQ message [1].
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Ranging Initiation Deadline parameter, it assumes the handover has failed and stops allocating
bandwidth to the MS. If the MS transmits AAI_RNG-REQ prior to the deadline, the handover may still
fail, if the MS does not receive an AAI_RNG-RSP within the permissible time.

If data packets are exchanged between the MS and the target BS before the AAI_RNG-REQ/RSP
messaging is complete, the recipient (MS or target BS) stores the received data packets, but will not
deliver them to the upper layers until the sender is authenticated. If the data packets belong to a service
flow associated with a trusted entity that supports data authentication, as indicated by the data authen-
tication algorithm identifier in the cryptographic suite of the IEEE 802.16m security, the receiver can
authenticate the sender by verifying the cipher text authentication code included in each data packet. On
the other hand, if the data packets belong to a service flow associated with a trusted entity that does not
support data authentication, the receiver can authenticate the sender when the AAI_RNG-REQ/RSP
messaging is successfully completed. In all cases, if the sender is authenticated, the decrypted data
packets will be delivered to the upper layer in the receiving end; otherwise, the data packets are discarded.
Alternatively, the sender can authenticate the receiver when the AAI_RNG-REQ/RSP messaging is
successfully completed. In all cases, if the sender fails to authenticate the other end, all previously
transmitted packets will be re-transmitted to the BS (or the MS) when a new connection is established.

The handover network re-entry call flow is shown in Figure 6-17. The MS initiates the AAI_RN-
G_REQ/RSP messaging by transmitting the AAI_RNG-REQ message to the target BS before the
expiration of the HO Ranging Initiation Deadline time contained in the AAI_HO-CMD message.
The MS MAC address or the previous serving BS-ID are not communicated over the air interface once
the initial entry is completed, instead temporary and permanent station identifiers are assigned to theMS
during network entry to identify theMS throughout the active session. The exclusion of theMACaddress
in the MAC messages was meant to improve network security. When the BS receives the AAI_RNG-
REQmessage including a valid CMAC tuple, the BS responds by transmitting an encrypted AAI_RNG-
RSP message. The AAI_RNG-RSP message uses the STID assigned to the MS. On completion of the
network re-entry with the target BS, the target BS becomes the new serving BS for the MS.

In the case of an uncontrolled handover,x the AAI_RNG-REQ message includes the former serving
BS-ID and previously used STID, if the Resource Retain Timer has not expired. When the BS receives

xThere are two types of handover, i.e., controlled and uncontrolled, from a QoS point of view. A controlled handover
considers the following conditions [22,23]:

If the handover is MS initiated, the MS must send the BS a list of potential targets via a MOB_MSHO-REQ message.

In the case of MS-initiated handover, the network performs target selection based on the list of potential targets provided
by the MS. The Anchor DPF or serving DPF may start multicasting with all potential targets.

The network sends to the MS the list of available targets for handover using MOB_BSHO-RSP or MOB_BSHO-REQ
messages. If the list is void, the network refuses to accept MS handover.

The targets provided by the network to the MS should be a subset of the ones requested by the MS or reported by the MS
via MOB_SCN-REP.

The MS must move to one of the targets provided by the network or reject the handover.

The MS performs the handover or rejects it by sending MOB_HO-IND.

If any of the above conditions are not met, the handover is considered an uncontrolled or un-predictive handover and the
QoS cannot be guaranteed. If the MS leaves the serving BS before receiving MOB_BSHO-RSP, but it succeeds to at least
send a MOB_BSHO-IND message with an indication of the target BS, this is also considered an uncontrolled handover. In
the worst case, the MS may suddenly connect to the target BS without any indication given to the target BS. This is also
considered as an un-predictive handover.
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the AAI_RNG-REQ message including a valid CMAC tuple,xi the BS responds by transmitting an
encrypted AAI_RNG-RSP message including an STID for the MS.

A drop is defined as a condition where an MS has stopped communication with its serving BS
(either in the DL or in the UL) before the normal handover procedures with the serving BS are
complete. When the MS has detected a drop during network re-entry with a target BS, it may attempt
network re-entry with its preferred target BS by performing cell reselection procedures, which may
include resuming communication with the serving BS.

6.4.4 Handover to and From Legacy Systems

When an IEEE 802.16m system is co-deployed with a legacy system using the same RF carrier, the
cells and their radio resources may be divided between the two systems. A legacy BS advertises the
system information for its neighbor base stations and the legacy zones of its neighbor new base
stations. The legacy zone (LZone) is a time-frequency region (i.e., an integer number of subframes
over partial or full system bandwidth) where the legacy mobile stations are supported in a new base
station radio frame. A new zone (MZone) is a time-frequency region in the radio frame where the new
mobile stations are supported. A new BS advertises the system information of its neighbor legacy base
stations in both legacy and new zones. It further advertises the legacy zone of its neighbor new base
stations, as well as system configuration of its neighbor new base stations. A new BS may indicate its
legacy support through broadcast information transmitted in its legacy zone.

As soon as handover from a legacy BS to a new BS is triggered for a legacy MS, the MS is handed
over from the serving legacy BS to the legacy zone of the target newBS using legacy handover signaling
and procedures. A new MS may be handed over from the serving legacy BS to the legacy zone of the
target new BS and then be switched to the new zones following the completion of handover procedure
(i.e., zone switching). A newMSmay also perform handover from a legacyBS to a newBS or directly to
the new zone of the new BS, if the MS is capable of scanning the new BS prior to handover.

If handover from a new serving to a legacy target BS is triggered for a legacy MS, the MS handover
is from the legacy zone of the serving BS to the target BS using legacy handover signaling and
procedures [1]. If handover from a new BS to a legacy BS is triggered for a new MS, the serving BS
and the MS perform handover execution using handover signaling and procedures as specified by IEEE
802.16m [2]. If necessary, the serving BS performs context mapping and protocol inter-working from
the new to the legacy system. The MS performs network re-entry with target legacy BS using network
re-entry signaling and procedures specified in the IEEE 802.16-2009 standard. An MS performs
handover from a legacy BS to a new BS by using either zone-switching or direct handover process. The
zone-switching handover is applicable to new base stations supporting coexisting legacy and new
system. The direct handover is applicable to new base stations which only support new mobile stations.
A new BS may also decide to keep a new MS in the legacy zone when coexisting with legacy systems.

As shown in Figure 6-18, the zone-switching handover procedure begins with a mobile station’s
decision to handover from the serving legacy BS to the LZone of a target new BS. The handover
decision, initiation, and cancellation follow the same procedures described earlier. The zone-switching
is initiated either by the MS or the new BS, and the final decision is made by the new BS. In the case of

xiCipher-based Message Authentication Code tuple is used to protect control messages in IEEE 802.16-2009 standard. For
example, if a BS intends to transmit a control signal with a CMAC tuple to an MS, the CMAC must comprise an MS
authentication code for the MS to authenticate whether the control message is authentic.
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an MS-initiated zone-switching process, the MS transmits a RNG-REQ message with the Ranging
Purpose Indicator bit set, which implies the zone-switching request. The new BS then sends an RNG-
RSP message including the zone-switching parameter. Before the zone-switching is initiated, the MS
may inform the target BS whether it has already acquired the system information contained in the
MZone of the target BS.

The MS performs network re-entry in the LZone of the target new BS following the procedures
defined in the previous section. In addition, after the target BS is informed of the MS capability of
supporting IEEE 802.16m functionalities through the MAC protocol version information field
obtained either from the RNG-REQ message sent by the MS in the LZone or from the serving legacy
BS over the backhaul, the new BS may instruct the MS to switch from LZone to MZone during or after
LZone network re-entry. If zone-switching from Lzone to Mzone during network re-entry is required
while the MS is performing network re-entry in the LZone, the BS may direct the MS to stop the
LZone network re-entry and to immediately switch from the LZone to the MZone by transmitting the
RNG-RSP message containing zone-switching parameter, as shown in Figure 6-18. If the BS decides
to switch the MS to the MZone after the MS finishes the network re-entry in the LZone, it sends an
unsolicited RNG-RSP message with zone switching parameter in LZone. The zone-switching TLV-
coded parameter includes the following information:

� MZone new preamble index (i.e., the secondary preamble index that is assigned to this BS when
operating as an IEEE 802.16m BS);

� Time offset between LZone and MZone (i.e., the distance in the number of subframes between the
legacy and new regions);

� Zone-switching action time from LZone to MZone where the MS performs zone switching within
the action time, if HO_Reentry_Mode is set to 0, the new BS stops all resource allocation for the
MS in Lzone;

� Zone Switching Mode: if set to 1, the MS maintains its data communication with the BS in LZone
while performing network re-entry with the MZone; otherwise, the MS interrupts data
communication in LZone before performing network re-entry with the MZone.

Note that the security master key is shared between LZone and MZone during zone switching. The
zone switching TLV coded parameter may also include the following information:

� Temporary STID to be used in the Mzone;
� HO Ranging Initiation Deadline which denotes the valid time for the temporary STID.

After receiving the zone-switching command through an RNG-RSP message in the LZone, the MS
performs network re-entry with the MZone. The MS maintains its normal operation in the LZone
(i.e., exchanging user data with the BS in the LZone) while performing network re-entry in the MZone,
if the data path in LZone has been established before the start of zone switching and the
Zone Switching Mode in the zone-switching TLV-coded parameter is set to 1. If synchronization with
the MZone has not been accomplished, the MS starts network re-entry in the MZone by performing DL
synchronization with the MZone preambles using the system information provided in the zone-
switching TLV-coded parameter. The MS acquires the system information transmitted in the MZone
by listening to the new BS broadcast channels.

The MS appends the CMAC tuple to the AAI_RNG-REQ message, if the security context is
available for the MZone. The BS then responds with an AAI_RNG-RSP message. If the CMAC tuple
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in the AAI_RNG-REQ message is valid, the BS responds to the MS with the encrypted AAI_RNG-
RSP message. If the CMAC in the AAI_RNG-REQmessage is invalid or not included, the BS instructs
the MS to initiate network entry procedure.

If an UL grant is provided in the MZone in Zone_Switch_Action_Time, the MS uses the grant to
send an AAI_RNG-REQmessage withHO Ranging Purpose Indication set to Zone Switch. Otherwise,
the MS will request UL bandwidth to send the AAI_RNG-REQ by using the pre-assigned STID
obtained while in the LZone. On receiving the bandwidth request, the BS provides a UL grant to the
MS to send its AAI_RNG-REQ message. After receiving the AAI_RNG-REQ message, the target BS
responds with the AAI_RNG-RSP message. The MS also performs basic capability negotiation during
network re-entry in the MZone by exchanging AAI_REG-REQ/RSP messages. The MS context
mapping from LZone to MZone is performed by the BS.

A new MS that is served by a legacy BS may scan and discover only a new BS, and may decide to
directly perform handover to that BS. In this case, the MS performs legacy handover procedures with
the serving legacy BS and then performs new network re-entry procedures with the target BS.

6.5 QUALITY OF SERVICE
Quality of Service (QoS) for IP networks is an industry-wide set of standards and mechanisms for
ensuring high-quality and performance for user applications. By using QoS mechanisms, network
administrators or operators can use existing resources more efficiently and ensure the required level of
service without reactively expanding or over-provisioning their networks. Traditionally, the concept of
quality in computer networks meant that all network traffic was treated equally. The result was that all
network traffic received the network’s best effort, with no guarantees for reliability, delay, variation in
delay, or other performance characteristics. With best-effort delivery service, a single bandwidth-
intensive application can result in poor or unacceptable performance for all applications. The QoS is
a concept in which the service requirements of some user applications are more critical than others,
requiring preferential handling of the corresponding traffic. The goal of QoS is to provide preferential
service delivery for the applications that need it by ensuring sufficient bandwidth, controlling latency
and jitter, and reducing data loss. The Internet Engineering Task Force (IETF) defines two major
models for QoS on IP networks: Integrated Services (Intserv) and Differentiated Services (Diffserv).
These models encompass several categories of mechanisms that provide preferential treatment to
specified traffic. A service class defines how each QoS parameter is applied to a specific service. Table
6-6 provides the typical service classes and their characteristics.

6.5.1 Legacy QoS Classes

The IEEE 802.16-2009 standard defines several Quality of Service-related concepts, including service
flow QoS scheduling, dynamic service establishment, and two-phase activation model [1]. The
requirements for QoS function include the following:

1. A configuration and registration function for pre-configuring MS-based QoS service flows and
traffic parameters;

2. A signaling function for dynamically establishing QoS-enabled service flows and traffic parameters;
3. Utilization of MAC scheduling and QoS traffic parameters for UL service flows;
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Table 6-6 Characteristics of Service Classes [11]

Service Class Categories
Delay
Requirement Bit Rate

Bit Error Rate
(BER) Margin Use Cases

Point-to-multi-point; multi-point-to-
multi-point; multi-point-to-point;
highly interactive

<20 ms 1–20 Mbps 10�9 � BER � 10�6 Tele-presence/video-conference;
collaborative work navigation systems;
real-time gaming; real-time video
streaming

Asymmetric; interactive; low rate 20–100 ms 8–512 kbps 10�9 � BER � 10�6 Remote control sensors; interactive
geographical maps

Point to multi-point; multi-point to
multi-point; multi-point to point;
interactive; high rate

20–100 ms 1–50 Mbps 10�6 � BER � 10�3 Rich data call; video broadcasting/
streaming; high quality video
conferencing; collaborative work

Conversational; soft BER 100–200 ms 8–512 kbps BER � 10�3 Voice telephony; instant messages;
multiplayer gaming; audio streaming;
video telephony (medium quality);
multiplayer gaming (high quality)

Conversational; symmetric QoS;
tight BER

100–200 ms 1–50 Mbps 10�6 � BER � 10�3 High quality video telephony;
collaborative work; access to
databases; file systems

Point-to-point unidirectional (uplink
or downlink); asymmetric; delay
tolerant

>200 ms 8 kbps– 50
Mbps

10�9 � BER � 10�6 Messaging (data/voice/media);
web browsing; audio on demand;
internet radio; access to databases;
video download/upload; peer-to-peer
file sharing; video streaming
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4. Utilization of QoS traffic parameters for DL service flows;
5. Grouping of service flow properties into service classes; therefore, upper-layer entities and external

applications at both the MS and BS may request service flows with desired QoS parameters in
a globally consistent way.

The principal mechanism for providing QoS is to associate packets transported through the MAC
interface that are identified by a transport CID to a service flow. A service flow is a uni-directional flow
of packets linked to a particular QoS parameter set. In other words, a service flow is a MAC transport
service that provides uni-directional transport of packets either to UL packets transmitted by the MS or
to DL packets transmitted by the BS. A service flow is characterized by a set of QoS parameters such as
latency, jitter, and throughput requirements. The MS and BS provide the QoS according to the QoS
parameter set defined for the service flow. Service flows exist in both UL and DL directions. All service
flows are identified with a 32-bit Service Flow Identifier (SFID). In addition, each admitted or active
service flow has a 16-bit CID. A service flow is partially characterized by the following attributes [1]:

� Service Flow ID: an SFID is assigned to each existing service flow. The SFID serves as the
identifier for the service flow associated with an MS. A service flow has an SFID and an
associated direction as a minimum.

� CID: the connection identifier of the transport connection exists only when the service flow is
admitted or active. The relationship between SFID and transport CID, when present, is unique.
An SFID is never associated with more than one transport CID, and a transport CID is never
associated with more than one SFID.

� ProvisionedQoSParamSet: a QoS parameter set provisioned via mechanisms outside of the IEEE
802.16-2009 standard, such as the network management system.

� AdmittedQoSParamSet: this defines a set of QoS parameters for which the BS and possibly the MS
are reserving resources. The main resource to be reserved is bandwidth, but this also includes any
other memory- or time-based resource required to subsequently activate the service flow.

� ActiveQoSParamSet: this defines a set of QoS parameters specifying the service provided over the
service flow. Note that only an active service flow may forward packets.

� Authorization Module: a logical function within the BS that approves or denies any changes to the
QoS parameters and classifiers associated with a service flow. As such, it defines an encompassing
set that limits the possible values of the AdmittedQoSParamSet and ActiveQoSParamSet attributes.

The relationship between the legacy QoS parameter sets is as shown in Figure 6-19. The Active-
QoSParamSet is always a subset of the AdmittedQoSParamSet, which is always a subset of the
AuthorizedQosParamSet enclosure. In the dynamic authorization model, this enclosure is defined by
the Authorization Module, also labeled as the AuthorizedQoSParamSet. In the provisioned authori-
zation model, the aforementioned enclosure is specified by the ProvisionedQoSParamSet. There are
three types of service flows, as follows [1]:

1. Provisioned: this type of service flow is provisioned by the network management system, and its
AdmittedQoSParamSet and ActiveQoSParamSet attributes are both null.

2. Admitted: this type of service flow has resources reserved by the BS for its AdmittedQoSParamSet,
but these parameters are not active (i.e., its ActiveQoSParamSet is null). The admitted service flows
may be provisioned by other mechanisms in the network.

3. Active: this type of service flow has resources committed by the BS, and its ActiveQoSParamSet
attribute is non-empty.
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The main elements (or alternatively objects) of the legacy QoS framework and their attributes are
shown in Table 6-7. Each object has a number of attributes. The optional attributes are denoted with
brackets. A service flow may be associated with several PDUs, but a PDU is associated with exactly
one service flow. The service flow is the central concept of the IEEE 802.16 MAC protocol. As
mentioned earlier, there is a one-to-one mapping between admitted and active service flows identified
by a 32-bit SFID and transport connections specified by a 16-bit CID.

The information delivered to the MAC SAP includes the CID, identifying the transport connection
over which the information is delivered. The service flow for the connection is mapped to the MAC
transport connection identified by the CID. A Classifier Rule uniquely maps a packet to its transport
connection. The Classifier Rule is associated with zero or one PHSRule.When creating a PHSRule, the
associated Classifier Rule Index is used as a reference. A PHS Rule is associated with a single service
flow. The PHS Rules associated with the same service flow are uniquely identified by their PHSI

AuthorizedQoSParamSet
(BS only)

AdmittedQoSParamSet
(SFID and CID)

ProvisionedQoSParamSet

(SFID)
ActiveQoSParamSet

(SFID and Active CID)

FIGURE 6-19

The relationship between the QoS parameter sets [1]

Table 6-7 The Main QoS Framework Elements are their Attributes [1]

Object Attribute

PHS Rule PHSI; PHSS;PHSF; PHSM; PHSV

Classifier Rule Classification rule index; Classification criteria

MAC PDU SFID; [Service class]; CID; Payload

Service Flow SFID; Direction; [CID]; [ProvisionedQoSParamSet];
[AdmittedQoSParamSet]; [ActiveQoSParamSet]

Transport Connection Connection ID; QoS parameter set

Service Class Service class name; QoS parameter set
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(see Chapter 5). The Classifier Rule uniquelymaps packets to its associated PHSRule. The service class
is an optional object that may be implemented at the BS and is referenced by an American Standard
Code for Information Interchange (ASCII) code, which is intended for provisioning purposes. A service
class is defined in the BS to include a particular QoS parameter set. The QoS parameter sets of a service
flowmay contain a reference to the service class name as a macro that selects all of the QoS parameters
of the service class. The service flow QoS parameter sets may augment and even override the QoS
parameter settings of the service class, subject to authorization by the BS.

Mobile WiMAX networks require common definition of service classes and associated Author-
izedQoSParamSets in order to facilitate operation and interoperability across a distributed topology
[8,22,23]. Global service class names are supported to enable operation in this context. In practice, the
global service class names are used as a baseline convention for communicating Author-
izedQoSParamSet or AdmittedQoSParamSet. The global service class parameters are as follows [1]:

� Uplink/Downlink Indicator parameter identifies service flow direction relative to the originating
entity.

� Maximum Sustained Traffic Rate is a parameter that defines the peak information rate of the
service. The rate is expressed in bits per second and pertains to the service data units at the
input to the system. This parameter does not limit the instantaneous rate of the service since this
is governed by the physical attributes of the entrance port. However, at the destination network
interface in the UL direction, the service is regulated to conform to this parameter, on the
average, over time. On the network in the DL direction, it may be assumed that the service was
already regulated at the network entry. If this parameter is set to zero, then there is no explicitly
mandated maximum rate. The maximum sustained traffic rate field specifies only a bound, not
a guarantee that the rate is available.

� Maximum Traffic Burst parameter defines the maximum burst size that is accommodated for the
service. Since the physical rate of input/output ports, any air interface, and the backhaul, will in
general be greater than the maximum sustained traffic rate parameter for a service, this parameter
describes the maximum continuous burst the system should accommodate for the service,
assuming the service is not currently using any of its available resources. If the maximum traffic
burst set to zero, it means that there is no maximum traffic burst reservation requirement.

� Minimum Reserved Traffic Rate parameter specifies the minimum rate, in bits per second,
reserved for this service flow. The BS is required to satisfy the bandwidth requests for
a connection up to its minimum reserved traffic rate. If less bandwidth than its minimum
reserved traffic rate is requested for a connection, the BS may use the excess reserved bandwidth
for other purposes. The value of this parameter excludes the MAC overhead. If the minimum
reserved traffic is set to zero, it means that there is no minimum reserved traffic rate requirement.

� Maximum Latency is a parameter whose value specifies the maximum interval between the
receipt of a packet at the convergence sub-layer of the BS or MS and the transmission of the
corresponding physical layer PDU over the air interface. A value of zero for maximum latency
is interpreted as no commitment.

� SDU Indicator is a parameter whosevalue specifies whether the SDUs are fixed or variable in length.
� PagingPreference is a single bit indicator of amobile station’s preference for the reception of paging

advisory messages during the Idle State. It indicates that the BS may present paging advisory
messages or other indicators to the MS when there are MAC SDUs bound for an idle mode MS.
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� Uplink Grant Scheduling Type specifies which uplink grant scheduling service type is associated
with uplink service flow. This parameter is present in the uplink direction.

� Tolerated Jitter is a parameter whose value specifies the maximum delay variation (jitter) for the
connection. This parameter is present for a DL or UL service flow, which are associated with
Uplink Grant Scheduling Type ¼ UGS or ertPS.

� Request/Transmission Policy is a parameter whose value specifies certain attributes for the
associated service flow.

� Traffic Priority is a parameter whose value specifies the priority of associated service flow. This
parameter is present for a DL or UL service flow, which are associated with any Uplink Grant
Scheduling Types except UGS.

� Unsolicited Grant Interval parameter defines the nominal interval between successive data grant
opportunities for a DL service flow, which are associated with Uplink Grant Scheduling Type ¼
UGS or ertPS. If this parameter is set to zero, then there is no explicitly mandated unsolicited
grant interval. The maximum unsolicited grant interval field specifies only a bound, not
a guarantee that the rate is available.

� Unsolicited Polling Interval parameter defines the maximum nominal interval between successive
polling grant opportunities for an UL service flow, which are associated with Uplink Grant
Scheduling Type¼ rtPS. If this parameter is set to zero, then there is no explicitly mandated
unsolicited grant interval. The maximum unsolicited polling interval field specifies only
a bound, not a guarantee that the rate is available.

The QoS classes specified in the IEEE 802.16-2009 standard are as follows [1,6,7]:

� Unsolicited Grant Service (UGS) is designed to support real-time uplink service flows that
transport periodic fixed-size data packets such as VoIP without silence suppression. This service
class provides fixed-size grants on a real-time periodic basis, which eliminates the overhead and
latency due to MS bandwidth requests and ensures timely availability of the grants to meet the
real-time characteristics of the service flow. The BS schedules the MS at periodic intervals
based on the Minimum Reserved Traffic Rate of the service flow. The size of these grants must
be sufficient to hold the fixed-length payload associated with the service flow. In order to ensure
proper operation, the Request/Transmission Policy setting will prohibit the MS from using any
contention request opportunities for this connection. The mandatory QoS parameters are
Minimum Reserved Traffic Rate, Maximum Latency, Tolerated Jitter, Uplink Grant Scheduling
Type, SDU size for fixed length SDU service flows, Request/Transmission Policy, and
Unsolicited Grant Interval. If present, the Minimum Reserved Traffic Rate parameter has the
same value as the Maximum Sustained Traffic Rate parameter.

� Real-Time Polling Service (rtPS) is designed to support real-time UL service flows that transport
variable-size data packets on a periodic basis such as Moving Pictures Experts Group (MPEG)
video format. This service offers real-time, periodic, and unicast request opportunities, which meet
the service flow’s real-time requirements and further allow the MS to specify the size of the desired
grant. This service involves more overhead than UGS, but supports variable-sized grants for
optimal data transport. The BS provides periodic unicast request opportunities. In order to ensure
proper operation, the Request/Transmission Policy is set such that the MS is prohibited from using
any contention-based request opportunities for this connection. The BS may render unicast request
opportunities as prescribed by this class even if prior requests were not fulfilled. As a result, the
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MS uses only unicast request and data transmission opportunities in order to obtain UL transmission
grants. The mandatory QoS parameters corresponding to this class are Minimum Reserved Traffic
Rate, Maximum Sustained Traffic Rate, Maximum Latency, Uplink Grant Scheduling Type, Request/
Transmission Policy, and Unsolicited Polling Interval.

� Extended Real-Time Polling Service (ertPS) is a scheduling mechanism which utilizes the
advantages of UGS and rtPS. The BS provides unicast grants in an unsolicited manner similar to
UGS, reducing the latency of bandwidth request. Unlike the UGS allocations, the ertPS
allocations are variable-sized. The BS may provide periodic UL allocations that are used for
requesting the bandwidth as well as for data transmission. By default, the size of allocations
corresponds to the current value of Maximum Sustained Traffic Rate for the connection. The MS
may request changing the size of the UL allocation either by using an Extended Piggyback
Request field of the GMSH or the Bandwidth Request field of the MAC signaling headers by
sending a codeword over the uplink feedback channel. The BS will not change the size of UL
allocations until it receives another bandwidth change request from the MS. The mandatory QoS
parameters are the Maximum Sustained Traffic Rate, the Minimum Reserved Traffic Rate, the
Maximum Latency, the Request/Transmission Policy, and Unsolicited Grant Interval. The ertPS
is designed to support real-time service flows that generate variable-size data packets on
a periodic basis, such as VoIP with silence suppression.

� Non-Real-Time Polling Service (nrtPS) offers unicast polls on a regular basis, which ensures
that the UL service flow receives request opportunities even during network congestion. The
serving BS typically polls nrtPS connections every second and provides timely unicast request
opportunities. The Request/Transmission Policy attribute is set such that the MS is allowed
to use contention-based or unicast request opportunities for data transmission. The mandatory
QoS parameters for this scheduling service are Minimum Reserved Traffic Rate, Maximum
Sustained Traffic Rate, Traffic Priority, Uplink Grant Scheduling Type, and Request/Transmission
Policy.

� Best Effort (BE) service is designed to support applications for which no minimum service
guarantees (e.g., no rate or delay requirements) are required. The MS is allowed to use
contention-based and unicast request opportunities for data transmission.

6.6 IEEE 802.16M QoS CLASSES
In addition to the legacy service class attributes, the IEEE 802.16m defines a new service class attribute
called Maximum Sustained Traffic Rate per Flow [2]. The new attribute defines the peak information
rate of the service flow. The maximum rate is denoted in bits per second and pertains to the service data
units at the input of the convergence sub-layer. This parameter does not include transport, protocol or
network overhead information, and does not limit the instantaneous rate of the service flow since this is
governed by the physical attributes of the ingress port. However, at the destination network interface in
the uplink direction, the service is regulated to ensure conformance to this parameter. The time interval
that the traffic rate is averaged over is defined during service negotiation. In the downlink direction, it
may be assumed that the service was already regulated at the ingress to the network. If this parameter is
set to zero, then there is no explicitly mandated maximum rate. The maximum sustained traffic rate
field specifies only a bound, not a guarantee that the rate is available.
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In addition to the legacy scheduling services, the IEEE 802.16m supports adaptation of service flow
QoS parameters. One or more QoS parameter set(s) may be defined during the initial service nego-
tiation, e.g., a mandatory primary QoS parameter set per service flow and an optional secondary QoS
parameter set. If multiple QoS parameter sets are defined, each of them corresponds to a specific traffic
characteristic for the user data mapped to the same service flow. If the QoS requirement or traffic
characteristics for UL traffic changes, the serving BS may independently perform adaptation by either
changing the service flow QoS parameters or by switching among multiple service flow QoS parameter
sets. The MS may also request the serving BS to perform adaptation and the BS will allocate radio
resources according to the adapted service flow QoS parameters.

Scheduling services characterize the data handling mechanisms supported by the MAC scheduler
for data transport on a specific connection. Each service flow is associated with a single scheduling
service as in IEEE 802.16m. A scheduling service is characterized by a set of service flow QoS
parameters that quantify its behavior. These parameters are established or modified using service flow
management procedures.

Adaptive Grant and Polling Service (aGPS) is a new service class defined in IEEE 802.16m where
the BS may grant or poll an MS periodically and may negotiate only primary QoS parameters or both
primary and secondary QoS parameter sets with the MS. Initially, the BS uses QoS parameters defined
in the primary QoS parameter set including primary Grant and Polling Interval (GPI) and primary
Grant Size. During the service, the traffic characteristics and QoS requirement may change, for
example silence-suppression-enabled VoIP alternates between talk spurt and silence period, which
triggers adaptation of QoS parameters. Adaptation includes switching between primary and secondary
QoS parameter sets or changing of GPI/Grant Size to values other than those defined in the primary or
secondary QoS parameter sets when the traffic can be characterized by more than two QoS states.

Depending on the adaptation method specified during the service flow negotiation, the Grant Size
or GPI can be changed by the BS on detecting certain traffic conditions, or can be triggered by explicit
signaling by the MS. There are three adaptation methods [2]:

1. Implicit: on detecting certain traffic conditions different to those in the pre-negotiated QoS
parameter set, the BS automatically changes GPI and/or Grant Size, or switches between
GPI_Primary/Grant_Size_Primary and GPI_Secondary/Grant_Size_Secondary, if the secondary
QoS parameter set is defined.

2. Explicit, Sustained: the GPI and Grant Size change is triggered by explicit signaling by the MS,
such as piggyback bandwidth request, bandwidth request signaling, quick access message in
bandwidth request channel, or fast-feedback channel. Such change is sustained until the
next change request. If GPI_Secondary or Grant_Size_Secondary is defined, the GPI and
Grant Size switches between GPI_Primary/Grant_Size_Primary and GPI_Secondary/Grant_
Size_Secondary, as requested by the explicit signaling; otherwise, GPI and Grant Size changes
as indicated by QoS requirement carried in the explicit signaling mechanisms.

3. Explicit, One Time Only: the GPI and Grant Size one-time-only change is triggered by explicit
signaling by the MS, such as in piggyback bandwidth request, bandwidth request signaling, quick
access message in bandwidth request channel, or the fast-feedback channel. If GPI_Secondary/
Grant_Size_Secondary is defined, the GPI and Grant Size are switched only once from
GPI_Primary/Grant_Size_Primary to GPI_Secondary/Grant_Size_Secondary; otherwise, GPI and
Grant Size change as indicated by QoS requirements contained in the explicit signaling mechanisms.
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The mandatory QoS parameters of aGPS are the Maximum Sustained Traffic Rate, the Request/
Transmission Policy, Primary GPI, and Primary Grant Size.

6.7 MAC MANAGEMENT/CONTROL MESSAGES
The connection-oriented MAC layers in the serving BS and the MS communicate using the MAC
control messages to perform the control-plane functions. The MAC control messages are contained
in MAC PDUs and are transported over broadcast, unicast or random access connections. There is
a single unicast control connection. In order to improve reliability, the HARQ mechanism is used
for MAC control messages that are sent over unicast control connections. Furthermore, encryption
may be enabled for unicast MAC control messages. The IEEE 802.16m MAC control messages can
be fragmented; however, a multiplexing extended header is not used for these messages. The IEEE
802.16m MAC management/control messages are listed in Table 6-8. The MAC management
messages in IEEE 802.16m are distinguished from their legacy counterparts by an “AAI” prefix,
denoting “Advanced Air Interface” messaging. Unlike the IEEE 802.16-2009 standard, the IEEE
802.16m MAC management/control messages are encoded in ASN.1 format.xii The encryption of
MAC PDU is signaled through Encryption Control Bit in FEH extended header when it is set to one.
As shown in Table 6-8, the MAC management messages may or may not be encrypted depending on
their function. A MAC management message included in a MAC PDU whose encryption control bit
value does not match the combined message type and corresponding context is discarded.
Encrypted and unencrypted MAC control messages are not sent in the same PDU. The MAC
management messages shown in Table 6-8 are sorted based on their usage, e.g., Network entry/re-
entry, Sleep Mode operation, Idle Mode operation, etc. The IEEE 802.16-2009 standard corre-
sponding MAC management messages (if applicable) are also included in the table to help better
understanding of the similarities and differences. Note that legacy MAC management messages,
depending on their types, are carried over basic or primary management connections, as well as
broadcast or initial ranging connections, whereas in IEEE 802.16m, the type of connections for
carrying MAC control messages (as shown in Table 6-8) are classified as unicast, broadcast, and
initial ranging.

xiiAbstract Syntax Notation One (ASN.1) is a standard for describing a message that can be sent or received in a network.
ASN.1 is divided into two parts: (1) the rules of syntax for describing the contents of a message in terms of data type and
content sequence or structure; and (2) how each data item is encoded in a message. ASN.1 is defined in two ISO standards
for applications intended for the Open Systems Interconnection framework [16,17]. The following is an example of
a message definition specified with ASN.1 notation:

Report::¼ SEQUENCE {author OCTET STRING, title OCTET STRING, body OCTET STRING, biblio Bibliography}

In this example, Report is the name of this type of message. SEQUENCE indicates that the message is a sequence of data
items. The first four data items have the data type of OCTET STRING, meaning each is a string of bytes. The bibli-
ography data item is another definition named Bibliography that is used.

Bibliography::¼ SEQUENCE {author OCTET STRING title OCTET STRING publisher OCTET STRING year OCTET
STRING}

Other data types that can be specified include: INTEGER; BOOLEAN; REAL; and BIT STRING. An ENUMERATED
data type is one that takes one of several possible values. Other data items can be specified as optional.
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2]

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

AAI_SCD
System
Configuration
Descriptor

This message is transmitted
by the BS at a periodic interval
to define the system
configuration.

Broadcast of
system information
and parameters
(Additional
Broadcast
Information not
otherwise
transmitted in the
superframe
headers).

N/A N/A Broadcast

AAI_LBS-ADV
LBS Advertisement

AAI_LBS-ADV is a MAC
control message broadcast
by the BS to provide the
MS with topographical
information of the neighboring
base stations, which can
be used by the MS for
triangularization or
trilaterization to enable
location determination. This
message may also contain
time and frequency
information to aid satellite
based, e.g., GPS, receivers
for improved performance.

Broadcast of
system information

N/A N/A Broadcast

AAI_RNG-REQ
Ranging Request

A message that is transmitted
by the MS at initialization and
later periodically to determine
network delay and to request
power and/or DL burst profile
change.

Network Entry/
Re-entry

RNG-REQ Null: during initial
ranging procedure
when there is no
security association
already established
or updated

Initial
Ranging or
Unicast
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CMAC: Other
cases.

AAI_RNG-RSP
Ranging Response

A message that is transmitted
by the BS in response to an
AAI_RNG-REQ message. In
addition, it may also be
transmitted asynchronously
to send corrections based on
measurements that have
been made on other received
data or MAC messages.

Network Entry/
Re-entry

RNG-RSP Null: during ranging
procedure when
there is no security
association already
established or
updated.
Encrypted/ICV:
Other cases.

Initial
Ranging or
Unicast

AAI_RNG-ACK
Ranging
Acknowledgement

Aggregated CDMA Ranging
Acknowledge is a message
that provides responses (e.g.,
adjustments, ranging status,
etc.) to all successfully
received and decoded initial
ranging requests in the initial
ranging slots in a previous UL
subframe, in a predefined,
subsequent DL subframe.

Network Entry/
Re-entry

N/A N/A Broadcast

AAI_SBC-REQ
MS Basic Capability
Request

A message containing the
maximum “Capability Class”
that the MS can support. The
maximum value of
CAPABILITY_INDEX is
denoted by N bits. A
“Capability Class” is defined
as a unique set of functions,
configuration parameters, air
interface protocol revision,
and/or services that can
uniquely describe a mobile
station implementation or
configuration while operating
in the network. The MS, by
default, is required to support

Network Entry/
Re-entry

SBC-REQ Null Unicast
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

the basic capabilities
associated with “Capability
Class 0.” If the MS is capable
of supporting higher revisions
of physical layer or medium
access control layer protocols
or further wishes to use
enhanced features, it sends
an AAI_SBC-REQ message
to the BS indicating the
highest
“CAPABILITY_INDEX” that it
can support. The
CAPABILITY_INDEX ¼
0 indicates the default
capability index and basic
feature set or configuration
parameters and may not need
to be signaled.

AAI_SBC-RSP
MS Basic Capability
Response

Upon receipt of the AAI_SBC-
REQ message containing the
“CAPABILITY_INDEX” from
the MS, the BS determines
whether it could allow or
could support the requested
feature set or MAC and/or
PHY protocol revisions. If the
BS does support or can allow
the use of enhanced features,
it responds with an AAI_SBC-
RSP message to inform the

Network Entry/
Re-entry

SBC-RSP Null Unicast
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MS of its decision. The BS
may signal
a “CAPABILITY_INDEX”
which is numerically different
than the one requested by
the MS.
The “CAPABILITY_
INDEX” values range from 0 to
N, where N denotes the
maximum
CAPABILITY_INDEX value.
The features and
configuration parameters
included in the baseline
capability class are sufficient
to meet the minimum
performance requirements of
the standard. In case of failure
in any stages of operation, the
MS and BS fall back to
“Capability Class 0” and
restart negotiations for a new
“Capability Class,” if
necessary.

AAI_PKM-REQ
Privacy Key
Management
Request

This message is sent by the
PKM client (MS) to PKM
server (BS). PKMv3 uses
AAI_PKM-REQ and
AAI_PKM-RSP MAC
management messages.
Each message encapsulates
one PKM message in the
MAC control message
payload. They are transmitted
through unicast primary
management connection.
The PKM protocol messages
contain the following
parameters: Code (i.e., the

Network Entry/
Re-entry

PKM-REQ Prior to derivation of
AK in network entry:
NULL.
Following derivation
of AK in network
entry and when
EAP-Transfer
message is
enclosed:
Encrypted/ICV.
Following derivation
of AK in network
entry and when
other messages are
enclosed: CMAC.

Unicast

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

type of PKM packet), PKM
Identifier to match a BS
response to the MS requests
or an MS response to the BS
requests. For
retransmissions, the identifier
field remains unchanged.

AAI_PKM-RSP
Privacy Key
Management
Response

This message is sent by the
PKM server (BS) to PKM client
(MS). PKMv3 uses AAI_PKM-
REQ and AAI_PKM-RSP
MAC management
messages. Each message
encapsulates one PKM
message in the MAC control
message payload. They are
transmitted through a unicast
primary management
connection. The PKM
protocol messages contain
the following parameters:
Code (i.e., the type of PKM
packet); PKM Identifier to
match a BS response to the
MS requests or an MS
response to the BS requests.
For re-transmissions, the
identifier field remains
unchanged.

Network Entry/
Re-entry

PKM-RSP Prior to derivation of
AK in network entry:
NULL.
Following derivation
of AK in network
entry and when
EAP-Transfer
message is
enclosed:
Encrypted/ICV.
Following derivation
of AK in network
entry and when
other messages are
enclosed: CMAC.

Unicast

AAI_REG-REQ
Registration
Request

This message is sent by the
MS in order to register with
the BS and to indicate
supported management

Network Entry/
Re-entry

REG-REQ Encrypted/ICV Unicast
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parameters, CS capabilities,
IP mode, etc. It is used by the
MS to negotiate general MS
capabilities and perform
registration during network
entry. This message is
encrypted and does not
contain CMAC Tuple, if
authentication has been
completed. This message,
among other parameters,
includes MS MAC address to
derive security keys.

AAI_REG-RSP
Registration
Response

A message that is transmitted
by the BS in response to an
AAI_ REG-REQ message
during initialization to
confirm registration and
authentication.
The AAI_REG-RSP message
is encrypted and does not
contain CMAC Tuple, if
authentication has been
completed. This message,
among other parameters,
includes the STID which is
used for MS identification in
lieu of the temporary STID
which has been transferred
by AAI-RNG-RSP message.

Network Entry/
Re-entry

REG-RSP Encrypted/ICV Unicast

AAI_RES-CMD
Reset Command

The AAI_RES-CMD message
is transmitted by the BS to
force the MS to reset itself,
reinitialize its MAC, and repeat
initial network entry. This
message may be used if an
MS is unresponsive to the BS,

Network Entry/
Re-entry

RES-CMD Encrypted/ICV Unicast

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

or if the BS detects continued
abnormalities in the UL
transmission from the MS. It
contains no information
except the MAC message
name.

AAI_DSA-REQ
Dynamic Service
Addition Request

This message is sent by an
MS or BS to create a new
service flow, and may contain
parameters for more than one
service flow. An MS or BS can
generate an AAI_DSA-REQ
message and include the
following parameters: Control
Message Type; Service flow
parameters; Convergence
sub-layer parameter
encodings; and may further
include the SCID in order to
change sleep cycle settings,
predefined BR index in order
to use three-step BR
procedure. The FID for the
transport connection is not
included in the MS-initiated
AAI_DSA-REQ message. The
BS assigns to the service flow
a unique FID for the transport
connection. The MS-initiated
AAI_DSA-REQ message may
use the service class name
instead of the QoS

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSA-REQ Encrypted/ICV Unicast
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parameters. The BS-initiated
AAI_DSA-REQ message
includes the QoS parameter
set associated with the
service class and further
include the target SAID for the
service flow.

AAI_DSA-RSP
Dynamic Service
Addition Response

This message is generated in
response to an AAI_DSA-
REQ message to approve/
reject a new service flow
creation. An MS or BS can
generate the AAI_DSA-RSP
message with the following
parameters: Control Message
Type; Confirmation Code;
service flow parameter; as
well as Convergence sub-
layer parameter encodings.

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSA-RSP Encrypted/ICV Unicast

AAI_DSA-ACK
Dynamic Service
Addition
Acknowledge

This message is generated by
an MS or BS in response to an
AAI_DSA-RSP message and
includes Control Message
Type and Confirmation Code
parameters.

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSA-ACK Encrypted/ICV Unicast

AAI_DSC-REQ
Dynamic Service
Change Request

This message is sent by an
MS or BS to dynamically
change the parameters of an
existing service flow. An MS
or BS generate AAI_DSC-
REQ message, including the
following parameters: Control
Message Type; Service Flow
Parameters (service flow’s
new traffic characteristics and
scheduling requirements);
admitted and active QoS
parameter sets currently in

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSC-REQ Encrypted/ICV Unicast

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

use by the service flow. If the
DSC message is successful
and it contains service flow
parameters, but does not
contain replacement sets for
both admitted and active QoS
parameter sets, the omitted
sets are set to null. The
service flow parameters
contain an FID. Other
parameters may be included
in the AAI_DSC-REQ
message SCID to switch
sleep cycle setting,
predefined BR index to be
used in three-step bandwidth
request procedure. An
AAI_DSC-REQ message
does not carry parameters for
more than one service flow.

AAI_DSC-RSP
Dynamic Service
Change Response

This message is generated in
response to an AAI_DSC-
REQ message. An MS or BS
can generate an AAI_DSC-
RSP message with the
following parameters: Control
Message Type; Confirmation
Code; Service Flow
Parameters (service flow’s
traffic characteristics and
scheduling requirements).
The complete specification of

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSC-RSP Encrypted/ICV Unicast
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the service flow is included in
the AAI_DSC-RSP only if it
includes an expanded service
class name. If a service flow
parameter set contained
a service class name and an
admitted QoS parameter set,
the AAI_DSC-RSP includes
the QoS parameter set
corresponding to the service
class. If specific QoS
parameters were also
included in the service flow
request, those QoS
parameters are included in
the AAI_DSC-RSP instead of
any QoS parameters of the
same type of the service
class, as well as convergence
sub-layer parameters such as
service flow’s CS-specific
parameters. In response to an
AAI_DSC-REQ message
which contains a SCID, the
SCID may be included in an
AAI_DSC-RSP message as
an indication of approval. If
the AAI_DSC-RSP message
doesn’t include an SCID, the
request has failed. In
response to an AAI_DSC-
REQ message containing
a predefined BR index, the
BR index may be included in
the AAI_DSC-RSP message
as an indication of approval. If
an AAI_DSC-RSP message

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

does not include the BR
index, the request has failed.

AAI_DSC-ACK
Dynamic Service
Change
Acknowledge

This message is generated in
response to an AAI_DSC-
RSP message. An MS or BS
may generate the AAI_DSC-
ACK message with Control
Message Type and
Confirmation Code
parameters.

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSC-ACK Encrypted/ICV Unicast

AAI_DSD-REQ
Dynamic Service
Deletion Request

This message is sent by an
MS or BS to delete an existing
service flow. An MS or BS
may generate this message
with the following parameters:
Flow ID and Control Message
Type. The SCID may be
included in the AAI_DSD-REQ
message to change the sleep
cycle settings.

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSD-REQ Encrypted/ICV Unicast

AAI_DSD-RSP
Dynamic Service
Deletion Response

This message is generated in
response to an AAI_DSD-
REQ message. An MS or BS
may generate this message
with the following parameters:
Flow ID; Control Message
Type; and the Confirmation
Code. In response to the
AAI_DSD-REQ message
containing an SCID, the SCID
may be included in the
response message as an

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSD-RSP Encrypted/ICV Unicast
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indication of approval. If the
response message does not
include an SCID, the request
has failed.

AAI_DSX-RVD
DSX Received

This message is generated by
the BS to inform the MS that it
has correctly received a DSX
(DSA or DSC) request
message. The DSX-RSP
message is transmitted only
after the DSX-REQ is
authenticated.

Service Flow
Establishment/
Change/Deletion
(Connection
Management)

DSx-RVD Encrypted/ICV Unicast

AAI_SLP-REQ
Sleep Request

An MS in the Active Mode
may use this message to
enter the Sleep Mode. An MS
in the Sleep Mode can
change the Sleep Mode
settings using this message.
An MS in the Sleep Mode can
exit from Sleep Mode using
this message with a certain
operation code.

Sleep Mode
Operation

MOB_SLP-
REQ

Encrypted/ICV Unicast

AAI_SLP-RSP
Sleep Response

This message is sent from the
BS to the MS in response to
an AAI_SLP-REQ message.
The BS may send this
message in an unsolicited
manner. If the request is
rejected by the BS, the MS
will not retransmit the
AAI_SLP-REQ message
before a certain time interval
signaled in the AAI_SLP-RSP
message elapses.

Sleep Mode
Operation

MOB_SLP-
RSP

Encrypted/ICV Unicast

AAI_TRF-IND
Traffic Indication

This message is sent by the
BS to the mobile stations in
the first frame of mobile
station’s listening window.

Sleep Mode
Operation

MOB_TRF-
IND

N/A Broadcast

(Continued)

6
.7

M
A
C
m
a
n
a
g
e
m
e
n
t/c

o
n
tro

l
m
e
ssa

g
e
s

2
2
9



Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

The mobile stations that have
not been assigned SLPID
would ignore this message.
This message indicates
whether there is DL traffic for
mobile stations that are
explicitly addressed. There
are two formats for the
AAI_TRF-IND message, as
indicated by the format field of
the message. If the MS does
not find a SLPID-Group
Indication bitmap or a Traffic
Indication bitmap, the MS
considers it as a negative
indication and may go back to
sleep. If the MS does not find
its own SLPID in the AAI_TRF-
IND message, the MS
considers it as a negative
indication and may go back to
sleep.

AAI_TRF_IND-REQ
Traffic Indication
Request

If the Traffic Indication
Message Flag is set to 1, the
MS receives an AAI_TRF-IND
message in the first frame
during the listening window;
otherwise, the MS stays
awake for the rest of the
listening window. If the MS
receives any unicast data
during the listening window,

Sleep Mode
Operation

MOB_TRF-
IND

Encrypted/ICV Unicast
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then it assumes that the
Traffic Indication Message
Flag was set. If the MS
receives neither the Traffic
Indication Message Flag nor
any other unicast data in the
listening window, the MS
would send an AAI_TRF_IND-
REQ message to the BS in
order to inquire about the
status of Traffic Indication
Message Flag. The BS will
respond to the MS by sending
an AAI_TRF_IND-RSP with
Traffic Indication Message
Flag for the MS.

AAI_TRF_IND-RSP
Traffic Indication
Response

When the BS receives an
AAI_TRF_IND-REQ message
from an MS, the BS responds
to the MS by sending the
AAI_TRF_IND-RSP message
with the Traffic Indication
Message Flag. When the MS
receives the AAI_TRF_IND-
RSP message from the
serving BS, it will update the
current sleep cycle based on
the Traffic Indication Message
Flag in the AAI_TRF_IND-RSP
message.

Sleep Mode
Operation

N/A Encrypted/ICV Unicast

AAI_NBR-ADV
Neighbor
Advertisement

This message is transmitted
by the serving BS to provide
the MS with information about
neighbor base stations or
relay stations including the
following parameters: BS type
(macro, micro, femto, relay,
etc.); carrier frequency; MAC

Handover
Operation/Normal
Operation

MOB_NBR-
ADV

Null: in Unicast
N/A: in Broadcast

Unicast or
Broadcast

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

version; TDD/FDD;
bandwidth and cyclic prefix
size; multi-carrier capability;
and configuration. The BS
determines and indicates the
system configuration
information included for each
deployment type and their
corresponding broadcast
frequency. To allow
AAI_NBR-ADV fragmentation
while providing flexibility for
the MS handover operation
without requiring acquisition
of the entire AAI_NBR-ADV
message, the BS always
provides the total number of
deployment types and total
number of recommended
target base stations for each
type. Each AAI_NBR-ADV
fragment has corresponding
indices for each deployment
type and each neighbor BS.
The base stations with
identical type are listed in the
AAI_NBR-ADV message in
descending order of their cell
coverage. Each AAI_NBR-
ADV message carries, among
other parameters, AAI_NBR-
ADV change count, number
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of total cell types, and
segment information for this
AAI_NBR-ADV message,
system information of base
stations from one or more cell
types.

AAI_SCN-REQ
Scanning Interval
Allocation Request

A message that is transmitted
by the MS to request
a scanning interval for the
purpose of seeking available
legacy or new base stations
and determining their
suitability as targets for
handover. An MS may
request a scanning interval
during the scan interleaving
interval.

Handover
Operation/Normal
Operation

MOB_SCN-
REQ

Encrypted/ICV Unicast

AAI_SCN-RSP
Scanning Interval
Allocation Response

A message that is transmitted
by the BS either unsolicited or
in response to an AAI_SCN-
REQ message sent by an MS.
The BS may transmit
AAI_SCN-RSP to start MS
scan reporting with or without
scanning interval allocation.
If the Scan Duration field
contains a non-zero value, the
system parameters (except
cell bar information) which are
carried through the
superframe header are not
changed during the scanning
time specified in the
AAI_SCN-RSP message.
If the Scan Duration field
contains a non-zero value, the
scanning interval pattern
included in the AAI_SCN-RSP
message replaces the
previous existing scanning
interval pattern.

Handover
Operation/Normal
Operation

MOB_SCN-
RSP

Encrypted/ICV Unicast

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

AAI_SCN-REP
Scanning Result
Report

When the report mode is
event-triggered in the most
recently received AAI_SCN-
RSP, the MS transmits an
AAI_SCN-REP message to
report the scanning results to
its serving BS after each
scanning period, if the trigger
condition is met. For the
periodic and one-time scan
report modes, the MS reports
the scanning results to its
serving BS at the time
indicated in the AAI_SCN-
RSP message, except when it
is in the scanning interval. For
the periodic report mode, the
MS stops reporting after all
scanning intervals in the AAI-
SCN-RSP message. The MS
includes all available scanning
results for the requested base
stations specified in the
AAI_SCN-RSP message. The
MS may transmit an
AAI_SCN-REP message to
report the scanning results to
its serving BS at any time.

Handover
Operation/Normal
Operation

MOB_SCN-
REP

Encrypted/ICV Unicast
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AAI_HO-REQ
MS Handover
Request

In MS-initiated handover, the
MS sends an AAI_HO-REQ
message to the serving BS in
order to initiate the handover
procedure.

Handover
Operation/Normal
Operation

MOB_
MSHO-REQ/
MOB_BSHO-
REQ

Encrypted/ICV Unicast

AAI_HO-RSP The BS transmits this
message on reception of an
AAI-HO-REQ message.

Handover
Operation/Normal
Operation

MOB_BSHO-
RSP

Encrypted/ICV Unicast

AAI_HO-CMD
BS Handover
Command

The serving BS sends an
AAI_HO-CMD to initiate the
handover procedure or to
acknowledge the AAI_HO-
REQ message sent by the
MS.

Handover
Operation/Normal
Operation

HO-CMD Encrypted/ICV Unicast

AAI_HO-IND
MS Handover
Indication

The MS may send an
AAI_HO-IND MAC control
message during handover
preparation, handover
execution, and handover
cancellation. If a Piggyback
Extended Header is included
in the AAI_HO-IND message,
bandwidth request size
should be transferred to the
target BS.

Handover
Operation/Normal
Operation

MOB_HO-
IND

Encrypted/ICV Unicast

AAI_L2-XFER
AAI L2 Transfer

This is a generic MAC control
message which acts as
a generic service container for
various services including, but
not limited to, device
provisioning bootstrap
message to the MS, GPS
assistance delivery to the MS,
Base stations geo-location
unicast delivery to the MS,
IEEE 802.21 MIH transfer,
messaging service, etc.
This container is also used for

Inter-RAT
Operation

N/A Encrypted/ICV Unicast

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

IEEE 802.16m messages that
are not processed by the BS,
rather they are processed by
the network entities beyond
the BS. The AAI_L2_XFER
message is transmitted only
by an authenticated MS.

AAI_SII-ADV
Service Identity
Information
Advertisement

This message is transmitted
when the BS is ready to send
the Media Independent
Handover (MIH) response in
a multi-RAT operation. The
BS transmits this message
containing the MIH response
in the MAC frame

Inter-RAT
Operation

N/A N/A Broadcast

AAI_PAG-ADV
BS Paging
Advertisement

This message is sent by the
BS on the broadcast Idle
Mode multicast connection
during the BS paging interval.

Idle Mode
Operation

MOB_PAG-
ADV

N/A Broadcast

AAI_DREG-REQ
Deregistration
Request

This message is sent by the
MS to the serving BS in order
to notify the BS of the MS de-
registration request from the
network.

Idle Mode
Operation

DREG-REQ Encrypted/ICV Unicast

AAI_DREG-RSP
Deregistration
Command

This message is sent by the
BS to confirm immediate
termination of the service by
the BS and that the MS
should attempt network entry

Idle Mode
Operation

DREG-RSP Encrypted/
ICV

Unicast
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with another BS later. When
more than one paging groups
are assigned to an MS,
multiple Paging group IDs and
the same number of paging
offsets that correspond to the
Paging group ID are included
in the AAI_DREG-RSP
message.

AAI_DREG-CMD This message is transmitted
by the BS to force the MS to
change its Access State. This
message is either unsolicited
or in response to an
AAI_DREG-REQ message.

Idle Mode
Operation

DREG-CMD Encrypted/ICV Unicast

AAI_MC-ADV
Multi-carrier
Advertisement

The BS broadcasts the
system information on each
carrier with a specific format
and provides the MS with
basic radio configuration for
all available carriers
supported in the cell through
the AAI_MC-ADV message.
This message is periodically
broadcast by the BS and
includes the multi-carrier
mode and the configurations
supported by the BS. The
multi-carrier configuration
information is relevant to all
mobile stations in any multi-
carrier modes or in the single
carrier mode.

Multi-carrier
Operation/Normal
Operation

N/A N/A Broadcast

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

AAI_MC-REQ
Multi-carrier Request

The Multi-carrier Request
Message is sent by an MS to
a BS to request the list of
Assigned Carriers. This
message includes information
about the MS supported
multi-carrier configurations
that is needed by the BS to
assign carriers to the MS and
to activate the carriers when
needed. The MS cannot send
the AAI_MC-REQ message
until it receives the AAI_MC-
ADV message from its serving
BS. The AAI_MC-REQ
message includes MS multi-
carrier capability parameters
for carrier assignment, list of
candidate assigned carriers,
and support of data
transmission over guard sub-
carrier.

Multi-carrier
Operation/Normal
Operation

N/A Null Unicast

AAI_MC-RSP
Multi-carrier
Response

This message contains the
BS response to the AAI_MC-
REQ message to provide the
MS with information about its
assigned carriers including
the following parameters: list
of assigned carriers; support
of data transmission over
guard sub-carrier. While the
AAI_MC-RSP message is
typically sent to the MS in
response to the AAI_MC-REQ

Multi-carrier
Operation/Normal
Operation

N/A Null Unicast
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message, it may also be sent
by the BS to update the list of
assigned carriers in an
unsolicited manner.

AAI_CM-CMD
Carrier Management
Command

The activation or deactivation
of secondary carriers is
decided by the BS based on
QoS requirement, load
condition of carriers, and
other criteria. The BS
activates and/or deactivates
the secondary carrier with the
AAI_CM-CMD message. The
BS sends the AAI_CM-CMD
message on the primary
carrier and includes the
following parameters:
Indication Type per DL/UL
(Activation or Deactivation);
list of secondary carriers
(addressed by physical carrier
index); and the Ranging
Indicator for the activated
carrier. The AAI_CM-CMD
message may allocate
feedback channel for the
activated carriers without
paired UL; e.g., partially
configured carrier or
asymmetrically activated DL
carrier.

Multi-carrier
Operation/Normal
Operation

N/A Encrypted/ICV Unicast

AAI_CM-IND
Carrier Management
Indication

In response to the AAI_CM-
CMD message, the MS
transmits the AAI_CM-IND
MAC control message
through the primary carrier.
This message confirms that
the MS has successfully

Multi-carrier
Operation/Normal
Operation

N/A Encrypted/ICV Unicast
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

activated/deactivated the
carriers listed in the AAI_CM-
CMD message. In the case of
activation, the confirmation is
sent by the MS when the DL/
UL of the newly activated
carrier is ready to be used to
transport data traffic.

AAI_SingleBS_
MIMO_FBK
Single-BS MIMO
Feedback

This message is sent by an
MS to respond to Feedback
Polling A-MAP IE requesting
to feedback the sub-band
information for MIMO
Feedback Modes 2, 3, 5, or 6.
It is also used to feedback the
transmit correlation matrix
when the BS has 8 transmit
antennas.

Normal Operation N/A Encrypted/ICV Unicast

AAI_MultiBS_
MIMO_FBK
Multi-BS MIMO
Feedback

This message is sent by an
MS as a response to
Feedback Polling A-MAP IE
requesting multi-BS MIMO
feedback.

Normal Operation N/A Encrypted/ICV Unicast

AAI_MultiBS_
MIMO-REQ
Multi-BS MIMO
Request

The AAI_MULTI_
BS_MIMO-REQ message is
transmitted by the MS to
report its preference on single
BS precoding with Multi-BS
MIMO coordination or multi-
BS joint MIMO processing.

Normal Operation N/A Encrypted/ICV Unicast
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AAI_CLC-REQ
Collocated
Coexistence
Request

The MS sends this message
to activate, terminate, or
reconfigure one or several
Type I, Type II, and/or Type III
CLC classes. The AAI_CLC-
REQ message is sent from
the MS to the BS on the
mobile station’s basic
connection. The MS may
include AAI_CLC-INFO
parameter fields.

Normal Operation N/A Encrypted/ICV Unicast

AAI_CLC-RSP
Collocated
Coexistence
Response

The BS sends the AAI_CLC-
RSP message to the MS on
the mobile station’s basic
connection in response to
AAI_CLC-REQ.

Normal Operation N/A Encrypted/ICV Unicast

AAI_CLC-INFO
Collocated
Coexistence
Information

The parameters of this
message are applicable to
AAI_REG-RSP, AAI_RNG-
REQ, AAI_RNG-RSP,
AAI_CLC-REQ, AAI_SBC-
REQ, and AAI_SBC-RSP
messages.

Normal Operation N/A Encrypted/ICV Unicast

AAI_FFR-CMD
Fractional Frequency
Reuse Command

This message is transmitted
by the BS to instruct the MS
to perform measurement over
specific frequency partition.

Normal Operation N/A Encrypted/ICV Unicast

AAI_FFR-REP
Fractional Frequency
Reuse Report

This message is sent by an
MS to report the interference
statistics of frequency
partition.

Normal Operation N/A Encrypted/ICV Unicast

(Continued)
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Table 6-8 IEEE 802.16m MAC Management/Control Messages [1,2] Continued

IEEE 802.16m
MACManagement
Message Message Description Usage

IEEE
802.16-
2009
Standard
Equivalent
Message

Security
Attributes

Connection
Type

AAI_ARQ-Feedback
Stand-alone ARQ
Feedback

This message is used by
a receiver to inform the
transmitter of the reception
status of a number of ARQ
blocks or ARQ sub-blocks.
The ARQ feedback IE is
included in this message.

Normal Operation ARQ-
Feedback

Encrypted/ICV Unicast

AAI_ARQ-Discard
ARQ Discard

This message is sent by the
transmitter when skipping
a number of ARQ blocks.

Normal Operation ARQ-
Discard

Encrypted/ICV Unicast

AAI_ARQ-Reset
ARQ Reset

The transmitter or receiver
may send this message to
reset the parent connection’s
ARQ transmitter and receiver
state machines.

Normal Operation ARQ-Reset Encrypted/ICV Unicast

AAI_SON-ADV
SON Advertisement
Message

A message that is used by the
BS to broadcast relevant Self-
Organizing Network (SON)
information for action types
such as BS Reconfiguration,
BS Restart, BS Scanning, or
BS Reliability.

Self Organization N/A Encrypted/ICV Unicast
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6.8 CONNECTION AND SESSION MANAGEMENT
A session is defined as the duration of time from the moment that an MS performs initial network
entry and registers with the network and an exclusive MS context is generated in the network until
the MS signs off the network and the MS context is flushed out. During this time, the MS may
transit between different states (Initialization, Access, Connected, and Idle States) and may perform
a number of network re-entries and re-register with the serving BS on transition from Idle to Con-
nected State.

In the IEEE 802.16-2009 standard, a connection is defined as uni-directional mapping between
base station and mobile station MAC layers. Connections are identified by a 16-bit connection
identifier. There are two types of connections, i.e., management and transport connections, where
the management connections can be basic, primary, or secondary type. The basic connection is
used by the BS and MS MAC layers to exchange short and time-sensitive MAC control messages.
The primary management connection is utilized by the BS and MS MAC layers to exchange long
and delay-tolerant MAC control messages. In IEEE 802.16m, a connection is defined as a mapping
between the MAC layers of a BS and one or more mobile stations. When the mapping is between
a BS and an MS, the connection is called a unicast connection. Otherwise, it is a multicast or
broadcast connection. Unicast connections are identified by the combination of a 12-bit STID and
a 4-bit FID. Multicast and broadcast connections are identified by the reserved STIDs. In IEEE
802.16m, the connections are classified as management connections and transport connections.
Management connections carry MAC control messages. Transport connections, on the other hand,
are used to carry user data including upper layer signaling such as DHCP, as well as data-plane
signaling such as ARQ feedback. The MAC control messages are never transferred over transport
connections and user data is never transferred over management connections. One pair of bi-
directional (DL/UL) unicast management/control connections are automatically established when
an MS performs initial network entry. An FID with value “0” is reserved for this pair of
connections. The mapping between MAC control messages and connection types is static, as
shown in Table 6-8. Therefore, there is a difference between the notion of connection in
IEEE 802.16m and the legacy standard. In IEEE 802.16m, connections are either management
(bi-directional for unicast and uni-directional for broadcast connections) or transport (uni-
directional).

Once the Temporary STID is allocated to the MS, the management connections are established
automatically. The FIDs for the management connections are not changed during handover or network
re-entry between IEEE802.16m compliant systems. All user data communications use transport
connections. A transport connection is uni-directional and established with a unique FID that is
assigned using a Dynamic Service Addition (DSA) procedure. If the Group Create/Change parameter
is included in a DSA message, it would indicate that a group of coupled transport connections must be
considered together on admission. Each transport connection is associated with an active service flow
to provide various levels of QoS required by the service flow. The transport connections are established
when the associated active service flows are created, and are released when the associated service
flows become inactive. Once established, the FID of the transport connection is not changed during
handover. The detailed mechanism for addition, change, and deletion of the transport connections can
be described as follows.
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Dynamic Service Addition: A set of MAC management messages for addition of a new
service flow, and thereby a new transport connection

An AAI_DSA-REQ message is sent by an MS or BS to create a new service flow and may contain
parameters for more than one service flow. The MS or BS generates an AAI_DSA-REQ message,
including the following parameters:

� Control Message Type (i.e., type of the AAI_DSA-REQ message);
� Service Flow Parameters specify the service flow’s traffic characteristics and scheduling

requirements;
� Convergence Sub-layer Parameter Encodings specify the service flow’s CS-specific parameters.

The Sleep Cycle Identifier (SCID) may be included in the AAI_DSA-REQ to change sleep cycle
settings. This message may also contain the Predefined BR Index of the 3-step bandwidth request
procedure when initiated by the BS. The FID for the transport connection is not included in the MS-
initiated AAI_DSA-REQ message. At the BS, the service flow within the AAI_DSA-REQ message is
assigned a unique FID for the transport connection, which will be communicated via the AAI_DSA-
RSP message. The MS-initiated AAI_DSA-REQ messages may use the service class name instead of
the QoS parameters. The BS-initiated AAI_DSA-REQ messages for service class names include the
QoS parameter set associated with that service class, as well as the target Security Association Identifier
(SAID) for the service flow. An AAI_DSA-RSP message is generated in response to a AAI_DSA-REQ
message. An MS or BS generated AAI_DSA-RSP message contains the following parameters:

� Control Message Type (i.e., type of the AAI_DSA-RSP message);
� Confirmation Code for the corresponding AAI_DSA-REQ message;
� Service Flow Parameters to characterize service flow traffic and scheduling requirements if the

procedures are executed successfully. The complete specification of the service flow is included
in the AAI_DSA-RSP message, if it includes an expanded service class name;

� Convergence Sub-layer Parameter Encodings specify the service flow CS-specific parameters if the
transaction is successful.

In response to an AAI_DSA-REQ message containing SCID, the SCID may be included in the
AAI_DSA-RSP message to accept the base station or mobile station’s request. If the AAI_DSA-RSP
message does not include SCID, the MS would assume that the request has been denied. The base
station’s AAI_DSA-RSP messages for service flows that are successfully added contain an FID for the
transport connection, as well as the target SCID for the service flow. If the corresponding AAI_DSA-
REQmessage uses the service class name to request service addition, the AAI_DSA-RSP message will
contain the QoS parameter set associated with the service class name. If the service class name is used
in conjunction with other QoS parameters in the AAI_DSA-REQ message, the BS accepts or rejects
the AAI_DSA-REQ message using the QoS parameters in the AAI_DSA-REQ message. If these
service flow encodings conflict with the service class attributes, the BS uses the AAI_DSA-REQ
message values as override for those of the service class. If mobile station’s AAI_DSA-RSP with
successful status is sent and Service Flow Parameters are included, the only Service Flow Parameters
that may be included are ARQ parameters for ARQ-enabled connections. An AAI_DSA-ACK
message is generated in response to an AAI_DSA-RSP message. An MS or BS generates the
AAI_DSA-ACK message containing the following parameters:
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� Control Message Type (i.e., type of AAI_DSA-ACK message);
� Confirmation Code for the corresponding AAI_DSA-RSP message.

Dynamic Service Change: A set of MAC management messages for changing the
parameters of an existing service flow

The MS or the BS generates the AAI_DSC-REQ message including the following parameters:

� Control Message Type (i.e., type of AAI_DSC-REQ message);
� Service Flow Parameters specify the service flow’s new traffic characteristics and scheduling

requirements or the admitted and active QoS parameter sets currently in use by the service flow.
If the dynamic service flow change message is successful and it contains service flow
parameters, but does not contain replacement sets for both admitted and active QoS parameter
sets, the omitted set is set to null. The service flow parameters include the FID.

The SCID may be included in the AAI_DSC-REQ message to change sleep cycle setting. An
AAI_DSC-REQ message does not carry parameters for more than one service flow. The AAI_DSC-
RSP message is generated in response to the AAI_DSC-REQ message inclusive of the following
parameters:

� Control Message Type (i.e., type of AAI_DSC-RSP message);
� Confirmation Code for the corresponding AAI_DSC-REQ message;
� Service Flow Parameters specify the service flow’s traffic characteristics and scheduling

requirements if the transaction is successful. Complete specification of the service flow is
included in the AAI_DSC-RSP, if a service flow parameter set contained a service class name
and an admitted QoS parameter set. The AAI_DSC-RSP message further includes the QoS
parameter set corresponding to the service class name. If specific QoS parameters were also
included in the service flow request, these QoS parameters are included in the AAI_DSC-RSP
message instead of any QoS parameters of the same type of the service class name.

� Convergence Sub-layer Parameter Encodings specify the service flow’s CS-specific parameters, if
the procedures are successfully executed.

In response to an AAI_DSC-REQ message which contains SCID, the SCID may be included in an
AAI_DSC-RSP message to accept the base station or mobile station’s request. If the AAI_DSC-RSP
message does not include SCID, the MS would assume that its request has failed. An AAI_DSC-ACK
message is generated in response to a received AAI_DSC-RSP message. The MS or the BS generates
the AAI_DSC-ACK message that includes the following parameters:

� Control Message Type (i.e., type of AAI_DSC-ACK message);
� Confirmation Code for the corresponding AAI_DSC-RSP message.

Dynamic Service Deletion: A set of MAC management messages for deleting an existing
service flow

An AAI_DSD-REQ message is sent by an MS or BS to delete an existing service flow. The MS or BS
generates an AAI_DSD-REQ message with the following parameters:

� Flow ID to be deleted;
� Control Message Type of AAI_DSD-REQ message.
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The SCID may be included in the AAI_DSD-REQ to change sleep cycle setting. An AAI_DSD-RSP
message is generated in response to an AAI_DSD-REQ message. The MS or BS generates an
AAI_DSD-RSP message, including the following parameters:

� Flow ID from the AAI_DSD-REQ to which this response refers;
� Control Message Type of AAI_DSD-RSP message;
� Confirmation Code for the corresponding AAI_DSD-REQ message.

In response to an AAI_DSD-REQ message which contains SCID, the SCID may be included in the
AAI_DSD-RSP message to accept the base station or mobile station’s request. If the AAI_DSD-RSP
message does not include SCID, the MS assumes that its request has failed.

To support Emergency Telecommunications Service (ETS)xiii and E-911,xiv the emergency
service flows are given priority in admission control over the regular service flows. The default
service flow parameters are defined for emergency service flows. The BS grants resources in
response to an emergency service notification from the MS without going through the complete
service flow set-up procedures. The MS can include an emergency service notification in initial
ranging or service flow set-up requests. If a service provider wishes to support National Security/
Emergency Preparedness (NS/EP) priority services, the BS would use the procedures defined by
the home country regulatory body. For example, in the United States, the procedure defined by
the FCC in Hard Public Use Reservation by Departure Allocation (H-PURDA) is used to support
NS/EP.

6.9 MOBILITY AND POWER MANAGEMENT
The MS power conservation during normal operation is crucial to mobile user connectivity. The IEEE
802.16m provides MS power management functions including sleep and idle mode procedures to
minimize MS power consumption.

xiiiThe Emergency Telecommunications Service (ITU.ETS.E106) is a successor to and generalization of two services used
in the United States: Multi-Level Precedence and Pre-emption (MLPP), and the Government Emergency Telecommuni-
cation Service (GETS). Services based on these models are also used in a variety of countries throughout the world, both
Public Switched Telephone Network (PSTN) and Global System for Mobile Communications (GSM)-based. Both of these
services are designed to enable an authorized user to obtain service from the telephone network in times of crisis. They
differ primarily in the mechanisms used and number of levels of precedence acknowledged [24].
xivThe FCC’s wireless Enhanced 911 (E911) requirements seek to improve the effectiveness and reliability of wireless 911
services by providing the dispatchers with additional information on wireless 911 calls. The FCC’s wireless E911 rules
apply to all wireless licensees, broadband Personal Communications Service (PCS) licensees, and certain Specialized
Mobile Radio (SMR) licensees. The FCC has divided its wireless E911 program into two phases: Phase I and Phase II.
Under Phase I, the FCC requires carriers, within six months of a valid request by a local Public Safety Answering Point
(PSAP), to provide the PSAP with the telephone number of the originator of a wireless 911 call and the location of the cell
site or base station transmitting the call. Under Phase II, the FCC requires wireless carriers, within six months of a valid
request by a PSAP, to begin providing information that is more precise to PSAPs, specifically, the latitude and longitude of
the caller. This information must meet FCC accuracy standards, generally to within 50 to 300 meters, depending on the type
of technology used. The deployment of E911 requires the development of new technologies and upgrades to local 911
PSAPs, as well as coordination among public safety agencies, wireless carriers, technology vendors, equipment manu-
facturers, and local wireline carriers (see http://www.fcc.gov/pshs/services/911-services/enhanced911).
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6.9.1 Sleep Mode Operation

Sleep is a mode of operation in which an MS conducts pre-negotiated periods of absence from the
serving BS air interface. These periods are characterized by the unavailability of the MS, as
observed by the serving BS, for DL or UL traffic. Sleep mode is used to minimize MS power
consumption and to decrease the use of serving BS radio resources. The Sleep Mode may also be
used to support co-located multi-radio coexistence. A single power saving class for each mobile
station is managed in order to operate the active connections associated with the MS. The Sleep
Mode may be invocated when an MS is in the Connected State. When Sleep Mode is activated, the
MS is provided with a series of alternate listening window and sleep intervals. The listening
window is the time in which the MS is available to exchange control signaling, as well as data, in
the uplink or downlink. The IEEE 802.16m provides a mechanism for dynamically adjusting the
duration of sleep windows and listening windows based on changing traffic patterns and HARQ
operations. The length of successive sleep cycles, each comprising a sleep and listening window,
may remain unchanged or may change based on traffic conditions. The sleep and listening windows
can be dynamically adjusted for the purpose of data transmission, as well as MAC control
signaling. The MS can send and receive data and MAC control signaling without deactivating the
Sleep Mode.

Sleep Mode entry is initiated either by the MS or the BS. When the MS is in Active Mode, sleep
parameters are negotiated between the MS and BS. The serving BS determines when the MS can
transition to Sleep Mode. MAC control signaling is used for sleep mode request and response. The
sleep cycle is measured in units of frames. The start of the listening window is aligned with the frame
boundaries. The MS ensures that it has the latest system information for proper operation; otherwise,
the MS does not transmit in the listening window until the system information is updated. A sleep cycle
is the sum of sleep and listening windows. The MS or BS may request change of sleep cycle through
MAC control signaling. The BS maintains synchronization with the MS at the sleep/listening
windows’ boundary. The synchronization can be conducted implicitly with a predetermined procedure
or explicitly using an appropriate signaling mechanism. There are 16 distinct sleep patterns or sleep
cycle settings (also referred to as power saving modes in the legacy system) specified in IEEE 802.16m
where each is denoted by a unique Sleep Cycle Identifier (SCID). Note that there are only three power-
save modes in the legacy standard [1]. If an MS requests changes to the sleep pattern to one of the
previous patterns using AAI_SLP-REQ including the associated SCID, the BS will respond with an
AAI_SLP-RSP containing the same or a different SCID. There is only a single sleep cycle setting that
is applied across all MS active connections.

During the sleep window, the MS is unavailable to receive any DL data and MAC control
signaling from the serving BS. For the duration of the listening window, the MS can receive DL
data and MAC control signaling from the serving BS. The MS can also send data, if any uplink data
is scheduled for transmission. The length of the listening window is measured in units of frames.
After termination of a listening window, the MS may return to sleep for the remainder of the current
sleep cycle. During the listening interval, if an MS does not have any downlink or uplink traffic
in certain subframes (i.e., equal-sized fractions of radio frame), the MS can turn off its RF trans-
mit/receive circuitry until the next active subframe(s) (as shown in Figure 6-20). These short-time
sleep patterns are referred to as micro-sleep cycles and help the MS to further reduce power
consumption.
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The serving BS may transmit the traffic indication message intended for one or multiple mobile
stations during the listening window according to the Sleep Mode negotiation messages. It indicates
whether there is traffic destined to one or multiple mobile stations. The traffic indication message is
transmitted at a predefined location. On receiving a negative traffic indication in the traffic indication
message, the MS can return to sleep for the remainder of the current sleep cycle. The duration of the
listening window can be dynamically adjusted based on traffic availability or control signaling in the
MS or BS. The listening window can be extended through explicit signaling. The listening window
cannot be extended beyond the end of the current sleep cycle. The MS or BS can initiate the Sleep
Mode termination/deactivation procedure. The BS signals the termination of the MS Sleep Mode using
MAC management messages. The traffic indication signal is sent for a single MS or a group of mobile
stations using the AAI_TRF-IND message. The AAI_TRF-IND message is transmitted at the first
frame in the listening window of each MS. If the traffic indication is enabled for an MS with Sleep
Identifier (SLPID) assigned (i.e., a unique identifier for a mobile station or a group of mobile stations
in the Sleep Mode), the MS should expect a traffic indication message at predetermined intervals. The
set of SLPID values range from 0 to 1023 and are divided into 32 SLPID Groups. The SLPID Groups
are defined as follows: SLPID-Group#0 corresponding to SLPID values 0 . 31; SLPID-Group #1
corresponding to SLPID values 32. 63;.; SLPID-Group#31 corresponding to SLPID values 992.
1023. The SLPID-Group Indication Bitmap is a 32-bit field where each bit is assigned to a particular
SLPID-Group. In other words, the MSB in the field is assigned to SLPID-Group#0 and subsequent bits
correspond to SLPID-Group #1, 2, ., 31. Therefore, the Sleep Mode MS associated with SLPID-
Group #n may return to sleep mode if the nth bit in the SLPID-Group Indication Bitmap is not set. If
the corresponding bit were set, the MS would read its own Traffic Indication Bit-map in the AAI_TRF-
IND message.

On receiving the traffic indication message, the MS checks whether there is a positive traffic
indication (e.g., through SLPID-Group Indication Bit-map and Traffic Indication Bit-map or the
SLPID assigned to it). If the MS receives a negative traffic indication, then it ends the listening window
and proceeds with sleep window operation for the remainder of the sleep cycle, unless the MS has UL
signaling or pending traffic for transmission. If the BS transmits a negative traffic indication to the MS,
the BS will not transmit any DL traffic to the MS during the remaining part of the listening window,
unless there are UL bandwidth requests or UL MAC PDUs sent from the MS which have not been
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Example of sleep cycles and micro-sleep patterns
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processed. If a positive traffic indication is sent to a specific MS, the BS transmits at least one DLMAC
PDU to the MS in the listening window. If the traffic indication message is lost or not properly detected
by the MS, the MS would stay awake for the remainder of the listening window. If the MS receives any
unicast data during the listening window, it assumes that the traffic indication had been positive. If
neither the traffic indication message nor any unicast data in the listening window is received, the MS
remains awake even after the listening window ends. The MS then sends a MAC control message (e.g.,
a signaling header) to inquire about the traffic indication. The BS responds to the MS by sending
a unicast MAC control message containing the traffic indication. The operation of the IEEE 802.16m
sleep mode with VoIP (persistent and non-persistent scheduling) and HTTP traffic models are shown in
Figure 6-21 and Figure 6-22, respectively. It is shown that the MS power can be considerably
conserved and the inactivity intervals of the mobile station can be dynamically adjusted for different
types of user traffic [25].

6.9.2 Idle Mode Operation

Idle Statexv provides a power saving mechanism for the MS by allowing the MS to become periodi-
cally available for downlink broadcast messages (e.g., paging message) without registration with
a specific BS. The network assigns Idle Mode MS to a paging group during Idle Mode entry or location
update. This allows the network to minimize the number of location updates performed by the MS and
the paging signaling overhead incurred by the BS. The base stations and Idle Mode mobile stations can
belong to one or multiple paging groups. Idle mode mobile stations may be assigned to paging groups
of different sizes based on user mobility.

The MS monitors the paging message during tthe mobile station’s paging listening interval. The
start of the mobile station’s paging listening interval is derived based on paging cycle and paging
offset. The paging offset and paging cycle are defined in terms of the number of superframes (i.e.,
a collection of four radio frames). The mobile stations may be divided into logical groups in order to
distribute the paging overhead.

An MS may be assigned to one or more paging groups. If an MS is assigned to multiple paging
groups, it may also be assigned multiple paging offsets within a paging cycle, where each paging offset
corresponds to a separate paging group. The MS is not required to perform location update when it
moves within its assigned paging groups. The assignment of multiple paging offsets to an MS allows
monitoring of the paging message at a different paging offset when the MS is located in one of its
paging groups. When an MS is assigned to more than one paging group, one of the paging groups is
called the Primary Paging Group and the others are known as Secondary Paging Groups. If an MS is
assigned to one paging group, that paging group is considered the Primary Paging Group. When
different paging offsets are assigned to an MS, the Primary Paging Offset is shorter than the Secondary
Paging Offsets. The distance between two adjacent paging offsets should be long enough that the MS
paged in the first paging offset can inform the network before the next paging offset in the same paging
cycle, so that the network avoids unnecessary paging of the MS in the next paging offset. An Idle State
MS (while in a paging listening interval) wakes up at its primary paging offset and looks for primary
Paging Group Identifier (PGIDs) information. If the MS does not detect the primary PGID, it will wake

xvIdle State and Idle Mode terms are used interchangeably in this book and in the literature.
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up during its secondary paging offset in the same paging cycle. If the MS can find neither primary nor
secondary PGIDs, it will perform a location update.

The BS transmits the list of PGIDs at predetermined locations. The PGID information should be
received during a mobile station’s paging listening interval. The paging message includes identifi-
cation of the mobile stations (i.e., temporary identifiers) to be notified of pending DL traffic or location
update. The BS does not transmit any DL traffic or paging advertisement to the MS during the mobile
station’s paging unavailable interval. During the paging unavailable interval, the MS may power down,
scan neighbor base stations, reselect a preferred cell, conduct ranging, or perform other activities
which the MS would not be available for, to any BS for DL traffic. The MS derives the start of the
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Sleep mode operation for VoIP (example) [25]
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paging listening interval based on the assigned paging cycle and paging offset. At the beginning of
the paging listening interval, the MS scans and synchronizes with the downlink of its preferred BS. The
MS receives and decodes the system information. The MS confirms whether it is still in the same
paging group based on PGID information. During the paging listening interval, the MS monitors
superframe header content. If the contents of superframe header has changed, the MS acquires the
updated system information. The MS decodes the full paging message at the predetermined intervals.
If the MS decodes a paging message that contains its identification, it performs network re-entry or
location update depending on the notification indicated in the paging message; otherwise, the MS
returns to paging unavailable interval.

An MS or serving BS initiates Idle State using procedures defined in the legacy system [1]. In order
to reduce signaling overhead and to provide location privacy, a temporary identifier is assigned to
uniquely identify the mobile stations in the Idle State in any paging group. The mobile station’s
temporary identifier remains valid as long as the MS resides in the same paging group. The temporary
identifier is assigned on Idle State entry or during location update as a result of paging group
change. The temporary identifier may be used in paging messages or during mobile station’s network
re-entry.

An MS terminates the Idle State operation using procedures defined in the legacy system [1]. For
termination of Idle State, the MS performs network re-entry with its preferred BS. An MS in the Idle
State performs the location update process, if any of the following location update trigger conditions
are met; during paging group location update, timer based location update, or Multicast and Broadcast
Service (MBS) location update, the MS may update the temporary identifier, paging cycle and paging
offset. If an MS chooses to update its location, depending on the security association that the MS
shares with its preferred BS, it uses either the: secure location update process or unsecure location
update process.

The MS performs the location update once it detects a change in the paging group. The MS detects
the change of the paging group by monitoring the PGID, which is transmitted by the BS. The MS
periodically performs location update prior to the expiration of an Idle State timer. In each location
update including paging group location update, the Idle State timer is reset. The MS attempts to
perform a location update as part of its regular power-down process. For an MS receiving MBS data in
the Idle State, during MBS zone transition, the MS may perform the MBS location update process to
acquire the MBS zone information for continuous reception of MBS content.

Enhanced power saving schemes can also be utilized when the MS is in the Active Mode. In this
case, the BS optimizes resource and transmission parameters to increase energy savings at the MS.

6.10 SCHEDULING SERVICES
Scheduling services demonstrate the data handling mechanisms supported by the MAC scheduler for
data transport on a connection. Each connection is associated with a single scheduling service. A
scheduling service is identified by a set of QoS parameters that quantify different aspects of its
behavior. These parameters are managed using DSA and DSC MAC management messages. The
legacy scheduling services are supported in IEEE 802.16m. In addition, IEEE 802.16m provides
a specific scheduling service to support real-time non-periodic applications such as online gaming.
IEEE 802.16m supports adaptation of service flow QoS parameters. One or more sets of QoS
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parameters are defined for one service flow. The MS and the serving BS negotiate the supported QoS
parameter sets during the service flow set-up procedure. When QoS requirements/traffic characteristics
for UL traffic change, the BS may change the service flow QoS parameters, such as grant/polling
interval or grant size based on predefined rules. In addition, the MS may request the BS to change the
service flow QoS parameter set through signaling. The BS then allocates the radio resource according
to the new service flow parameter set.

To satisfy the latency requirements for network entry, handover, and state transitions, IEEE
802.16m supports fast and reliable transmission of MAC control messages. To provide reliable
transmission of MAC control messages, all MAC control messages can be fragmented. The HARQ
error control mechanism is applied to all unicast MAC control messages. Message timers for re-
transmission are defined for all the unicast MAC control messages. The message timers may be
different for various MAC control messages. If HARQ is applied during the transmission of a MAC
control message, and if the HARQ process is terminated with an unsuccessful outcome before the
expiration of the message timer, the MAC message management entity in the transmitter may initiate
re-transmission of the entire message or the message fragment of the failed HARQ burst. When the
transmitter polls a message acknowledgement, the receiver responds with a MAC layer acknowl-
edgement. For fragmented messages, all fragments of the message must be received before the MAC
layer acknowledgment is sent.

In a point-to-multi-point topology, the network operates with a centralized scheduling service
located in the BS. The BS antenna system is sectorized and the BS simultaneously serves a number of
independent sectors. The BS scheduler is responsible for determining the physical transmission
parameters for a particular connection based on the CQI reports from the MS (channel quality), QoS
requirements, and parameters of the service flow, as well as MS bandwidth requests and fairness
criteria. The QoS parameters associated with service flow and the channel quality reports from the MS
help the BS scheduler adjust the throughput and latency of the uplink and downlink transmissions
corresponding to a certain MS (see Figure 6-23). The BS scheduler may or may not coordinate the
downlink and uplink transmissions to a mobile station with other base stations. The inter-BS coor-
dination is required in certain deployment scenarios (e.g., interference management and coordination)
or MIMO schemes (e.g., multi-BS MIMO or DL/UL multi-point coordinated transmission in 3GPP
LTE-Advanced). The scheduler decisions are signaled to the MS through allocation A-MAPs (DL/UL
MAPs in the legacy systems) for the downlink and uplink. Figure 6-23 shows an example operation of
the BS scheduler in the downlink and uplink. Depending on the type of application layer services, the
service flows are classified and assigned QoS parameters, and are then mapped to downlink or uplink
connections.

The IEEE 802.16 standard does not define a scheduling algorithm, and the details of scheduler
implementation remain proprietary and vendor-specific. However, there are certain scheduling algo-
rithms such as Round Robin, Weighted Round Robin, Proportional Fair (PF), Weighted Proportional
Fair, etc., that are typically used. The details of the weighted proportional fair algorithm are provided
in Appendix A of this chapter.

The MAC protocol peers communicate using a set of MAC control messages. These messages are
defined based on ASN.1 syntax. The Packed Encoding Rules (PER)xvi are used to encode the messages

xviPacked Encoding Rules (PER) are ASN.1 encoding conventions for producing compact transfer syntax for data struc-
tures described in ASN.1.
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BS scheduler operation in downlink and uplink
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for transmission over the air interface. IEEE 802.16m provides a generic MAC control message at the
L2 called L2_Transferxvii that acts as a generic service container for various standards-defined
services, including but not limited to: device provisioning bootstrap message to MS; GPS assistance
delivery to MS; base station’s geo-location unicast delivery to MS; IEEE 802.21-2009 Media Inde-
pendent Handover standard message transfer; etc.

6.10.1 Persistent Scheduling

Persistent scheduling is a technique used to reduce assignment overhead for connections with
periodic traffic pattern and relatively fixed payload size. To allocate resources persistently to a
single connection, the BS transmits separate DL or UL Persistent A-MAP IEs. The persistently
allocated resource size, position, and the modulation and coding scheme, is maintained by the BS
and MS until the assignment is de-allocated, changed, or an error occurs. The persistent scheduling
does not include any consideration for HARQ re-transmission of data packets. The resources used
for re-transmissions can be allocated one at a time as needed using a DL or UL Basic Assignment
A-MAP IE.

For persistent allocation in the DL or UL, the BS transmits the DL or UL Persistent A-MAP IE,
respectively. Allocation of the persistently assigned resource begins in the DL or UL subframe that
is referenced by the DL or UL Persistent A-MAP IE and repeats after an allocation period that is
specified in the DL or UL Persistent A-MAP IE. The attributes of the persistently scheduled
resource including size, location, MIMO encoder format, and modulation and coding scheme are
maintained per DL or UL Persistent A-MAP IE. The values of HARQ Channel Identifier
(ACID)xviii field, and the number of ACIDs in the DL or UL Persistent A-MAP IE are used
together to specify an implicit cycling of HARQ channel identifiers. The allocation period and
number of ACIDs required for persistent operation are configured in the DL or UL Persistent
A-MAP IE. In order to facilitate link adaptation and avoid resource holes, the attributes of
a persistently allocated resource can be changed. To change an persistent assignment, the BS
transmits the DL or UL Persistent A-MAP IEs for DL or UL reallocations. If an MS has an
existing persistent allocation in a particular subframe and receives a new persistent allocation in
the same subframe, the new persistent allocation replaces the original allocation. In other words,
the original persistent allocation is de-allocated. When the BS sends a Persistent A-MAP IE to
reallocate a persistently assigned resource, a different HARQ feedback channel must be assigned
for reallocation. The reception of an ACK/NACK in the recently assigned HARQ feedback channel
for the persistently assigned resource with the updated attributes will ensure that the reallocation
control signaling was received correctly by the MS.

xviiTo facilitate inter-RAT interworking functions, the IEEE 802.16m provides a MAC control message called
AAI_L2_XFER that acts as a generic service container for various services. This container is also used for IEEE 802.
16m MAC control messages that are not processed by the serving BS, but rather are processed by network entities
beyond the serving BS. For example, EAP transfer is processed at the authenticator entity in the access network and it is
simply relayed by the BS to the authenticator. The AAI_L2_XFER is transmitted exclusively by authenticated mobile
stations.
xviiiThe HARQ channel identifier is used to identify HARQ channels. Each connection can have multiple concurrent HARQ
channels, each of which may have a pending encoder packet transaction.
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Asynchronous HARQ re-transmission is used for downlink persistent allocations. The DL Basic
Assignment A-MAP IE is transmitted to signal control information for HARQ re-transmission.
Synchronous HARQ re-transmission (i.e., a HARQ scheme where the transmissions/re-transmissions
are scheduled at predetermined fixed time intervals) is used for uplink persistent allocations. The UL
Basic Assignment A-MAP IE is transmitted to signal control information for HARQ re-transmission.
For transmissions where HARQ is enabled, an ACK or NACK is transmitted to acknowledge the
success or failure of decoding of data burst. If an ACK or NACK for the data burst is detected in the
assigned HARQ feedback channel, the BS would assume that the DL Persistent A-MAP IE is correctly
received by the MS. If the initial data burst identified by the UL Persistent A-MAP IE is successfully
decoded in HARQ period, the BS assumes that the UL Persistent A-MAP IE is correctly received. If no
ACK or NACK is detected in the HARQ feedback channel, the BS assumes that the MS has not
received the DL Persistent A-MAP IE and the same DL persistent allocation can be re-transmitted.

In the case of de-allocation of persistent allocations in the DL/UL, the BS transmits a HARQ
feedback allocation in the DL/UL Persistent A-MAP IE. This allocation is used to identify the
HARQ channel in which the ACK for the DL/UL Persistent A-MAP IE signaling the de-allocation
is transmitted. In the absence of an ACK, the BS will assume that the MS has not received the
DL/UL Persistent A-MAP IE, and will re-transmit the DL/UL Persistent A-MAP IE that signaled the
de-allocation. If no ACK or NACK is detected in the HARQ feedback channel, the BS will assume
that the MS has not received the UL Persistent A-MAP IE and re-transmit the same UL Persistent
A-MAP IE.

6.10.2 Group Resource Scheduling

The Group Resource Allocation (GRA) is a scheduling mechanism that allocates resources to multiple
users as a group, in order to reduce the control overhead. The users are grouped according to the
commonality of channel conditions and operational parameters, such as modulation and coding
scheme, MIMO mode, HARQ burst size, and resource size. A bitmap is used to represent different
combinations of HARQ burst sizes and resource sizes that are used by a group. A group facilitates the
dynamic link adaptation based on the limited set of MIMO mode, nominal modulation and coding
rates, and HARQ data burst sizes.

The serving BS configures the MIMOmode set for each group among the predefined candidate sets
for downlink and uplink. When an MS is added to the group, the configuredGroup MIMOMode Set ID
is indicated through Group Configuration MAC control message. The assigned MIMOmode to the MS
in the group is chosen from the configured set as shown in Table 6-9. The BS configures a range of
nominal Modulation and Coding Schemes (MCS) supported for each group by indicating the highest
and lowest MCS values through Group Configuration MAC control message for both downlink and
uplink. The allocation size for an MS in the group is determined based on the nominal MCS levels and
HARQ burst size. The BS configures a HARQ burst size set for each group among the predetermined
HARQ burst size set candidates. Those candidates are signaled to the mobile stations through the
broadcast channel. When an MS is added into the group, the configured HARQ Burst Size Set ID is
signaled through Group Configuration MAC control message. The assigned HARQ burst size to an MS
in the group is chosen from the configured set [2].

The addition of an MS to a group is done when group resource allocation is initialized for the MS,
or when an MS in a group moves to another group. The MS must be informed in advance about group
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information in order to enable the MS to correctly interpret resource assignment information from
Group Resource Allocation MAC control message. The information is transmitted through unicast
Group Configuration MAC control message. When a BS decides to use group resource allocation for
an MS, the BS adds the MS to an existing group. If the existing groups are not appropriate for the MS,
or if no groups currently exist, the BS may form a new group. The BS signals group configuration
information via Group Configuration MAC control message, which includes theGroup ID of the group
(to which the MS is added) and the assigned User Bitmap Index, to the MS. Once the MS is added to
the group, the resources used for initial transmission of the HARQ data burst may be allocated as part
of the group until the MS is deleted from the group.

On receiving Group Configuration MAC control message, the MS obtains the required information
to interpret the assigned MIMO mode, HARQ burst size, and resource size from the bitmaps in the
corresponding MAC management message. Once the MS receives a Group Configuration MAC
control message, it monitors its allocations until it is deleted from the designated group. The BS may
delete an MS from a group based on either or both of the following conditions: (1) all the GRA-enabled
connections are terminated and (2) the MIMO mode/nominal MCS/HARQ burst size suitable for the
MS no longer belongs to the MIMOMode Set/nominal MCS set/HARQ burst size set corresponding to
the group. The BS may delete a number of mobile stations from a group in a subframe. The deletion
information is signaled via the Group Resource Allocation MAC control message. The de-allocation
information is sent by listing De-allocated MS Index. The De-allocated MS Index is determined based
on the order of the MS among inactive mobile stations in the user bitmap. The length of the De-
allocated MS Index is determined according to the number of inactive users. Figure 6-24 shows an
example de-allocation with de-allocated MS index.

The deletion of an MS takes effect from the subframe in which the deletion information is sent to the
MS. After sending the deletion information, the BS will for an ACK from the MS. The BS does not
allocate the corresponding bitmap position to another MS until an ACK for deletion is received. After
decoding the Group Resource AllocationMAC control message, if anMS realizes that it has been deleted
from the group, it will not expect allocations in that group starting in the same subframe inwhich deletion
informationwas sent. TheMSsends anACK to theBS to acknowledge receipt of the deletion information.

The user bitmap may be rearranged via Group Resource Allocation MAC control message in order
to indicate open user bitmap positions in the current user bitmap. The open positions indicated in the

Table 6-9 DL/UL MIMO Mode Set Candidates for Group Scheduling

ID Link Group MIMO Mode Set
Constrained Number of MIMO
Streams

0b00 Downlink Mode 0 N/A

0b01 Mode 0, Mode 1 2

0b10 Mode 2 1

0b11 Reserved N/A

0b00 Uplink Mode 0 N/A

0b01 Mode 0, Mode 1 2

0b10 Mode 2 1

0b11 Mode 3 1
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rearranged bitmap implicitly identify the available positions for switching user bitmap. For HARQ-
enabled transmissions, an ACK/NACK is transmitted to acknowledge the successful/unsuccessful
decoding of a data burst. The starting HARQ feedback channel for the group is signaled in the DL
Group Resource Allocation A-MAP IE and scheduled mobile stations belonging to the group will
determine their individual HARQ feedback channels.

The GRA uses bitmaps to signal resource allocation information for mobile stations within a group.
These bitmaps are sent in the Group Resource Allocation MAC control message. The first bitmap is the
User Bitmap which uses one bit per user, to signal which users are scheduled in that frame. The second
bitmap is MIMO Bitmap which is used to indicate the assigned MIMO mode, when multiple MIMO
modes and their associated parameters are supported in the group. When the MIMO Mode Set of the
group includes MU-MIMO, PSI Bitmap and Pairing Bitmap appear to determine the two mobile
stations that share the same resource. The Pairing Bitmap is used to indicate a pair of mobile stations
using different number of streams. The number of bits per pair in the Pairing Bitmap depends on the
total number of pairs in the group. If there are N pairs in the group, the number of bits per pair is equal
to [log2N]. The third bitmap is the Resource Allocation Bitmap which uses N bits per MS to signal the
HARQ burst size and resource size for the scheduled MS in the subframe or extended subframe that are
scheduled in the frame. The scheduled mobile stations may have a different number of bits in the third
bitmap when they are assigned different MIMO mode and number of streams.

6.11 BANDWIDTH REQUEST AND ALLOCATION
Bandwidth Request (BR) refers to a mechanism that a mobile station uses to inform the serving BS
about the need for UL bandwidth allocation. The MS may use a contention-based random access BR
indicator and an optional quick access message on BR channel, a standalone bandwidth request,
a piggybacked bandwidth request carried in an extended header in the MAC PDU, or a bandwidth
request using fast-feedback channel. Bandwidth requests in standalone and piggybacked schemes are
made in the form of the number of bytes needed to carry the MAC PDU, excluding the physical layer
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overhead. The bandwidth request message from the MS indicates the size of the payload excluding any
header, security, or other MAC PDU overhead that are included during transmission over the air
interface. An MS requests UL bandwidth on a per-connection basis. In addition, the MS may request
bandwidth for multiple connections in a piggyback scheme. Two mechanisms may be used by
a network operator to impose cell access restrictions. The first mechanism is an indication of cell status
and special reservations for control of cell selection and reselection. The second mechanism, referred
to as access class control, prevents selected classes of users from sending initial access messages for
control of emergency calls. The serving BS may advertise a minimum access class in the BR channel
configuration within a DL control message. When an MS has data to send in the uplink using the
contention-based random access bandwidth request mechanism, it must ensure that the priority of the
information access class is higher than or equal to the minimum access class advertised by BR channel
configuration within the DL control message. If this is not the case, then the MS waits until the BR
channel configuration within a DL control message advertises an access class with a priority less than
or equal to that requested by the MS. When the MS access class is allowed, the MS appropriately sets
its internal backoff window. The bandwidth request channel and bandwidth request preambles are used
for contention-based random access. Each BR channel indicates a BR opportunity. The MS decides
whether to send the BR preamble sequence only or to send the BR preamble sequence together with
a quick access message for the random access based BR procedure.

The three-step random-access-based BR procedure is illustrated in Figure 6-25. In step 1, the MS
transmits a BR preamble sequence and a quick access message on a randomly selected BR opportunity.
The BR-ACK A-MAP IE is sent in the next DL frame if the BS detects at least one BR preamble
sequence in the BR opportunities in the previous frame. In this case, if the BR-ACK A-MAP IE is not
sent in the next DL frame, the MS assumes an implicit NACK and may restart the BR procedure.

The BR-ACK A-MAP IE indicates the decoding status of each BR opportunity in the previous
frame, all correctly received BR preamble sequences in the BR opportunities of the previous UL
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frame, and the decoding status of the quick access message for each correctly received BR preamble
sequence. If the BR-ACK bitmap indicates no BR preamble sequence was detected in the BR
opportunity selected by the MS or the mobile station’s BR preamble sequence was not included in
the selected BR opportunity in the BR-ACK A-MAP IE, the MS would consider it as a NACK. On
successful decoding of the quick access message, the BS may provide a UL grant to the MS using
the STID and the BR index provided in the quick access message. If the MS receives neither a UL
grant nor a NACK, it starts the BR timer at the DL frame located immediately after the UL frame in
which the MS has sent the BR. If the BR-ACK A-MAP IE indicates successful reception of the BR
preamble sequence and quick access message, the BR timer value is set to the Differentiated BR
Timer acquired during the DSx procedure. For all other cases, the BR timer value is fixed. The BR
timer is stopped on reception of the UL grant. The MS considers the BR attempt as failed and may
restart the BR process if either of the following conditions is met: (1) the MS receives a NACK or
(2) the BR timer expires.

During the three-step BR procedure, if the BS is unable to decode the quick access message, the BS
falls back to the five-step BR procedure illustrated in Figure 6-25. In that case, in step 2, the BS
provides a UL grant to the MS using a BR-ACKA-MAP IE or CDMAAllocation A-MAP IE. In step 3,
the MS transmits a standalone bandwidth request header or uses the assigned UL resource for its uplink
data transmission instead of the BW-REQ message. In both cases, STID is carried in the uplink
transmission. When using a five-step procedure, the MS starts the BR timer after sending the BR
header in step 3. The BR timer value is set to the Differentiated BR Timer acquired during the DSx
procedure. The MS stops the BR timer on reception of the UL grant. The BR procedure may restart
after expiration of the BR timer. In a five-step random access BR procedure, an MS only sends a BR
preamble sequence. If the MS receives neither UL grant nor NACK in the next DL frame following
transmission of the BR preamble sequence, a fixed value timer is activated.

The BR Acknowledgement (BR-ACK) A-MAP IE indicates the decoding status of the BR
opportunities in the previous UL frame. All the successfully received preamble sequences are
acknowledged in ascending order. In addition, the BR-ACK A-MAP IE also includes the allocation
information for the fixed-sized BR header. The UL resource and HARQ feedback are allocated to the
preamble sequences whose grant indicator is set. The allocations are ordered based on the index of
preamble sequences. The standalone bandwidth request header is used by the MS to send bandwidth
request in step 3 of the five-step contention-based random access, or as a response to the polling from
the serving BS. The MS can use any UL resource allocated to it to send the standalone BR header. The
piggybacked bandwidth request is used by the MS to request bandwidth for the same or a different
connection into which the user data in the MAC PDU is mapped. The bandwidth request message can
also be sent from an MS to the BS using the primary fast-feedback channel. When a three-step BW-
REQ procedure is used, the quick access message sent in step 1 carries 12 bits of information,
including the MS addressing information with quick access sequences carrying additional 4-bit BW-
REQ information. The following parameters are carried in step 1 of a three-step BW-REQ procedure:

� STID of the MS (12 bits);
� Predefined BR Index (4 bits): the mapping between the predefined BR index and BR size/QoS level

is done during DSx procedure. The BR size/QoS level is determined based on the QoS parameters
of the flow in the DSx messages. The BR size is in units of bytes and is mapped to the Maximum
Traffic Burst parameter, and QoS level is mapped to the UL Grant Scheduling Type parameter.
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When the standalone bandwidth request header is transmitted in step 3 of the five-step contention-
based random access BR procedure, it includes the following parameters:

� STID of the MS;
� FID of the requesting connection;
� Aggregate bandwidth request.

When the standalone bandwidth request header is transmitted using the UL grant allocated to the MS,
it may be used to request bandwidth for one or multiple flows, GPI change for aGPS, or minimum
delay of the requested grant for BE QoS class, and includes the following parameters. The BS uses the
size of single flow standalone bandwidth request header for polling allocation.

� FID of the requesting connection;
� Aggregate or incremental bandwidth to request one or multiple flows;
� New GPI value for aGPS or minimum delay of the requested grant for BE QoS class;
� GPI change indicator for aGPS.

A piggybacked bandwidth request includes the FID of the requesting connection and the aggregated
bandwidth. Multiple requests can be included in one piggyback bandwidth request. In the bandwidth
request procedure, the grant for BW-REQ message is allocated by CDMA Allocation A-MAP IE. The
CDMA Allocation A-MAP IE is used for allocation of bandwidth to a user that requested bandwidth
using a ranging or BR code. The MS decodes the information element and verifies the “CRC masked
by the reserved STID for BR-ACK A-MAP” (MCRC) field with its specific 12-bit Random Access
Identifier (RAID) and 4-bit Masking Indicator. The RA-ID is calculated by a hash function with the
mobile station’s random access attributes (Frame Number Index [4 bits], Ranging Code/BR Code Index
[6 bits], and Opportunity Index [2 bits]). The Masking Indicator indicates the identifier used for CRC
masking. The allocation is in the first UL subframe relevant to the A-MAP region, regardless of DL/UL
ratio. The BS requests adjustment of timing and power by MS using Timing Adjust (amount of timing
advance required to adjust the MS uplink transmission), Power Level Adjust (relative change in uplink
transmission power level), and Offset Frequency Adjust (relative change in uplink transmission
frequency) in CDMA Allocation A-MAP IE for ranging [2].

6.12 MULTI-RADIO COEXISTENCE
The IEEE 802.16m can support and facilitate collocated multi-radio operation and coexistence on
a mobile platform through pre-negotiated periodic absence of the MS from the serving BS. The pattern
of such a periodic absence is referred to as Collocated Coexistence (CLC) class. The following CLC
class parameters are defined:

� CLC Start Time: the start time of a CLC class;
� CLC Active Interval: the time duration of a CLC class designated for collocated non-IEEE 802.16m

radio activities;
� CLC Active Cycle: the time interval corresponding to active pattern of a CLC class repeating;
� CLC Active Ratio: the time ratio of CLC active intervals to CLC active cycle of a CLC class;
� Number of Active CLC Classes: the number of active CLC classes of the same type of an MS.
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The IEEE 802.16m supports three CLC classes and they differ from each other in terms of the time unit
of CLC start time, active cycle, and active interval, as shown in Table 6-10. Type I CLC class is
recommended for non-IEEE 802.16m multi-radio activity that is low duty cycle and may not be
aligned with the IEEE 802.16m radio frame boundary. Type II CLC class is recommended for
scheduling flexibility. Type III CLC class is recommended for continuous non-IEEE 802.16m multi-
radio activity that lasts in the order of a few seconds and has only one cycle.

The MS determines CLC active interval and cycle based on the activities of its collocated non-
IEEE 802.16m multi-radios. The MS determines CLC start time only for Type I CLC class and the BS
determines CLC start time for Type II and III CLC classes to ensure scheduling flexibility. The serving
BS does not schedule A-MAP, user data, and HARQ feedback associated with the mobile station in the
CLC active interval of an active CLC class. The downlink or uplink or both transmissions may be
prohibited depending on the configuration of the CLC class, where the default action is that both DL
and UL allocations are prohibited (see Figure 6-26). The support of all three types of CLC classes is
mandatory for the BS and optional for the MS. The serving BS manages each type of CLC class with
the following three limits:

� Ri: maximum CLC active ratio (%);
� Ti: maximum CLC active interval;
� Ni: maximum number of active CLC classes.

Where index i is set to 1, 2, or 3 to indicate Type I, II, and III CLC class, respectively. The BS may
include the CLC limits in AAI_REG-RSP. The higher value of a limit indicates more support for non-
IEEE 802.16m multi-radio activities. The CLC limits must exceed the default values in Table 6-10. In
the example shown in Figure 6-26, the pre-allocated first re-transmission falls in a CLC active interval
and the serving BS reschedules the HARQ re-transmission in the next available subframe. The static
time relevance to the initial transmission is no longer valid and the serving BS sends A-MAP to notify
the MS where the rescheduled HARQ feedback is located. The serving BS synchronously schedules
the second re-transmission according to the rescheduled first re-transmission.

A CLC class remains active until it is deactivated by the MS in one of the Connected State modes.
The MS may skip scanning operation in a scan interval, if it overlaps with a CLC active interval. The
MS and the serving BS locally deactivate all CLC classes after the MS enters Idle State. During
handover preparation, the new BS may obtain information about active CLC classes from the previous

Table 6-10 Collocated Coexistence Class Parameters [2]

CLC
Active
Cycle

CLC
Active
Interval

CLC
Start
Time Ni Ri Ti

Type I Microsecond Subframe Subframe 1 5% 8 Subframes
(5 ms)

Type II Frame Subframe Frame 1 30% 64 Subframes
(40 ms)

Type III Not
Applicable

Superframe Superframe Not
applicable

Not
applicable

150
Superframes
(3 seconds)
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An illustration of system behavior during CLC active intervals [2]
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BS via backhaul. The CLC active cycle and interval parameters remain the same. If the CLC active
cycle is one frame, the MS uses a CLC active bitmap to configure a Type II CLC class. The bitmap is
used to indicate the CLC active interval within the designated frame, where every bit in the bitmap
corresponds to a subframe within the radio frame and, if set to 1, would indicate the corresponding
subframe is a CLC active interval (i.e., non-IEEE 802.16m radio activity interval).

6.13 3GPP LTE RADIO RESOURCE CONTROL FUNCTIONS
In 3GPP LTE, a user terminal can be in two different states, as shown in Figure 6-27. The Radio
Resource Control (RRC) layer in the eNB makes handover decisions based on neighbor cell
measurements sent by the UE, pages for the UEs over the air-interface, broadcasts system information,
controls UE measurement reporting such as the periodicity of channel quality reports and allocates
cell-level temporary identifiers to active UEs. It also executes transfer of UE context from the source
eNB to the target eNB during handover, and performs integrity protection of RRC messages. The RRC
layer is responsible for setup and maintenance of radio bearers. A UE is in RRC_CONNECTED state
when an RRC connection has been established. If no RRC connection is established, the UE is said to
be in RRC_IDLE state. The RRC states can further be characterized as follows:

� RRC_IDLE is a state where a UE specific Discontinuous Reception (DRX) may be configured by
upper layers. In the idle mode, the UE is saving power and does not inform the network of each cell
change. The network knows the location of the UE to the granularity of a few cells, called the
Tracking Area (TA). The UE monitors a paging channel to detect incoming traffic, performs
neighboring cell measurements and cell selection/reselection, and acquires system information.
In brief, the RRC_IDLE state is characterized as follows:
� UE is known in EPC and has an assigned IP address;
� UE is not known in E-UTRAN/eNB;
� User terminal’s location is known at Tracking Area level;

RRC_IDLE

Monitoring PCH Based on the 
DRX Cycle

RRC_CONNECTED

Connected to the Serving Cell

Dormant 

(OUT_OF_SYNC)

DL Reception Possible
No UL Transmission

Active

(IN_SYNC)

DL/UL Reception/
Transmission Possible 

FIGURE 6-27

3GPP LTE UE states and sub-states [12]
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� Unicast data transfer with UE is not possible;
� UE can be reached through paging in Tracking Areas controlled by EPC;
� UE-based cell-selection and Tracking Area update provided to EPC.

� RRC_CONNECTED is a state where transfer of unicast data to/from UE is performed and the UE
may be configured with a UE specific DRX or Discontinuous Transmission (DTX). The UE
monitors control channels associated with the shared data channel to determine if data is
scheduled for it, provides channel quality and feedback information, performs neighboring cell
measurements and measurement reporting, and acquires system information. One or multiple IP
addresses are assigned to the UE, as well as a temporary identifier called Cell Radio Network
Temporary Identifier (C-RNTI) that is used for signaling purposes between the UE and the
network. In brief, the RRC_CONNECTED state is characterized as follows:
� UE is known in EPC and E-UTRAN/eNB, i.e., UE context is stored in eNB;
� UE location is known at cell level;
� Unicast data transfer with UE is possible;
� DRX is supported for power saving (in Dormant sub-state);
� Mobility is controlled by the network.

According to references [12] and [15], the RRC_CONNECTED state can be further implicitly divided
into sub-states: (1) Dormant (OUT_OF_SYNC), where the UE may receive DL transmission but
cannot transmit in the UL, if the UE is not synchronized to the network; and (2) Active (IN_SYNC),
where a network-synchronized UE can send and receive in the UL and DL, respectively. These sub-
states have not been further specified in Release 9 specifications [14].

The UE monitors the Paging Channel (PCH) and/or System Information Block Type 1 contents to
detect system information change. It further monitors control channels associated with the shared data
channel to determine if data is scheduled for it, provides channel quality and feedback information,
performs neighbor cell measurements and measurement reporting, and acquires system information.

A signaling radio bearer (SRB) is defined as a radio bearer (RB) that is used only for the trans-
mission of RRC and NAS messages. More specifically, the following three SRBs are defined:

� SRB0 is for RRC messages using the Common Control Channel (CCCH) logical channel;
� SRB1 is for RRC messages including piggybacked Non-Access Stratum (NAS) messages, as well

as for NAS messages prior to the establishment of SRB2, all using DCCH logical channel;
� SRB2 is for NAS messages using DCCH logical channel, has a lower priority than SRB1, and is

always configured by E-UTRAN after security activation.

In the downlink, the piggybacked NAS messages are used for bearer establishment/modification/
release. In the uplink, the piggybackedNASmessages are used for transferring the initial NASmessages
during connection set-up. The NAS messages transferred via SRB2 are also contained in RRC
messages, which do not include any RRC protocol control information. Once security is established, all
RRC messages on SRB1 and SRB2, including those containing NAS or non-3GPP messages, are
integrity-protected and ciphered by PDCP. The NAS independently applies integrity protection and
ciphering to the NAS messages. The RRC protocol offers the following services to upper layers:

� Broadcast of common control information;
� Notification of mobile terminals in RRC_IDLE, e.g., about a terminating call;
� Transfer of dedicated control information, i.e., information for one specific UE.

6.13 3GPP LTE radio resource control functions 265



The following are the main services that RRC expects from lower layers:

� Integrity protection and ciphering;
� Reliable and orderly transfer of information without introducing duplicates and with support for

segmentation and concatenation.

The RRC protocol includes the following main functions:

� Broadcast of system information including NAS common information, information applicable for
mobile terminals in RRC_IDLE, e.g., cell (re-)selection parameters, neighbor cell information and
information pertinent to mobile terminals in RRC_CONNECTED, e.g., common channel
configuration information, as well as ETWS notification.

� RRC connection control including paging, establishment/modification/release of RRC connections
(e.g., assignment/modification of UE identity (C-RNTI), establishment/modification/release of
SRB1 and SRB2, access class barring, initial security activation (i.e., initial configuration of
Access Stratum (AS) integrity protection and AS ciphering), RRC connection mobility (e.g.,
intra-frequency and inter-frequency handover, associated security handling, key/algorithm
change, specification of RRC context information transferred between network nodes),
establishment/modification/ release of radio bearers (RBs) carrying user data, radio configuration,
and control (e.g., assignment/modification of ARQ configuration, HARQ configuration, DRX
configuration), QoS control including assignment/modification of semi-persistent scheduling
parameters for DL and UL, assignment/modification of parameters for UL rate control in the UE
(i.e., allocation of a priority and a prioritized bit rate for each RB), and recovery from radio link
failure.

� Inter-RAT mobility (e.g., security activation, transfer of RRC context information).
� Measurement configuration and reporting including establishment/modification/release of

measurements (e.g., intra-frequency, inter-frequency and inter-RAT measurements), set-up and
release of measurement gaps, and measurement reporting.

� Other functions including transfer of dedicated NAS information and non-3GPP dedicated
information, transfer of UE radio access capability information, and support for E-UTRAN
sharing (multiple PLMN identities).

� Generic protocol error handling.
� Support of self-configuration and self-optimization.

Random access is specified entirely in the MAC, including initial transmission power estimation.
The RRC connection establishment includes establishment of SRB1. The E-UTRAN completes
RRC connection establishment prior to completing the establishment of the S1 connection, i.e., prior
to receiving the UE context from the EPC. Therefore, the AS security is not activated during the
initial phase of the RRC connection. During the initial phase of the RRC connection, the E-UTRAN
may configure the UE to perform measurement reporting. However, the UE only accepts handover
messages when security has been activated. On receiving the UE context from the EPC, the
E-UTRAN activates ciphering and integrity protection using the initial security activation procedure.
The RRC messages to activate security are integrity-protected, while ciphering starts only after
completion of the procedure. That is, the response to the message used to activate security is not
ciphered, while the subsequent messages used to establish SRB2 and data RBs are both integrity-
protected and ciphered.
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Following activation of the initial security, the E-UTRAN establishes SRB2 and user data RBs,
i.e., the E-UTRAN may perform this function prior to receiving the confirmation of the initial
security activation from the UE. The E-UTRAN applies both ciphering and integrity protection for
the RRC connection reconfiguration messages used to establish SRB2 and user data RBs. The
E-UTRAN should release the RRC connection, if the initial security activation and/or the radio
bearer establishment fails (i.e., security activation and user data RB establishment are triggered by
a joint S1-procedure, which does not support partial success). For SRB2 and user data RBs, the
security is always activated from the beginning, i.e., the E-UTRAN does not establish these bearers
prior to activating security. The release of the RRC connections is initiated by the E-UTRAN. The
procedure may be used to redirect the UE to another frequency or Radio Access Technology (RAT).
In certain cases, the UE may discontinue RRC connection, i.e., it may move to RRC_IDLE without
notifying the E-UTRAN.

In RRC_CONNECTED, the network controls UE mobility, i.e., the network decides when the UE
must move to another cell, which may be on another frequency or RAT. For network controlled
mobility in the RRC_CONNECTED state, handover is the only procedure that is defined. The network
triggers the handover procedure, based on radio conditions or load. The network may configure the UE
to perform measurement reporting including the configuration of measurement gaps. The network may
also initiate handover without having received measurement reports from the UE. Before sending the
handover message to the UE, the source eNB prepares one or more target cells. The target eNB
generates the message used to perform the handover, including the AS-configuration to be used in the
target cell. The source eNB transparently forwards the handover message/information received from
the target to the UE. The source eNB may initiate data forwarding for some of the user data RBs. After
receiving the handover message, the UE attempts to access the target cell at the first available Random
Access Channel (RACH) opportunity according to random access resource selection procedure for
asynchronous handover. When allocating a dedicated preamble for random access in the target cell, the
E-UTRA ensures it is available from the first RACH opportunity the UE may utilize. On successful
completion of the handover, the UE sends a message to confirm the handover. Following successful
completion of handover, the PDCP SDUs may be re-transmitted in the target cell. This only applies for
user data RBs using RLC-AM mode. Furthermore, the Sequence Number (SN) and the Hyper-Frame
Number (HFN)xix are reset, except for user data RBs using RLC-AM mode for which both SN and
HFN may continue. For a limited period of time, the source eNB maintains the UE context to allow the
UE to return in case of handover failure. If handover failure is detected, the UE will attempt to resume
the RRC connection, either with the source eNB or with another cell using the RRC re-establishment
procedure. The connection re-establishment would succeed if the accessed cell is prepared.

The paging procedure is used to transmit paging information to a UE in RRC_IDLE and/or to
inform mobile terminals in RRC_IDLE and RRC_CONNECTED states about a system information
change and/or to inform about ETWS primary and/or secondary notifications. The paging information
is provided to upper layers, which in response may establish an RRC connection to receive an
incoming call. The E-UTRAN initiates the paging procedure by transmitting the paging message at the
user equipment’s paging intervals. The E-UTRAN may address multiple mobile terminals within

xixA Hyper Frame Number (HFN) is an overflow counter mechanism that is used in the eNB and UE in order to limit the
actual number of sequence number bits that are needed to be sent over the radio air interface. The HFN needs to be
synchronized between the UE and eNB.
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a paging message by including one PagingRecord for each UE. The E-UTRAN may also indicate
a change of system information and/or provide an ETWS notification.

The RRC connection establishment involves SRB1 establishment. The procedure is also used to
transfer the initial NAS dedicated information/message from the UE to the E-UTRAN. The UE
initiates the RRC connection establishment procedure when the upper layers request establishment of
an RRC connection while the UE is in the RRC_IDLE state.

The RRC connection re-establishment is used to re-establish the RRC connection, including
resumption of SRB1 operation and reactivation of security. A UE in RRC_CONNECTED, for which
security has been activated, may initiate the procedure in order to continue the RRC connection. The
connection re-establishment succeeds if the serving/target is prepared, i.e., has a valid UE context. If
the E-UTRAN accepts the connection re-establishment, SRB1 operation resumes while the operation
of other radio bearers are suspended. If the AS security has not been established, the UE cannot initiate
the procedure and directly moves to the RRC_IDLE state.

The main difference between MAC and RRC control lies in the signaling reliability. The signaling
corresponding to state transitions and radio bearer configurations should be performed by the RRC
sub-layer due to signaling reliability. The different characteristics of MAC and RRC control are
summarized in Table 6-11.

The 3GPP LTE RRC PDU contents are encoded using Abstract Syntax Notation One (ASN.1), as
specified in ITU-T Rec. X.680[16] and X.681 [17]. Transfer syntax for RRC PDUs is derived from
their ASN.1 definitions by the use of Packed Encoding Rules as specified in ITU-T Rec. X.691 [18] as
shown in Figure 6-28.

6.13.1 Mobility Management and Handover

In order to support mobility, an LTE-compliant UE may conduct the following measurements
(physical layer measurements include Reference Signal Received Power and E-UTRA carrier
Received Signal Strength Indicator [13]):

� Intra-frequency E-UTRAN measurements;
� Inter-frequency E-UTRAN measurements;
� Inter-RAT measurements.

Table 6-11 Summary of the Differences between MAC and RRC Control

MAC Control RRC Control

Control Entity MAC RRC

Signaling Type PDCCH MAC Control PDU RRC Message

Signaling Reliability w10�2

(no re-transmission)
w10�3

(After HARQ)
w10�6 (After ARQ)

Control Latency Very short Short Long

Extensibility None Limited High

Security No integrity protection
No ciphering

No integrity protection
No ciphering

Integrity-protected
ciphering
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Measurement commands are used by E-UTRAN to order the UE to start measurements, modify
measurements, or stop measurements. The reporting criteria that are used include event-triggered
reporting, periodic reporting, and event-triggered periodic reporting. In E-UTRAN RRC_CON-
NECTED state, network-controlled UE-assisted handovers are performed and various DRX cycles are
supported. In E-UTRAN RRC_IDLE state, cell reselections are performed and DRX is supported.

The UE reports measurement information in accordance with the measurement configuration as
provided by E-UTRAN. E-UTRAN provides the measurement configuration applicable for a UE in
RRC_CONNECTED by means of dedicated signaling. The UE may be requested to perform the
following types of measurements:

� Intra-Frequency Measurements: measurements at the downlink carrier frequency of the serving
cell;

� Inter-frequency measurements: measurements at frequencies that differ from the downlink carrier
frequency of the serving cell;

� Inter-RAT measurements of UTRA frequencies;
� Inter-RAT measurements of GERAN frequencies;
� Inter-RAT measurements of cdma2000 HRPD or cdma2000 1�RTT frequencies.

The measurement configuration includes the following parameters:

� Measurement Objects: the objects on which the UE performs the measurements. For intra-
frequency and inter-frequency measurements, a measurement object is a single E-UTRA carrier
frequency. Associated with this carrier frequency, E-UTRAN can configure a list of cell-specific
offsets and a list of blacklisted cells. The blacklisted cells are not considered in event evaluation
or measurement reporting. For inter-RAT UTRA measurements, a measurement object is a set of
cells on a single UTRA carrier frequency. For inter-RAT GERAN measurements, a measurement
object is a set of GERAN carrier frequencies. For inter-RAT cdma2000 measurements,
a measurement object is a set of cells on a single (HRPD or 1�RTT) carrier frequency.

� Reporting Configurations: a list of reporting configurations where each reporting configuration
consists of the following:
� Reporting Criterion: the criterion that triggers the UE to send a measurement report. This can

either be periodical or a single event description.

RRC Message Extension

Basic Production (Octet Aligned)

Basic Production RRC Level 
Padding

ASN.1 Encoder

RRC Padding

RRC ASN.1

RRC PDU

FIGURE 6-28

Creation of RRC PDUs
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� Reporting Format: the quantities that the UE includes in the measurement report and
associated information (e.g., number of cells to report).

� Measurement Identities: a list of measurement identities where each measurement identity links
one measurement object with one reporting configuration. By configuring multiple measurement
identities it is possible to link more than one measurement object to the same reporting
configuration, as well as to link more than one reporting configuration to the same measurement
object. The measurement identity is used as a reference number in the measurement report.

� Quantity Configurations: one quantity configuration is configured per RAT type. The quantity
configuration defines the measurement quantities and associated filtering used for all event
evaluation and related reporting of that measurement type. One filter can be configured per
measurement quantity.

� Measurement Gaps: periods that the UE may use to perform measurements; i.e., no UL or DL
transmissions are scheduled.

The E-UTRAN only configures a single measurement object for a given frequency, i.e., it is not possible
to configure two or more measurement objects for the same frequency with different associated
parameters, e.g., different offsets and/or blacklists. The E-UTRANmay configure multiple instances of
the same event by configuring two reporting configurations with different thresholds. The UEmaintains
a single measurement object list, a single reporting configuration list, and a single measurement
identities list. The measurement object list includes measurement objects that are specified per RAT
type including an intra-frequency object (i.e., the object corresponding to the serving frequency), inter-
frequency object(s), and inter-RATobjects. Similarly, the reporting configuration list includes E-UTRA
and inter-RAT reporting configurations. Any measurement object can be linked to any reporting
configuration of the same RAT type. Some reporting configurationsmay not be linked to ameasurement
object. Some measurement objects may not be linked to a reporting configuration. The measurement
procedures distinguish the types of cells, i.e., the serving cell, listed cells (cells listed within the
measurement objects), and detected cells (cells that are not listedwithin themeasurement objects but are
detected by the UE on the carrier frequencies indicated by the measurement objects).

For E-UTRA, the UE measures and reports on the serving cell, listed cells, and detected cells. For
inter-RAT UTRA, the UE measures and reports on listed cells. For inter-RAT GERAN, the UE
measures and reports on detected cells. For inter-RAT cdma2000, the UE measures and reports on
listed cells. For inter-RAT UTRA and cdma2000, the UE measures and reports detected cells for the
purpose of self-organization and optimization. The Closed Subscriber Group (CSG) femto-cells are
not indicated within the neighbor list. Furthermore, the assumption is that for non-femto-cell
deployments, the physical cell identity is unique within the area of a large macro cell.

The intra-E-UTRAN mobility support for mobile terminals in Evolved Packet System (EPS)
Connection Management (ECM-CONNECTED) handles all necessary steps for relocation or hand-
over procedures, such as processes that precede the final handover decision on the serving network,
preparation of resources on the target network, commanding the UE to the new radio resources, and
finally releasing resources on the serving network side. It contains mechanisms to transfer context data
between eNBs and to update node relations on C-plane and U-plane. The UE makes measurements of
attributes of the serving and neighbor cells to enable the process [13].

Depending on whether the UE needs transmission/reception gaps to perform the relevant
measurements, measurements are classified as gap-assisted or non-gap-assisted. A non-gap-assisted
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measurement is a measurement on a cell that does not require transmission/reception gaps to allow the
measurement to be performed. A gap-assisted measurement is a measurement on a cell that does
require transmission/reception gaps to allow the measurement to be performed. Gap patterns are
configured and activated by the RRC functional block [13]. The handover procedure is performed
without EPC involvement; i.e., preparation messages are directly exchanged between the eNBs. The
release of the resources at the serving eNB (or source eNB) during the handover completion phase is
triggered by the eNB.

Figure 6-29 illustrates the handover procedure between eNBs within the same MME/S-GW. More
information on the handover procedure can be found in reference [13]. After the downlink path is
switched at the S-GW, downlink packets on the forwarding path and on the new direct path may
arrive interchanged at the target eNB (see Figure 6-29). The target eNB should first deliver all
forwarded packets to the UE before delivering any of the packets received on the new direct path. On
handover, the serving eNB sequentially forwards all downlink PDCP SDUs that have not been
acknowledged by the UE to the target eNB. The serving eNB discards any remaining downlink RLC
PDUs. Correspondingly, the source eNB does not forward the downlink RLC context to the target
eNB.

Measurements to be performed by a UE for intra-/inter-frequency mobility can be controlled by
E-UTRAN, using broadcast or dedicated control/signaling. In the RRC_IDLE state, a UE follows the
measurement parameters defined for cell reselection. In the RRC_CONNECTED state, a UE follows
the measurement configurations specified by RRC managed by the E-UTRAN. Intra-frequency and
inter-frequency neighbor cell measurements are defined as follows:

� Neighbor cell measurements performed by the UE are intra-frequency measurements when the
current and target cell operates on the same carrier frequency.

� Neighbor cell measurements performed by the UE are inter-frequency measurements when the
neighbor cell operates on a different carrier frequency compared to the current cell.

6.13.2 Scheduling and Rate Control Functions

In order to efficiently utilize the shared radio resources, a scheduling function is used in the MAC sub-
layer. In this section, an overview of the scheduler is provided in terms of scheduler operation,
signaling of scheduler decisions, and measurements to support scheduler operation. The MAC in eNB
includes dynamic resource schedulers that allocate physical layer resources for the downlink and
uplink transport channels. Different schedulers operate for the downlink and uplink shared channels.
The scheduler takes into account the system load and the QoS requirements of each UE and associated
radio bearers when allocating resources to mobile terminals. Per UE grants are used to allow trans-
mission on the uplink shared channel.

The schedulers may assign resources considering the radio conditions at the UE identified through
measurements conducted at the eNB and/or reported by the UE. The radio resource allocations can be
valid for one or multiple Transmission Time Intervals (TTIs). The resource assignment consists of
physical resource blocks, and modulation and coding schemes. Allocations for time periods longer
than one TTI might also require additional information.

In the downlink, the E-UTRAN can dynamically allocate resources to UEs at each TTI via the C-
RNTI (similar to STID in IEEE 802.16m) on Physical Downlink Control Channel (PDCCH). A UE
always monitors the PDCCH in order to find possible allocation when its downlink reception is
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Intra-MME/S-GW handover procedures [13]
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enabled, consistent with DRX configuration. In addition, the E-UTRAN can allocate semi-persistent
downlink resources for the first HARQ transmissions to UEs where RRC defines the periodicity of
the semi-persistent downlink grant and PDCCH indicates whether the downlink grant is a semi-
persistent one, i.e., whether it can be implicitly reused in the following TTIs according to the
periodicity defined by RRC. The re-transmissions are explicitly signaled via the PDCCH. In
subframes where the UE has a semi-persistent downlink resource, if the UE cannot find its C-RNTI
on the PDCCH, a downlink transmission according to the semi-persistent allocation that the UE has
been assigned in the TTI is assumed. Otherwise, in the subframes where the UE has a semi-
persistent downlink resource, if the UE finds its C-RNTI on the PDCCH, the PDCCH allocation
overrides the semi-persistent allocation for that TTI and the UE does not decode the semi-persistent
resources.

In the uplink, the E-UTRAN can dynamically allocate resources to UEs at each TTI via the
C-RNTI on PDCCH. AUE always monitors the PDCCH in order to find possible allocation for uplink
transmission when its downlink reception is enabled, consistent with DRX configuration. In addition,
E-UTRAN can allocate a semi-persistent uplink resource for the first HARQ transmissions, and
possible re-transmissions to UEs, where RRC defines the periodicity of the semi-persistent uplink
grant and PDCCH indicates whether the uplink grant is a semi-persistent one, i.e., whether it can be
implicitly reused in the following TTI according to the periodicity defined by RRC. In the subframes
where the UE has a semi-persistent uplink resource, if the UE cannot find its C-RNTI on the PDCCH
an uplink transmission according to the semi-persistent allocation that the UE has been assigned in the
TTI can be made. The network performs decoding of the predefined physical resource blocks
according to the predefined MCS. Otherwise, in the subframes where the UE has a semi-persistent
uplink resource, if the UE finds its C-RNTI on the PDCCH, the PDCCH allocation overrides the
persistent allocation for that TTI and the mobile terminal’s transmission follows the PDCCH allo-
cation. The re-transmissions are either implicitly scheduled where the UE uses the semi-persistent
uplink allocation, or explicitly allocated via PDCCH where the UE does not follow the semi-persistent
allocation. There is no blind decoding in uplink; therefore, when the UE does not have enough data to
fill the allocated resource, padding is used.

The measurement reports are required to enable the scheduler to operate in both uplink and
downlink. These include transport volume and measurements of a user terminal’s radio environment.
The uplink Buffer Status Report (BSR) is needed to provide support for QoS-aware packet sched-
uling. In E-UTRAN, uplink buffer status reports refer to the data that is buffered in for a group of
radio bearers in the UE. Four radio bearer groups and two formats are used for reporting in uplink,
i.e., a short format for which only one BSR is reported, and a long format for which all four BSRs
are reported. Uplink buffer status reports are transmitted using MAC signaling. The time and
frequency resources used by the UE to report CQI are under the control of the eNB. The CQI
reporting can be either periodic or aperiodic. A UE can be configured to have both periodic and
aperiodic reporting at the same time. In case both periodic and aperiodic reporting occurs in the same
subframe, only the aperiodic report is transmitted in that subframe. For efficient support of localized,
distributed, and MIMO transmissions, the E-UTRA supports three types of CQI reporting:

1. Wideband Type provides channel quality information over the entire system bandwidth;
2. Multi-Band Type provides channel quality information of a fraction of system bandwidth;
3. MIMO Type for open-loop or closed-loop operation (with or without PMI feedback).
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When the UE is allocated Physical Uplink Shared Channel (PUSCH) resources in a subframe where
a periodic CQI report is configured, the periodic CQI report is transmitted together with uplink data in
PUSCH. Otherwise, the periodic CQI reports are sent in the Physical Uplink Control Channel
(PUCCH). Aperiodic CQI reporting is defined as the report that is scheduled by the eNB via the
PDCCH, or the report transmitted together with uplink data on PUSCH. When a CQI report is
transmitted together with uplink data on PUSCH it is multiplexed with the transport block by the
physical layer (i.e., the CQI report is not part of the uplink transport block). The eNB configures a set
of sizes and formats of the reports. The size and format of the report depends on whether it is
transmitted over PUCCH or PUSCH, and whether it is a periodic or an aperiodic CQI report.

6.13.3 Discontinuous Reception in RRC_CONNECTED State

In order to reduce UE battery consumption, E-UTRAN defines a DRX scheme per UE (similar to Sleep
Mode in IEEE 802.16m) where there is no RRC or MAC sub-state to distinguish between different
levels of DRX, and available DRX values are controlled by the network and start from non-DRX up to
a few seconds. Measurement requirement and reporting criteria can differ according to the length of
the DRX cycle, as long DRX cycles may experience more relaxed requirements. Irrespective of DRX
cycle, the UE may use the first available RACH opportunity to send a UL measurement report.
Immediately after sending a measurement report, the UE may change its DRX cycle (see Figure 6-30).
This mechanism can be pre-configured by the eNB. HARQ operation related to data transmission is
independent of DRX cycle and the UE wakes up to read the PDCCH for possible re-transmissions and/
or ACK/NACK signaling, regardless of DRX cycle. In the downlink, a timer is used to limit the time
the UE can stay awake awaiting for a re-transmission. When the DRX is configured, the UE may be
further programmed with an On Duration timer, during which the UE monitors the PDCCHs for
possible allocations. When DRX is configured, periodic CQI reports can only be sent by the UE during
the Active-Time. The RRC can further restrict periodic CQI reports so that they are only sent during the
On Duration. A timer in the UE is used to detect need for obtaining timing advance. The following
definitions apply to DRX in E-UTRAN:

� On Duration: time interval in downlink subframes that the UE awaits PDCCH after waking up
from DRX. If the UE successfully decodes a PDCCH, the UE stays awake and starts the
inactivity timer.

� Inactivity Timer: time interval in downlink subframes that the UE waits to successfully decode
a PDCCH from the last successful decoding of a PDCCH. The UE re-enters DRX if it fails to

DRX Cycle
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Duration DRX Opportunity

UE Monitors PDCCH

FIGURE 6-30

An illustration of the DRX cycle
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decode PDCCH. The UE restarts the inactivity timer following successful decoding of PDCCH in
the first transmission.

� Active-Time: total time duration that the UE is awake. This includes the On Duration of the DRX
cycle, the time UE is performing continuous reception while the Inactivity Timer has not expired,
and the time UE is performing continuous reception while waiting for a DL re-transmission. Based
on the above, the minimum active time is equal to On Duration.

Among the above parameters, the On Duration and Inactivity Timer are of fixed lengths, while the
Active-Time is of varying length based on scheduling decisions and UE decoding success. Only On
Duration and Inactivity Timer duration are signaled to the UE by the eNB. There is only one DRX
configuration used in the UE at any time. The UE applies anOn Duration on wake-up from DRX sleep.
This is also applicable in the case where the UE has only one service that is being handled through the
allocation of predefined resources, allowing other signaling such as RRC to be sent during the
remaining portion of the active time. New transmissions can only take place during the Active-Time. If
PDCCH has not been successfully decoded during the On Duration, the UE follows the DRX
configuration. This also applies to the subframes where the UE has been allocated predefined
resources.

If the UE successfully decodes a PDCCH in the first transmission, the UE stays awake and starts the
Inactivity Timer, even if PDCCH is successfully decoded in the subframes where the UE has also been
allocated predefined resources, until a MAC control message instructs the UE to re-enter DRX cycle or
until the Inactivity Timer expires. If a short DRX cycle is configured, the UE first follows the short DRX
cycle and after a longer period of inactivity theUE follows the longDRXcycle; otherwise, theUE follows
the long DRX cycle directly. When the DRX cycle is configured, the network detects whether the UE
would remain in E-UTRAN coverage by requesting the UE to send periodic signals to the network.

6.13.4 Quality of Service

An Evolved Packet System bearer/E-UTRAN Radio Access Bearer (E-RAB)xx is the level of gran-
ularity for bearer-level QoS control in the EPC/E-UTRAN. As a result, service data flows mapped to
the same EPS bearer receive the same bearer-level packet forwarding treatment, e.g., scheduling
policy, queue management policy, rate shaping policy, RLC configuration, etc. One EPS bearer/
E-RAB is established when the UE connects to PDN and remains throughout the lifetime of the PDN
connection to provide the UE with always-on IP connectivity to the PDN. This bearer is referred to as
the default bearer. Any additional EPS bearer/E-RAB that is established to the same PDN is referred to
as the dedicated bearer. The initial bearer-level QoS parameter values of the default bearer are
assigned by the network, based on subscription information. The decision to establish or modify
a dedicated bearer can only be taken by the EPC and the bearer-level QoS parameter values are always
assigned by the EPC.

An EPS bearer/E-RAB is referred to as a Guaranteed Bit Rate (GBR) bearer, if dedicated network
resources related to a GBR value that is associated with the EPS bearer/E-RAB are permanently
allocated by the admission control function in the eNB on bearer establishment/modification.

xxAn E-RAB uniquely identifies the concatenation of an S1 bearer and the corresponding data radio bearer. When an
E-RAB exists, there is a one-to-one mapping between the E-RAB and an EPS bearer of the NAS.
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Otherwise, an EPS bearer/E-RAB is referred to as a Non-GBR bearer. A dedicated bearer can either be
a GBR or a non-GBR bearer, while a default bearer is a non-GBR bearer. The EPS bearer service
architecture is depicted in Figure 6-31, where:

� A UL Traffic Flow Template (TFT) binds a service data flow to an EPS bearer in the uplink
direction. Multiple service data flows can be multiplexed into the same EPS bearer by including
multiple uplink packet filters in the UL TFT.

� A DL TFT in the PDN GW binds a service data flow to an EPS bearer in the downlink direction.
Multiple service data flows can be multiplexed into the same EPS bearer by including multiple
downlink packet filters in the DL TFT.

� An E-RAB transports the packets of an EPS bearer between the UE and the EPC. When an E-RAB
exists, there is a one-to-one mapping between the E-RAB and an EPS bearer.

� A data radio bearer transports the packets of an EPS bearer between a UE and the eNB.When a data
radio bearer exists, there is a one-to-one mapping between this data radio bearer and the EPS
bearer/E-RAB.

� An S1 bearer transports the packets of an E-RAB between an eNB and an S-GW.
� An S5/S8 bearer transports the packets of an EPS bearer between a Serving GW and a PDN GW.
� AUE stores the mapping between an uplink packet filter and data radio bearer to create the binding

between the service data flow and the data radio bearer in the uplink.
� The P-GW stores the mapping between the downlink packet filter and S5/S8a bearer to create the

binding between a service data flow and the S5/S8a bearer in the downlink.
� The eNB stores a one-to-one mapping between the data radio bearer and the S1 bearer to create the

binding between the data radio bearer and the S1 bearer in both the uplink and downlink.
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� The S-GW stores a one-to-one mapping between the S1 bearer and the S5/S8a bearer to create the
binding between the S1 bearer and the S5/S8a bearer in both the uplink and downlink.

Each EPS bearer/E-RAB (GBR and non-GBR) is associated with the following bearer-level QoS
parameters:

� QoS Class Identifier (QCI): a metric that is used as a reference to access node-specific parameters
that control bearer-level packet forwarding function, e.g., scheduling weights, admission
thresholds, queue management thresholds, link layer protocol configuration, etc., that have been
pre-configured by the network operator.

� Allocation and Retention Priority (ARP): the primary purpose of ARP is to decide whether a bearer
establishment/modification request can be accepted or needs to be rejected in the case of resource
limitations. In addition, the ARP can be used by the eNB to decide which bearers to drop during
special resource limitations.

� Each GBR bearer is additionally associated with the bit rate that can be expected to be provided by
a GBR bearer.

� Each Access Point Name (APN) access by a UE is associated with per APN Aggregate Maximum
Bit Rate (APN-AMBR). An APN identifies an IP packet data network with which a mobile data
user wishes to communicate. In addition to identifying a PDN, an APN may also be used to
define the type of service.

� Each UE in EPS Mobility Management (EMM)-REGISTERED state is associated with per UE
Aggregate Maximum Bit Rate (UE-AMBR).

� The GBR denotes bit rate of traffic per bearer, while UE-AMBR/APN-AMBR denotes bit rate of
traffic per group of bearers. Each of those QoS parameters has an uplink and a downlink
component.

APPENDIX A: PROPORTIONAL FAIR SCHEDULING ALGORITHM
The Proportional Fair Scheduling algorithm calculates a metric for all active users for a given
scheduling interval. The user with the highest metric is allocated the resource available in the given
interval, the metrics for all users are updated before the next scheduling interval, and the process
repeats. To adapt this simple algorithm for OFDMA systems, the definition of scheduling interval and
scheduling resource are extended to encompass a two-dimensional OFDMA time-frequency resource.
Furthermore, the Proportional Fair Scheduling algorithm only applies to full-buffer traffic model and
time-frequency zones which use a distributed subcarrier permutation.

For OFDMA systems, the scheduling interval is typically a radio frame and multiple users may be
allocated in the same frame. Thus, some modifications can be made to the Proportional Fair Sched-
uling algorithm including (1) frames are equally-partitioned into regular, fixed scheduling resources
that are scheduled sequentially until all available resources are assigned; (2) the metric is updated after
scheduling each partition. Note that the number of resources ultimately allocated to a user depends on
the metric update process, and does not preclude a single user from obtaining multiple or all the
resources in a frame. For system simulations with an assumption of fixed overhead allowing for up to
Npartition resource partitions, each partition assignment should be considered as a separate packet
transmission. The number of partitions, Npartition, the time constant of the filter used in the metric
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computation, and number of active users are simulation parameters. At any scheduling instant t, the
scheduling metric Mi(t) for subscriber i used by the proportional fair scheduler is given by

MiðtÞ ¼ T instiðtÞ
½T averageiðtÞ�a (A6.1)

where T_insti(t) is the data rate that can be supported at scheduling instant t for subscriber i,
T_insti(t) is a function of the CQI feedback, and consequently of the modulation and coding scheme
that can meet the Packet Error Rate (PER) requirement. The T_averagei(t) denotes the throughput
function smoothed by a low-pass filter at the scheduling instant t for user i. The parameter a is
a fairness exponent factor with default value of one. For the scheduled subscriber, T_averagei(t) is
computed as:

T averageiðtÞ ¼ 1

NPF
� T instiðtÞ þ ð1� 1

NPF
Þ � T averageiðt � 1Þ (A6.2)

and for an unscheduled subscriber,

T averageiðtÞ ¼ ð1� 1

NPF
Þ � T averageiðt � 1Þ (A6.3)

The latency scale of the Proportional Fair scheduler, NPF, is given by:

NPF ¼ TPFNpartitions=TFrame (A6.4)

where TPF represents the latency time scale in units of seconds and TFrame is the frame duration of
the system. In some implementations, the scheduler may give priority to HARQ re-transmissions.
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The IEEE 802.16m Medium
Access Control Common Part
Sub-layer (Part II)

7
INTRODUCTION
This chapter describes the functional and operational aspects of the IEEE 802.16m MAC Common
Part Sub-layer (MAC CPS) on the data-plane. As shown in Figure 7-1, the MAC CPS provides an
interface between the physical layer and higher protocol layers through PHY and MAC SAPs,
respectively. The MAC CPS functions are classified into Radio Resource Control and Management
(RRCM), andMAC functions. The soft classification of the MACCPS into RRCM andMAC sub-layer
does not require any SAP between the two classes of functions. The RRCM functions fully reside on
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the control-plane, whereas the MAC sub-layer functions reside on both control-plane and data-
plane [3].

The control-plane part of the MAC sub-layer includes functional blocks which are related to the
physical layer and link control such as:

� Physical Layer Control;
� Control Signaling;
� Sleep Mode Management;
� QoS;
� Scheduling and Resource Multiplexing;
� Multi-Radio Coexistence;
� Data Forwarding;
� Interference Management;
� Inter-BS Coordination.

The data-plane portion of the MAC sub-layer is responsible for the following functions:

� MAC SDU Fragmentation/Packing;
� ARQ;
� MAC PDU Formation.

To draw an analogy between the IEEE 802.16m and 3GPP LTE Layer 2 protocols, one must note that
the Layer 2 functions of the latter include MAC and RLC sub-layers and the RRC sub-layer is
considered Layer 3. The IEEE 802.16m RRCM functional group corresponds to RRC sub-layer in
3GPP LTE, and the IEEE 802.16m MAC sub-layer is analogous to a combination of 3GPP LTE MAC
and RLC sub-layers. The 3GPP LTE MAC and RLC sub-layers will be described in this chapter to
enable the reader to understand the similarities and differences of IEEE 802.16m and 3GPP LTE/LTE-
Advanced demonstrating correspondences between the two protocol sets [3,9].

The IEEE 802.16m MAC is connection-oriented. For the purpose of mapping services to varying
levels of QoS at mobile stations, all data communications are manifested in the form of transport
connections. Service flows may be provisioned when an MS performs network entry. Following MS
registration with the serving BS, transport connections are established and associated with the service
flows (one connection per service flow) to provide a reference for requesting bandwidth. Furthermore,
new transport connections may be established when a user’s service needs to change. A transport
connection defines the mapping between peer convergence sub-layers that utilize the MAC and
a service flow. The service flow defines the QoS parameters for the PDUs that are exchanged on the
connection.

The concept of service flow mapping to a transport connection is essential to the operation of
the MAC CPS protocols. Service flows provide a mechanism for UL and DL QoS management. In
particular, they are an integral part of the bandwidth allocation process. An MS requests UL
bandwidth on a per connection basis by implicitly identifying the service flow. The bandwidth is
granted by the serving BS to an MS as an aggregate of grants in response to per connection
requests from the MS. Transport connections, once established, may require active maintenance,
with requirements which may vary depending on the type of service. In the following sections, the
IEEE MAC CPS functions are classified and described according to their location on the data-plane
using a systematic approach.
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7.1 AUTOMATIC REPEAT REQUEST

7.1.1 ARQ Principles

Automatic Repeat Request (ARQ) is an error-control mechanism for data transmission which uses
acknowledgements (or negative acknowledgements) and timeouts to achieve reliable data transmission
over an unreliable communication link. In an ARQ scheme, the receiver uses an error detection code,
typically a Cyclic Redundancy Check (CRC), to detect whether the received packet is in error. If no
error is detected in the received data, the transmitter is notified by sending a positive acknowledge-
ment. If an error is detected, the receiver discards the packet and sends a negative acknowledgement to
the transmitter, and requests a re-transmission. An Acknowledgement (ACK) or Negative Acknowl-
edgement (NACK) is a short message sent by the receiver to the transmitter to indicate whether it has
correctly or incorrectly received a data packet, respectively. Timeout is a predetermined time interval
after the sender sends the packet; if the sender does not receive an acknowledgement before the
timeout, it usually re-transmits the packet until it receives an acknowledgement or exceeds a pre-
defined number of re-transmissions. There are three types of ARQ protocol including [4]:

� Stop-and-Wait ARQ is the basic form of ARQ protocol where the sender sends one packet at a time
and then waits for an ACK or NACK signal from the receiver before sending the same or a new
packet. The receiver sends an ACK signal following receipt of a good packet. If the ACK does
not reach the sender before the timeout, the sender re-sends the same packet.

� Go-Back-N ARQ is a form of ARQ protocol in which the sender continuously sends a number of
packets (determined by the duration of transmission window) without receiving an ACK signal
from the receiver. The receiver process keeps track of the sequence number of the next packet it
expects to receive, and sends the sequence number with every ACK it sends. The receiver will
ignore any packet that does not have the exact sequence number it expects whether that packet
is a duplicate of a packet it has already acknowledged or a packet with a sequence number
higher than the one expected. Once the sender has sequentially sent all the packets in its
transmission window, it will check whether all of the packets are acknowledged and will resume
sequential transmission of the packets starting with the next sequence number to the one that
was last acknowledged.

� SelectiveRepeatARQ is a formof theARQprotocol for transmission and acknowledgement of packets
or fragments of a packet where the sending process continues to send a number of packets specified by
a window size even after a packet is lost. Unlike Go-Back-NARQ, the receiving process will continue
to accept and acknowledge packets sent after an initial error. The receiver process keeps track of the
sequence number of the earliest packet it has not received, and sends that number with every ACK
it sends. If a packet from the sender does not reach the receiver, the sender continues to send
subsequent packets until it has emptied its window. The receiver continues to fill its receiving
window with the subsequent packets, replying each time with an ACK containing the sequence
number of the earliest missing packet. Once the sender has sent all the packets in its window, it re-
sends the packet number given by the ACKs, and then continues where it stopped.

Figure 7-2 provides an example illustration of the ARQ variants. It shows how efficiently different
ARQ schemes utilize the communication channel, and use of the ARQ buffer in the transmitter and
receiver. The major advantage of ARQ over Forward Error Correction (FEC) schemes is that error
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detection requires much simpler decoding mechanisms and much less redundancy than error
correction. Furthermore, ARQ is adaptive, in the sense that information is re-transmitted only when
errors occur. On the other hand, FEC may be desirable instead of, or in addition to, error detection, for
any of the following reasons: (1) a feedback channel is not available or ARQ delay is not tolerable; (2)
the re-transmission scheme is not conveniently implemented; and (3) the expected number of errors
without correction would require excessive re-transmissions.

The ARQ can be used for each connection between the MS and BS. Since the use of ARQ may
increase the latency due to more reliability requirements, the ARQ mechanism is usually disabled for
delay-sensitive applications, such as VoIP or interactive gaming. If the ARQmechanism is enabled, the
ARQ parameters are specified and negotiated during connection set-up. A connection does not contain
a mix of ARQ and non-ARQ traffic. The scope of a specific instance of ARQ is limited to one uni-
directional flow.

7.1.2 IEEE 802.16m ARQ Mechanism

An ARQ block is generated from one or multiple MAC SDUs or MAC SDU fragments corresponding to
the same flow. The ARQ blocks can be variable in size. An ARQ block is constructed by fragmenting
MAC SDU or packing MAC SDUs and/or MAC SDU fragments. The fragmentation or packing
information for the ARQ block is included in the extended header within the MAC PDU. When a MAC
PDU is generated for transmission, the MAC PDU may contain one or more ARQ blocks. If the MAC
PDU contains traffic from a single connection, the MAC PDU itself will be a single ARQ block. If
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An example illustration of different ARQ schemes [4]
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information frommultiple ARQ connections is multiplexed into oneMAC PDU, theMAC PDU contains
multiple ARQ blocks. The number of ARQ blocks in a MAC PDU is equal to the number of ARQ
connections multiplexed in the MAC PDU. The ARQ blocks of a connection are sequentially numbered.
The ARQ block Sequence Number (SN) is included in the MAC PDU using FPEH orMEH headers. The
original MAC SDU ordering is maintained [2]. In the legacy system, the size of the ARQ blocks is fixed
and the length of the ARQ blocks is specified by the serving BS for each connection and signaled through
MACmanagement messages [1]. In that case, if the length of the MAC SDU is not an integer multiple of
ARQ block size, the last ARQ block may be padded. The MAC SDU partitioning into ARQ blocks
remains in effect until all ARQ blocks are received and acknowledged by the receiver [1].

As shown in Figure 7-3, if the initial transmission of an ARQ block fails, a re-transmission is
scheduled with or without rearrangement. In the case of ARQ block re-transmission without
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ARQ block initial transmission and re-transmission [2]
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rearrangement, the MAC PDU contains the same ARQ block and corresponding fragmentation and
packing information which was used in the initial transmission. In the case of ARQ block re-trans-
mission with rearrangement, a single ARQ block may be fragmented into a sequence of multiple ARQ
sub-blocks. A MAC PDU payload is constructed from one or more ARQ sub-blocks. The ARQ sub-
blocks are sequentially numbered using ARQ block SUB_SN (SSN). The size of an ARQ sub-block is
defined by ARQ_SUB_BLOCK_SIZE, which is fixed. The ARQ sub-block is maintained during re-
transmission. Figure 7-3 illustrates ARQ block initial transmission and re-transmissions. Two options
for re-transmission are shown, i.e., with and without rearrangements of the failed ARQ blocks.

The ARQ feedback Information Element (IE) is defined for the receiver to indicate the reception
status of an ARQ block (initial transmission) and an ARQ sub-block. The ARQ feedback IE is
transported either as part of an extended header (piggybacked) within a MAC PDU or a standalone
MAC control message. The ARQ feedback IE supports cumulative and selective ACK. In cumulative
ACK, ARQ SN or ARQ SUB_SN are reported to indicate successful reception. In selective ACK, each
bit of the ACK MAP indicates the error or success of ARQ blocks.

The transmitter can request ARQ feedback poll to update the reception status of the transmitted
ARQ blocks. In the downlink, an ABS may assign unsolicited bandwidth for the MS to send ARQ
feedback information. The receiver sends ARQ feedback IE when these three conditions are met: (1)
ARQ feedback polling request is received from the transmitter; (2) an ARQ block has been missing for
a predetermined period; and (3) an ARQ discard message is received from the transmitter. The
following parameters characterize an ARQ operation [2]:

� ARQ_SN_MODULUS: the number of unique ARQ sequence values equal to 1024;
� ARQ_WINDOW_SIZE: the maximum number of ARQ blocks with consecutive Block Sequence

Number (BSN) in the sliding window of ARQ blocks that is managed by the receiver and the
transmitter;

� ARQ_BLOCK_LIFETIME: the maximum time interval an ARQ block is managed by the
transmitter ARQ state machine, once initial transmission of the block has occurred. After
expiring ARQ_BLOCK_LIFETIME, the corresponding ARQ block is discarded in the ARQ
window;

� ARQ_RX_PURGE_TIMEOUT: the time interval the receiver waits after successful reception of
a block that does not result in advancement of ARQ_RX_WINDOW_START, before advancing
ARQ_RX_WINDOW_START;

� MAX_ ARQ_BUFFER_SIZE: the maximum size of the buffer in bytes that the MS is able to
allocate for the ARQ connection;

� ARQ_SYNC_LOSS_TIMEOUT: the maximum time interval ARQ_TX_WINDOW_START or
ARQ_RX_WINDOW_START is allowed to remain at the same value before declaring a loss of
synchronization of the sender and receiver state machines when data transfer is known to be active;

� ARQ_ERROR_DETECTION_TIMEOUT: the time interval after which theARQblock is declared as
erroneous. It is used to reorderARQblocks that have not arrived in order due toHARQre-transmission.

7.1.3 ARQ State Machine

A finite-state machine can be used to model the behavior of the ARQ protocol in the transmitter and
receiver sides. Each ARQ-enabled connection has an independent ARQ state machine. The ARQ state
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transitions are based on the status of ARQ blocks, rather than ARQ sub-blocks. Based on this model,
an ARQ block may be in one of the following six states: NOT-SENT; OUTSTANDING; WAITING-
FOR-RE-TRANSMISSION; DISCARD; REARRANGEMENT; or DONE. The ARQ state machine in
the transmitter shown in Figure 7-4 is similar to that specified in the IEEE Standard 802.16-2009 [1].
The transmitter constructs each ARQ block using the fragmentation and packing rules. Each NOT-
SENT ARQ block forms a MAC PDU and is assigned the value of the next ARQ block sequence
number (ARQ_TX_NEXT_SN), which is then increased by one. The ARQ state machine variables are
defined as follows:

� ARQ_TX_WINDOW_START is the lower edge of ARQ window in the transmitter;
� ARQ_TX_NEXT_SN denotes the lowest ARQ sequence number of the next ARQ block to be sent

by the transmitter;
� ARQ_RX_WINODW_START is the lower edge of the ARQ window at the receiver;
� ARQ_RX_HIGHEST_SN denotes the highest sequence number of the ARQ block received

incremented by one.

As shown in Figure 7-5, each ARQ block in the transmission buffer starts in NOT-SENT state before it
is transmitted. When an ARQ block is initially transmitted, the ARQ_BLOCK_LIFETIME timer is set
and the ARQ block transitions from NOT-SENT state to OUTSTANDING state. While an ARQ block
is in OUTSTANDING state, the transmitter waits for an acknowledgement. If an acknowledgement is
received, the ARQ block state transits to the DONE state. If a negative acknowledgement is received,
the ARQ block state is changed to the WAITING-FOR-RE-TRANSMISSION state. When the
ARQ_BLOCK_LIFETIME period expires, the ARQ block state is changed to the DISCARD state.
While an ARQ block is in the WAITING-FOR-RE-TRANSMISSION state, the transmitter prepares
for ARQ block re-transmission. If the ARQ block is re-transmitted, the ARQ block state is changed to
OUTSTANDING. If the ARQ_BLOCK_LIFETIME period expires, the ARQ block state transits to the
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discard state. While the ARQ block is in the DISCARD state, the transmitter sends a discarded
message and waits for acknowledgement from the receiver. If an acknowledgement for the ARQ block
corresponding to the discarded message arrives, the ARQ block state transitions to the DONE state.
When an ARQ block is in the DONE state, the transmitter flushes the ARQ block, and resets the timers
and state variables associated with the flushed ARQ block.

When a MAC PDU is received, the receiver examines the extended header and obtains the ARQ
block information. Once the receiver identifies the ARQ block sequence number and the corre-
sponding ARQ block in the MAC PDU, the receiver state machine adds this ARQ block to the list of
blocks to be acknowledged. The state machine checks whether the block sequence number falls within
the ARQ window range. If sequence number is not valid, the receiver discards the corresponding ARQ
block; otherwise, if the corresponding ARQ block is already received, the state machine resets
ARQ_RX_PURGE_TIMEMOUT timer and discards the ARQ block. If the received ARQ block is
valid and not duplicated, the receiver state machine updates the ARQ state, as shown in Figure 7-5.

The MAC SDUs are reconstructed from the received ARQ blocks and are sequentially delivered to
the upper layers. The transmitter or receiver can reset the ARQ state machine, if necessary. When an
ARQ reset error occurs during the ARQ reset procedure, the BS or MS may reinitialize the MAC
procedures.

When an ARQ block arrives out of order, each ARQ block with an intermediate sequence number
is declared as missing, and the ARQ_ERROR_DETECTION_TIMEOUT for every missing ARQ
block is set. If the missing ARQ block does not arrive within the ARQ_ERROR_DETECTION_
TIMEOUT, the receiver declares the corresponding ARQ block as an error. The receiver sends
feedback corresponding to each ARQ block using the ARQ feedback IE. The ARQ feedback is sent
under one of the following conditions: an ARQ feedback poll is received from the transmitter; the
receiver detects an ARQ block error; or when a discarded message is received from the transmitter. If
all ARQ blocks in the ARQwindow are received correctly, the ARQ feedback IE contains a cumulative
acknowledgement. If one or more ARQ blocks in the ARQ window are in error, the ARQ feedback IE
contains a selective acknowledgement to indicate the error. If the transmitter or receiver declares an
ARQ synchronization loss, the transmitter or receiver may initiate the ARQ reset procedure.

7.2 HYBRID AUTOMATIC REPEAT REQUEST FUNCTIONS

7.2.1 HARQ Principles

While the ARQ error control mechanism is simple and provides high transmission reliability, the
throughput of ARQ schemes drop rapidly with increasing channel error rates, and the latency due to re-
transmissions could be excessively high and intolerable for some delay-sensitive applications. Systems
using Forward Error Correction (FEC), on the other hand, can maintain constant throughput regardless
of channel error rate. However, FEC schemes have some drawbacks. High reliability is hard to achieve
with FEC and requires the use of long and powerful error correction codes that increase the complexity
of implementation [4]. The drawbacks of ARQ and FEC can be overcome, if the two error control
schemes are properly combined.

In order to achieve increased throughput and lower latency in packet transmission, a Hybrid ARQ
(HARQ) scheme is designed to combine ARQ error-control mechanism and FEC coding. A HARQ
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system consists of an FEC sub-system contained in an ARQ system. In this approach, the average
number of re-transmissions is reduced by using FEC through correction of the error patterns that occur
more frequently; however, when the less frequent error patterns are detected, the receiver requests a re-
transmission where each re-transmission carries the same or some redundant information to help
packet detection. The HARQ uses FEC to correct a subset of errors at the receiver and rely on error
detection to detect the remaining errors. Most practical HARQ schemes utilize CRC codes for error
detection and convolutional or Turbo codes for error correction [5].

The hybrid ARQ schemes may by classified depending on the content of subsequent re-trans-
missions as follows [4,15]:

1. Type I HARQ: in type I HARQ schemes, the same data packet is transmitted in all the re-
transmissions. Soft combining may be used to improve the reliability. In this type of HARQ, also
referred to as Chase Combining (CC), the blocks of data, along with the CRC code, are encoded
using FEC encoder before transmission. If the receiver is unable to correctly decode the data block,
a re-transmission is requested. When a re-transmitted coded block is received, it is combined with
the previously received block corresponding to the same information bits (using, for example,
a maximal ratio combining method) and fed to the decoder. Since each re-transmission is an
identical replica of the original transmission, the received Eb/N0, i.e., the energy per information bit
divided by the noise spectral power density, increases for each re-transmission, improving the
likelihood of correct decoding. In chase combining HARQ, the redundancy version of the encoded
bits is not changed from one transmission to the next; therefore, the puncturing pattern remains the
same. The receiver uses the current and all previous HARQ transmissions of the data block in
order to decode the information bits. The process continues until either the information bits are
correctly decoded and pass the CRC test, or the maximum number of HARQ re-transmissions is
reached. When the maximum number of re-transmissions is reached, the MAC layer resets the
process and continues with fresh transmission of the same data block.

The chase combining method is used as the mandatory HARQ scheme for data transmissions in
Release 1.0 of the mobile WiMAX systems, where an N-process stop-and-wait ARQ along with
FEC coding are exploited [8]. A number of parallel channels for HARQ can help improve the
throughput as one process is awaiting an acknowledgement; another process can utilize the channel
and transmit sub-packets. Figure 7-6 illustrates the operation of a chase combining HARQ scheme
and how the re-transmission of the same coded bits change the combined energy per bit (Eb) while
maintaining the effective code rate intact.

2. Type II HARQ: in the original type II HARQ scheme, an alternate parity/user data re-transmission
scheme is used. With the proper choice of channel encoder, the user information may also be
recovered by parity bits. However, most type II algorithms adopt an incremental parity re-
transmission scheme, in which only additional parity bits are sent in subsequent re-
transmissions. Therefore, after each re-transmission, a richer set of parity bits is available at the
receiver, improving the probability of reliable decoding. In incremental schemes; however,
information cannot be recovered from parity bits alone.

In an Incremental Redundancy (IR) HARQ scheme, a number of coded bits with increasing
redundancy, where each represents the same set of input bits, are generated and transmitted to
the receiver when a re-transmission is requested, to assist the receiver with the decoding of the
information bits. The receiver combines each re-transmission with the previously received bits
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belonging to the same packet. Since each re-transmission carries additional parity bits, the effective
code rate is lowered by each re-transmission, as shown in Figure 7-6. The incremental redundancy
is based on low-rate code and the different redundancy versions are generated by puncturing the
channel coder output. In the example shown in Figure 7-6, the mother code rate is R, and 1/3 of
the coded bits are transmitted in each re-transmission. Aside from increasing the received signal
Eb/N0 ratio by each re-transmission due to combining, there is a coding gaini as a result of each
re-transmission. It must be noted that chase combining is a special case of incremental
redundancy HARQ where the re-transmissions are identical copies of the original coded bits.
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An example illustration of the operation of chase combining and incremental redundancy HARQ schemes [12]

iThe coding gain is defined as the difference between Eb/No required to achieve a given Bit Error Rate (BER) in a coded
system, and the Eb/N0 required to achieve the same BER in an uncoded system.
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The incremental redundancy HARQ was an optional feature in Release 1.0 of mobile WiMAX
systems [8]; however, it has been made the mandatory HARQ scheme for IEEE 802.16m
systems. It is assumed that the receiver has received all previously transmitted redundancy and
that each re-transmission provides some amount of information about the data packet. The
puncturing pattern to be used for a given HARQ transmission is indicated by the Sub-Packet
Identifier (SPID). By default, the SPID of the first transmission is always zero where all, for
instance, turbo code systematic bits and some parity bits are sent. Note that only the parity bits
are punctured, and each transmission by itself decodable. The SPID of the subsequent
transmissions can be arbitrarily chosen by the system [7]. It must be noted that if the initial
transmission with SPID of 0 is not properly received or lost, the re-transmission of only
additional parity bits will not typically help decoding of the data packet, and a fresh
transmission of the systematic bits might be necessary.

3. Type III HARQ: in a type III HARQ scheme, both user data and complementary parity bits are
included in every re-transmission. The type III HARQ schemes are less efficient than
incremental redundancy schemes due to repeated user data bits. Also in this case, after every re-
transmission, a richer set of parity bits is available at the receiver, improving the probability of
reliable decoding. Moreover, by adopting combining techniques, reliability may be further
improved. In a type III incremental scheme, information can be recovered from every
transmission. In a self-decodable HARQ re-transmission scheme, the user data may be
recovered from every single transmission.

7.2.2 IEEE 802.16m HARQ Mechanism

The HARQ mechanism is used for all unicast data traffic in both downlink and uplink. The IEEE
802.16m HARQ scheme is based on an N-process stop-and-wait protocol. In single channel stop-
and-wait, the transmitter waits after each transmission until an acknowledgement from the
receiver is obtained. In the case of positive acknowledgement, a new packet is transmitted;
otherwise, the same packet is re-transmitted. The N-process stop-and-wait mechanism makes use
of the waiting time and transmits other sub-packets. Both BS and MS are required to maintain
multiple simultaneous HARQ channels. The DL HARQ channels are identified by a HARQ
Channel Identifier (ACID), whereas the UL HARQ channels are identified by both ACID and the
index of the UL subframe in which the UL HARQ data burst is transmitted. Multiple UL HARQ
channels in the same UL subframe are identified by different ACIDs and UL HARQ channels in
different UL subframes are identified by the index of the UL subframe when they are addressed
with the same ACID [3].

Generation of the HARQ sub-packets follows the channel coding procedures. The received sub-
packets are combined by the FEC decoder as part of the decoding process. The use of incremental
redundancy HARQ is mandatory in IEEE 802.16m compliant entities with chase combining as
a special case. Each sub-packet contains part of a codeword identified by an SPID. In order to specify
the start of a new transmission, a single-bit HARQ Identifier Sequence Number (AI_SN) is toggled on
every new HARQ transmission attempt on the same ACID. If the AI_SN changes, the receiver will
treat the corresponding HARQ transmission as a new encoder packet and discard previous HARQ
transmissions associated with the same ACID.
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7.2.3 HARQ Timing and Signaling Protocols

The IEEE 802.16m uses adaptive asynchronous HARQ in the downlink. In adaptive asynchronous
HARQ, the resource allocation and transmission format for the HARQ re-transmissions may be
different from the initial transmission. In the case of re-transmission, appropriate signaling is
required to indicate the resource allocation and transmission format, along with other HARQ
parameters [2].

On receiving a DL Basic Assignment Advanced Medium Access Protocol Information Element
(A-MAP IE), the MS attempts to receive and decode the data burst. If the decoding is successful, the
MS sends a positive acknowledgement to the BS; otherwise, the MS will send a negative acknowl-
edgement to the BS. The process of re-transmissions is controlled by the BS using the ACID and
AI_SN fields in the DL Basic Assignment A-MAP IE. If the AI_SN field for the ACID remains the
same between two HARQ burst allocations, it indicates re-transmission. The BS may allocate different
resource and transmission formats that are signaled through the DL Basic Assignment A-MAP IE for
each re-transmission. If the AI_SN field for the ACID is toggled, it indicates the transmission of a new
HARQ packet. The maximum number of HARQ channels per MS in the downlink is 16. The delay
between two consecutive HARQ transmissions of the same data burst does not exceed the maximum
[T_ReTx_Interval ¼ 1, 2, ., 8]. The number of re-transmissions of the same data packet does not
exceed the maximum [N_MAX_ReTx¼ 4]. An example of HARQ operation in the downlink for TDD
(DL/UL ratio of 5:3) and FDD is shown in Figure 7-7. Note that the processing time at the BS and MS
is assumed to be equal to three sub-frames (a fraction of the radio frame).

The HARQ ACK/NACK timing is defined for FDD mode and for TDD mode with certain DL/UL
ratios. A failed HARQ burst should be re-transmitted within the maximum re-transmission delay
bound. A HARQ burst is discarded if the maximum number of re-transmissions is reached. When
persistent allocation is applied to initial transmissions, HARQ re-transmissions are supported in a non-
persistent manner, i.e., resources are allocated dynamically for HARQ re-transmissions. An asyn-
chronous HARQ scheme is used in the downlink where the interval between successive transmissions/
re-transmissions may vary, providing more flexibility for the downlink scheduler.

The IEEE 802.16m uses a synchronous HARQ scheme in the uplink where the interval between
successive transmissions/re-transmissions is the same, resulting in a lower signaling overhead in
resource assignment. In synchronous HARQ, resource allocation for the re-transmissions in the uplink
can be fixed or adaptive according to control signaling. The default operation mode of HARQ in the
uplink is non-adaptive, i.e., the parameters and the resource for the re-transmission are known a priori.
The BS can signal an adaptive uplink HARQ mode.

Similar to the HARQ operation in the downlink, on receiving a UL Basic Assignment A-MAP IE,
the MS transmits a HARQ sub-packet in the assigned resource. The BS attempts to decode the data
packet. If the decoding is successful, the BS will send a positive acknowledgement to the MS;
otherwise, the BS will send a negative acknowledgement to the MS. If re-transmission becomes
necessary, and if the MS does not receive a UL Basic Assignment A-MAP IE for the failed HARQ sub-
packet, the MS transmits the next sub-packet through the resources assigned in the previous sub-packet
transmission with the same ACID. A UL Basic Assignment A-MAP IE may be sent to signal the
re-transmission with corresponding ACID and unchanged AI_SN. On receiving the UL Basic
Assignment A-MAP IE, the MS performs the HARQ re-transmission. The maximum number of
HARQ channels per MS is 16 in the uplink. The maximum number of re-transmissions of the same
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data packet is [N_MAX_ReTx ¼ 4]. An example HARQ operation in the uplink for TDD (DL/UL
ratio of 5:3) and FDD is shown in Figure 7-8. Note that the processing time at the BS and MS is
assumed to be equal to three sub-frames.

Synchronous HARQ re-transmissions are supported when persistent allocation is utilized. With
group resource allocation, the HARQ re-transmissions are allocated individually in a synchronous
manner. Transmission of Assignment A-MAP IE, the downlink/uplink HARQ sub-packets, and the
corresponding feedbacks are according to predefined timing. The transmission times are defined based
on frame index and subframe index. The integer frame index F is between 0 and 3, since there are four
radio frames per superframe (as will be described in Chapter 9). In FDD mode, the index of DL or UL
subframe ranges from 0 to SF � 1, where SF is the number of subframes per frame, determined based
on the radio frame configuration. In TDD mode, the index of DL subframe ranges from 0 to D � 1,
where D is the number of DL subframes per frame, and the index of UL subframe is between 0 and
U� 1, where U is the number of UL subframes per frame. The value of parameters D and U depend on
specific frame configuration [2].

In FDD mode, as shown in Figure 7-9, the DL HARQ sub-packet transmission corresponding to
a DL Basic Assignment A-MAP IE in the lth subframe of the ith DL frame begins in the lth subframe
of the ith DL frame. Note that the DL Assignment A-MAPs point to DL allocations over the same

S0 S1 S2 S3 S4 S5 S6 S7 S0 S1 S2 S3 S4 S5 S6 S7

S0 S1 S2 S3 S4 S5 S6 S7 S0 S1 S2 S3 S4 S5 S6 S7

Frame N Frame N+1

DL

UL

Assignment
+ DL Burst

HARQ 
Feedback

Assignment 
+ DL Burst

HARQ 
Feedback

Subframe

S0
DL

S1
DL

S2
DL

S3
DL

S4
DL

S0
DL

S1
DL

S2
DL

S3
DL

S4
DL

S5
UL

S6
UL

S7
UL

S5
UL

S6
UL

S7
UL

Frame N Frame N+1

Assignment
+ DL Burst

HARQ 
Feedback

Assignment
+ DL Burst

HARQ
Feedback

Subframe

Example FDD DL HARQ Timing

Example TDD DL HARQ Timing

FIGURE 7-7

An example of FDD and TDD downlink HARQ timing for 5, 10, and 20 MHz channel bandwidths [2]
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subframe. A HARQ feedback for the DL HARQ sub-packet is transmitted in the nth subframe of the
jth UL frame. The subframe indices m, n, and frame index j are determined by using l and i according
to the following equation [2]:

n ¼ Qmþ SF=2S mod SF

j ¼
�
iþ

h
QmþSF=2S

SF

i
þ Toffset

�
mod 4

(7-1)

Where Q:Sand P:R denote ceil and floor functions, respectively, and modulo 4 operation is due to the fact
that the frame index F ranges between 0 and 3. The parameter Toffset is used to ensure that the HARQ
feedback is not generated earlier than the minimum processing time of three subframes. This offset is
set to 1 only if the time interval from completion of the HARQ sub-packet transmission to its feedback
time will be shorter than the data burst processing time; otherwise it is set to zero. The value of the
offset also depends on whether a short Transmission Time Interval (TTI) or a long TTI of one or four
subframes is used, respectively.

In FDD mode, as shown in Figure 7-9, the UL HARQ sub-packet transmission corresponding to
a UL Basic Assignment A-MAP IE in the qth subframe of the ith DL frame begins in the mth subframe
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An example of FDD and TDD uplink HARQ timing for 5, 10, and 20 MHz channel bandwidths [2]
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of the jth UL frame. A HARQ feedback for the UL HARQ sub-packet is transmitted in the qth
subframe of the kth DL frame. When the UL HARQ feedback indicates a negative acknowledgement,
re-transmission of the UL HARQ sub-packet is scheduled in the mth subframe of the pth UL frame.
The subframe indices m, n, and frame indices j, k, and p are defined according to the following
equation [2]:

m ¼ n ¼ Qqþ SF=2S mod SF

j ¼
�
iþ PQqþSF=2S

SF Rþ Toffset

�
mod 4

k ¼
�
jþ PQqþSF=2S

SF Rþ T 0
offset

�
mod 4

p ¼
�
k þ PQqþSF=2S

SF Rþ T 00
offset

�
mod 4

(7-2)

The binary-valued offsets in the above equations are included to ensure the minimum processing time
condition is met.

In TDD mode, as shown in Figure 7-10, the DL HARQ sub-packet transmission corresponding
to a DL Basic Assignment A-MAP IE in lth DL subframe of the ith frame is scheduled in the mth
DL subframe of the ith frame. A HARQ feedback for the DL HARQ sub-packet is transmitted in
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FIGURE 7-9

An illustration of downlink/uplink HARQ packet and feedback transmission in FDD mode
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the nth UL subframe of the jth frame. The subframe indices m, n, and frame index j are obtained
as follows [2]:

m ¼ 1

for D > U

n ¼

8>><
>>:

0 0 � m < k

m� k k � m < U þ k

U � 1 U þ k � m < D

for D � U n ¼ m� k

j ¼ ðiþ ToffsetÞ mod 4

(7-3)

where

k ¼
�
QD� US=2

PD� UR=2

D � U

D > U
(7-4)

When the DL Basic Assignment A-MAP IE in the lth DL subframe of the ith frame indicates
use of a long TTI and l is 0 (i.e., the first subframe of the frame), the subframe index m and the
frame index j are calculated according to Equation (7-3). The DL Basic Assignment A-MAP IE
in the lth (l s 0) DL subframe of the ith frame can signal the use of a long TTI. In this case,
the long TTI transmission of the DL HARQ sub-packet begins in the first DL subframe of the
succeeding frame. The HARQ feedback for this long TTI transmission is transmitted in the nth
UL subframe of the jth frame. The subframe index n and the frame index j are derived according
to Equation (7-3).

In TDD mode, as shown in Figure 7-10, the UL HARQ sub-packet transmission corresponding to
a UL Basic Assignment A-MAP IE in lth DL subframe of the ith frame is scheduled in the mth UL
subframe of the jth frame. The HARQ feedback is transmitted in the lth DL subframe of the kth frame.
When the UL HARQ feedback indicates a negative acknowledgement, the re-transmission of the UL
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An illustration of downlink/Uplink HARQ packet and feedback transmission in TDD mode
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HARQ sub-packet begins in the mth UL subframe of the pth frame. The subframe indices m, n, and
frame indices j, k, and p are calculated as follows [2]:

m ¼

8><
>:

0 for 0 � l < Q

l� Q for k � l < U þ Q

U � 1 for U þ Q � l < D

j ¼ ðiþ ToffsetÞ mod 4

k ¼ ðjþ 1þ ToffsetÞ mod 4

p ¼ ðk þ T}offsetÞ mod 4

(7-5)

Q ¼
�
PðD� UÞ=2R
QðD� UÞ=2S

D � U

D < U

The binary-valued offsets in the above equations are included to ensure the minimum processing time
is met.

The legacy and IEEE 802.16m frames are offset by a fixed number of subframes to accommodate
new features such as the IEEE 802.16m preambles, superframe header (system configuration infor-
mation), and control channels, as shown in Figure 7-11. The Frame Offset is a time offset between the
start of the legacy frame and the start of the IEEE 802.16m frame carrying the superframe headers,
defined in a unit of subframes.

The subframe configuration in the IEEE 802.16m systems that support the legacy mobile and base
stations are indexed in a different manner. The DL subframe index ranges from 0 to D � 1, where D is
the number of DL subframes dedicated to IEEE 802.16m compliant systems. Similarly, the UL
subframe index ranges from 0 to U � 1, where U is the number of UL subframes dedicated to IEEE
802.16m compliant systems. Figure 7-11 shows an example of subframe indexing where the ratio of
the total DL to UL subframes is 5 to 3. The Frame Offset parameter is 2. While operating the legacy
and the new systems simultaneously in TDD mode, the legacy and new uplinks are frequency-division
multiplexed to mitigate the uplink link budget issues of the legacy terminals. Thus, the offset
parameters in Equations (7-1) to (7-5) are adjusted to accommodate the effect of Frame Offset in IEEE
802.16m systems with legacy support.
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Relative positions of the legacy and new radio frames in TDD mode with DL/UL ratio 5:3 [3]
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The Group Resource Allocation (GRA) mechanism allocates resources to multiple users as a group
in order to reduce the control overhead. The mechanism takes advantage of common traffic charac-
teristics and grouping is done based on some common parameters, such as modulation and coding
scheme, MIMOmode and resource size. On receiving a DL Group Resource Allocation A-MAP IE, the
scheduled MS attempts to decode the received data packet. If the decoding is successful, the MS will
send a positive acknowledgement to the serving BS; otherwise, the MS will send a negative acknowl-
edgement to the BS. With DL Group Resource Allocation, the HARQ re-transmissions are allocated
individually and performed using a DL Basic Assignment A-MAP IE that carries the same ACID as the
one used by the DLGroup Resource Allocation A-MAP IE for the first HARQ sub-packet transmission.
On receiving a UL Group Resource Allocation A-MAP IE, the MS transmits the HARQ sub-packet in
the resource assigned by the ULGroup Resource Allocation A-MAP IE. The serving BS will attempt to
decode the data packet. If the decoding is successful, the BSwill send a positive acknowledgement to the
MS; otherwise, the BS will send a negative acknowledgement to the MS. With the UL Group Resource
Allocation, the HARQ re-transmissions are allocated individually and performed as described earlier. In
this case, theULBasicAssignment A-MAP IE contains the sameACID as the one used by theULGroup
Resource Allocation A-MAP IE for the first HARQ sub-packet transmission.

Persistent Allocation (PA) is a technique used to reduce assignment overhead for connections
with a periodic traffic pattern and relatively fixed payload size. To allocate resources persistently to
a single connection, the BS transmits a Persistent Allocation A-MAP IE for DL or UL. The
persistently allocated resource size, resource location, and the packet modulation and coding
scheme remain unchanged by the BS and MS until the persistent assignment is de-allocated,
changed, or an error event occurs. The persistent scheduling does not include any special
consideration for HARQ re-transmissions of data packets that were initially transmitted using
persistently allocated resources. Resources for re-transmissions can be allocated one at a time as
needed using a DL or UL Basic Assignment A-MAP IE. On receiving an uplink Persistent Allo-
cation A-MAP IE, the MS periodically transmits the HARQ sub-packets through the assigned
resource as specified in the UL Persistent Allocation A-MAP IE. The serving BS will attempt to
decode the received data packet. If the decoding is successful, the BS will send a positive
acknowledgement to the MS; otherwise, a negative acknowledgement is sent to the MS.

If the HARQ entity in the transmitter determines that the HARQ process was unsuccessfully
terminated, it informs the ARQ entity in the transmitter about the failure of the HARQ packet delivery.
The ARQ entity in the transmitter can then initiate re-transmission and re-segmentation of the ARQ
blocks that correspond to the failed HARQ packet.

7.3 MAC PDU FORMATION
Figure 7-12 illustrates the MAC PDU construction process, input and output of each functional block,
and the order in which those functions are applied for various types of connections, i.e., ARQ, non-
ARQ, and control connections. The payloads associated with multiple transport connections corre-
sponding to the same security association can be multiplexed and encrypted together in a MAC PDU.
If N transport connections are multiplexed, one MEH and one FEH, PEH, RFPEH, and MCEH per
connection are present in a MAC PDU. The AGMH and the MEH headers carry the information about
the Flow IDs and lengths of the payloads. The FEH, PEH, and RFPEH headers carry the information
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about the transport connection payload and MCEH carries information about management connec-
tions’ payload. For example, multiple connections’ payloads which are encrypted using AES-CCMii

[13] can be multiplexed and encrypted together in a single MAC PDU. Figure 7-13 illustrates the
multiplexing of two connection payloads which are associated with same security association (i.e.,
AES-CCM).

Multiple MAC PDUs may be concatenated into a single transmission in UL or DL directions. For
the MS attached to a BS, each MAC PDU in an UL or DL PDU is uniquely identified by a Flow ID.

Unencrypted Payload A
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Unencrypted Headers Encrypted PDU

AGMH Other Extended
Headers MEH

FIGURE 7-13

Multiplexing of connection payloads associated with the same security association [2]

iiAES-CCM is an authenticated encryption algorithm designed to provide both authentication and privacy. Advanced
Encryption Standard (AES) is a symmetric block cipher that has variable key and fixed data length. The key lengths can be
independently chosen as 128, 192 or 256 bits, which result in 10, 12, and 14 rounds of operation, respectively. The data
length is, however, fixed at 128 bits. The input, as well as intermediate data, can be considered as a matrix with four rows
and four columns called state. Each element of the matrix is composed of eight bits, therefore enabling efficient imple-
mentation of AES on 8-bit platforms. Counter with CBC-MAC (CCM) is a mode of operation of a block cipher that
combines the existing Counter with CBC-MAC modes. It uses an encryption algorithm to generate encrypted and
authenticated data at the same time. The AES-CCM process requires two AES cores. In order to achieve higher throughput,
two separate AES cores, one for CBC-MAC and the other for Counter Mode, are developed. In AES CBC-MAC the first
AES core is working in cipher feedback mode. It compares the new input to previously encrypted data using XOR
operation. The core is used to calculate the Message Integrity Code (MIC) for authenticity of data. The process starts with
encrypting the first block and then successively XORs subsequent blocks and encrypts the result. The final MIC is one
128-bit block. Once the first block has been prepared, XOR-ing the current block with the previously encrypted block
computes the MIC one block at a time. If the last block is not exactly 128-bits, it is padded with zeros. The final output is
one 128-bit block, but the CCM requires only a 64-bit MIC, so the low order 64-bit final output is discarded. The
encryption process uses the AES CBC-MAC core to generate the MIC and the AES Counter core for the encryption of data.
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Figure 7-14 illustrates the concatenation concept for a UL burst transmission. Since the MAC SDUs in
a MAC PDU are identified by a Flow ID in the AGMH and MEH, the receiving MAC entity is able to
present the MAC SDU (after reassembling the MAC SDU from one or more MAC PDUs) to the correct
instance of the MAC SAP. The MAC PDUs containing control messages, user data, and bandwidth
request may be concatenated into the same transmission.

Fragmentation is a process by which a MAC SDU (or MAC control message) is divided into two or
more MAC PDUs. The capabilities of fragmentation and reassembly are mandatory for IEEE 802.16m
entities. For transport connections, the FPEH or MEH header in the MAC PDU provides information
about the SDU fragment. The FPEH or MEH header is always present in a MAC PDU for transport
connections. The SN in FPEH or MEH header is used for sequencing the SDU fragments and the
fragmentation control bits in FPEH or MEH header are used to tag the SDU fragments with respect to
their position in the parent SDU. For non-ARQ transport connections, the fragments are transmitted
once. The sequence number assigned to each connection PDU carrying SDU fragment allows the
receiver to recreate the original payload and to detect the loss of any intermediate fragments. A
connection may be in only one fragmentation state at any time instant. On loss of any fragment, the
receiver discards all SDU fragments on the connection until a new SDU fragment or a non-fragmented
SDU is detected. For ARQ connections, the fragments are transmitted in sequence. The sequence
number assigned to each ARQ PDU that carries MAC SDU fragments allows the receiver to recreate
the original payload and to detect the loss of any intermediate fragments. For management connec-
tions, the FEH header in the MAC PDU provides information about the control message fragment. The
sequence number in FEH is used for sequencing the control message fragments and the fragmentation
control bits in the FEH header are used to tag the control message fragments with respect to their
position in the parent control message.

Only one control message can be in the fragmentation state at any given time. The sequence
number, assigned to each management connection PDU carrying a control message fragment, allows
the receiver to recreate the original payload and to detect the loss of any intermediate fragments. On
loss of any fragment, the receiver waits for the lost control message fragments until a new control
message fragment or a new non-fragmented control message is detected.

Multiple MAC SDUs may be packed into a single MAC PDU. The support of packing and
unpacking is mandatory in IEEE 802.16m entities; however, it is up to the transmitting side whether to
pack a group of MAC SDUs into a single MAC PDU. The packing and fragmentation mechanisms for
both the non-ARQ and ARQ connections are specified in the IEEE 802.16m specification [2]. A MAC
PDU may contain a packed sequence of variable-length MAC SDUs. It must be noted that
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An example MAC PDU concatenation [2]
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non-fragmented MAC SDUs and MAC SDU fragments may both be present in the same MAC PDU.
The MAC appends a PEH header or an MEH header to the MAC PDU.

The fragmentation control bits are set according to the rules defined in reference [2]. The use of an
PEH header for ARQ-enabled connections is similar to that for non-ARQ connections. It is up to the
transmitting side to decide whether to pack a group of MAC SDUs and/or fragments in a single MAC
PDU. The sequence number of the PEH header is used by the ARQ protocol to identify and re-transmit
ARQ blocks. When transmitting a MAC PDU on a connection that is mapped to a security association,
the sender performs encryption and data authentication on the MAC PDU payload as specified by that
security association. When receiving a MAC PDU on a connection mapped to a security association,
the receiver performs decryption and data authentication functions on the MAC PDU, as specified by
that security association. The AGMH and the extended headers are not encrypted. The receiver
determines whether the payload in the MAC PDU is encrypted based on the Flow ID in the AGMH or
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FIGURE 7-15

MACPDUwith single/multiple (authenticated and encrypted using AES-CCM) transport connection payload(s) [1,2]
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SPMH. The encryption information required to decrypt a payload at the receiving entity is present at
the beginning and at the end of the connection payload. As an example, the AES CCM, Packet Number
(PN), and Encryption Key Sequence (EKS) are prefixed at the beginning of the payload and an
Integrity Check Value (ICV) is suffixed to the end of the in MAC PDU, as shown in Figure 7-15.

If multiple connection payloads are transmitted in the same burst and the connections are mapped to
the same security association, then multiple connection payloads are multiplexed prior to encryption
and the multiplexed payload is jointly encrypted. The receiver performs the decryption and data
authentication on the multiplexed payload, as specified by the security association. The receiver
determines whether the payload in the MAC PDU is encrypted by verifying the Flow ID in the AGMH.
The encryption information needed to decrypt the multiplexed payload at the receiving station is
contained in the beginning of the first connection payload and at the end of the last connection payload.
As an example, the AES CCM, PN, and EKS are present in the beginning of the connection payload and
the ICV is appended at the end of the connection payload in the MAC PDU, as shown in Figure 7-15.

7.4 3GPP LTE RADIO LINK CONTROL AND MEDIUM ACCESS
CONTROL SUB-LAYERS
The Layer 2 functions in LTE are classified into the following categories: Medium Access Control
(MAC) functions; Radio Link Control (RLC) functions; and Packet Data Convergence Protocol
(PDCP) functions [9–12]. Figures 7-16 and 7-17 illustrate the structure of Layer 2 in LTE downlink
and uplink. The Service Access Point (SAP) for peer-to-peer communication is marked with a small
oval at the interface between the sub-layers. The SAP between the physical layer and the MAC sub-
layer provides the transport channels. The SAP between the MAC sub-layer and the RLC sub-layer
provide the logical channels. The multiplexing of several logical channels (i.e., radio bearers) on the
same transport channel (i.e., transport block) is performed by the MAC sub-layer [9].

7.4.1 3GPP LTE MAC Sub-Layer

The services and functions provided by the MAC sub-layer can be summarized as follows:

� Mapping between logical channels and transport channels;
� Multiplexing/de-multiplexing of RLC protocol data units corresponding to one or different radio

bearers into/from transport blocks delivered to/from the physical layer on transport channels;
� Traffic volume measurement reporting;
� Error correction through HARQ;
� Priority handling between logical channels of one UE;
� Priority handling between UEs through dynamic scheduling;
� Transport format selection.

The E-UTRA defines MAC entities in the UE and in the E-UTRAN. These MAC entities control the
following transport channels: Broadcast Channel (BCH); Downlink Shared Channel (DL-SCH);
Paging Channel (PCH); Uplink Shared Channel (UL-SCH); and Random Access Channel (RACH).
The exact functions performed by the MAC entities are different in the UE and the E-UTRAN.
Figure 7-18 illustrates a sample structure for the UE MAC entity.
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This MAC sub-layer provides services such as data transfer and radio resource allocation to upper
layers. The physical layer provides the MAC sub-layer with data transfer services, signaling of HARQ
feedback, signaling of scheduling request, and measurements. The access to the data transfer services
is through the use of transport channels. The characteristics of a transport channel are defined by its
transport format, which specifies the physical layer processing to be applied to the transport channel,
such as channel coding and interleaving, and any other service-specific rate matching.

7.4.2 Logical and Transport Channels

The different logical and transport channels in LTE are illustrated in Figures 7-19 and 7-20, respec-
tively. Each logical channel type is defined by what type of information is transferred. The logical
channels are generally classified into two groups: (1) Control Channels (for the transfer of control-
plane information) and (2) Traffic Channels (for the transfer of user-plane information), as shown in
Figure 7-19 [9].

The control channels are exclusively used for transfer of control-plane information. The control
channels supported by MAC can be classified as follows (see Figure 7-19):

� Broadcast Control Channel (BCCH): a downlink channel for broadcasting system control
information.
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LTE Layer 2 structure in the downlink [9]
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� Paging Control Channel (PCCH): a downlink channel that transfers paging information and system
information change notifications. This channel is used for paging when the network does not know
the location of the UE.

� Common Control Channel (CCCH): a channel for transmitting control information between UEs
and eNBs. This channel is used for UEs having no RRC connection with the network.

� Multicast Control Channel (MCCH): a point-to-multipoint downlink channel used for transmitting
MBMS control information from the network to the UE, for one or several MTCHs. This channel is
only used by UEs that receive MBMS.

� Dedicated Control Channel (DCCH): a point-to-point bi-directional channel that transmits
dedicated control information between a UE and the network. It is used by UEs that have RRC
connection.

The traffic channels are exclusively used for the transfer of user-plane information. The traffic
channels supported by MAC can be classified as follows (as shown in Figure 7-20):

� Dedicated Traffic Channel (DTCH): a point-to-point bi-directional channel dedicated to a single
UE for the transfer of user information.

� Multicast Traffic Channel (MTCH): a point-to-multipoint downlink channel for transmitting traffic
data from the network to the UE. This channel is only used by UEs that receive MBMS.
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LTE Layer 2 structure in the uplink [9]
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The physical layer provides information transfer services to MAC and higher layers. The physical
layer transport services are described by how and with what characteristics data are transferred over
the radio interface. This should be clearly separated from the classification of what is transported,
which relates to the concept of logical channels at the MAC sub-layer. As shown in Figure 7-20,
downlink transport channels can be classified as follows:

� Broadcast Channel (BCH) characterized by fixed, pre-defined transport format and required to be
broadcast in the entire coverage area of the cell;
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3GPP LTE UE MAC structure [10]
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� Downlink Shared Channel (DL-SCH) characterized by support for HARQ, support for dynamic
link adaptation by varying the modulation, coding and transmit power, possibility for broadcast
in the entire cell, possibility to use beamforming, support for both dynamic and semi-static
resource allocation, support for UE discontinuous reception to enable power saving, support for
MBMS transmission;

� Paging Channel (PCH) characterized by support for UE discontinuous reception in order to enable
power saving, requirement for broadcast in the entire coverage area of the cell, mapped to physical
resources which can be used dynamically also for traffic or other control channels;

� Multicast Channel (MCH) characterized by a requirement to be broadcast in the entire coverage
area of the cell, support for macro-diversity combining of MBMS transmission on multiple
cells, support for semi-static resource allocation;

The uplink transport channels are classified as follows (see Figure 7-20):

� Uplink Shared Channel (UL-SCH) characterized by the possibility to use beamforming, support for
dynamic link adaptation by varying the transmit power and modulation and coding schemes,
support for HARQ, support for both dynamic and semi-static resource allocation;

� Random Access Channel (RACH) characterized by limited control information and collision risk.

The mapping of the logical channels to the transport channels in the downlink and uplink is shown in
Figure 7-21. As shown in Figures 7-16 and 7-17, the main services and functions provided by the RLC
sub-layer include transfer of upper layer PDUs supporting AM or UM, TM data transfer, error
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correction through ARQ (since CRC check is provided by the physical layer, no CRC is needed at RLC
level), segmentation according to the size of the transport block, re-segmentation of PDUs that need to
be re-transmitted, concatenation of SDUs for the same radio bearer, in-sequence delivery of upper
layer PDUs except during handover, duplicate detection, and protocol error detection and recovery.

The users in the 3GPP LTE system are assigned temporary identifiers to protect user privacy and
confidentiality. Depending on the state of the UE, different types of temporary identifiers are used.
Table 7-1 summarizes the Radio Network Temporary Identifiers (RNTI) and their usage in 3GPP LTE.
For example, the Random Access RNTI (RA-RNTI) is used on the PDCCH when random access
response messages are transmitted. It unambiguously identifies which time-frequency resource was
utilized by the UE to transmit the random access preamble. TheMsg3 acronym in Table 7-1 denotes the
message transmitted on UL-SCH containing a C-RNTI MAC Control Element (CE) or CCCH SDU,
submitted from an upper layer and associated with the UE Contention Resolution Identity, as part of
a random access procedure [10]. The various temporary identifiers in 3GPP LTE are conceptually
similar to station identifiers, as well as MAP information elements in IEEE 802.16m systems that are
used to identify the users and their active connections and allocations in the downlink and uplink.

Table 7-1 Various Radio Network Temporary Identifiers and their Usage in 3GPP LTE [10]

Radio Network Temporary
Identifier Usage

Transport
Channel

Logical
Channel

Paging RNTI (P-RNTI) Paging and system information
change notification

PCH PCCH

System Information RNTI (SI-RNTI) Broadcast of system information DL-SCH BCCH

Random Access RNTI (RA-RNTI) Random access response DL-SCH N/A

Temporary C-RNTI Contention resolution (when
no valid C-RNTI Is available)

DL-SCH CCCH

Temporary C-RNTI Msg3 transmission UL-SCH CCCH, DCCH,
DTCH

Cell RNTI (C-RNTI) Dynamically scheduled unicast
transmission

DL-SCH,
UL-SCH

DCCH,
DTCH

C-RNTI Triggering of PDCCH-ordered
random access

N/A N/A

Semi-Persistent Scheduling C-RNTI Semi-persistently scheduled
unicast transmission
(activation, reactivation, and
re-transmission)

DL-SCH,
UL-SCH

DCCH,
DTCH

Semi-Persistent Scheduling C-RNTI Semi-persistently scheduled
unicast transmission
(deactivation)

N/A N/A

Transmit Power Control-Physical
Uplink Control Channel-RNTI
(TPC-PUCCH-RNTI)

Physical layer uplink power
control

N/A N/A

Transmit Power Control-Physical
Uplink Shared Channel-RNTI
(TPC-PUSCH-RNTI)

Physical layer uplink power
control

N/A N/A
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7.4.3 3GPP LTE RLC Sub-Layer

The functions of the RLC sub-layer are controlled by the RRC sub-layer and are performed by the RLC
entities. For each RLC entity configured at the eNB, there is a corresponding RLC entity configured at
the UE. As shown in Figure 7-22, an RLC entity receives RLC SDUs from upper layers and sends RLC
PDUs to its peer RLC entity via lower layers. An RLC PDU can either be an RLC data PDU or an RLC
control PDU. If an RLC entity receives RLC SDUs from the upper layer, it receives them through
a single SAP between the RLC and upper layer, and after forming RLC data PDUs from the received
RLC SDUs, the RLC entity delivers the RLC data PDUs to a lower layer through a single logical
channel. If an RLC entity receives RLC data PDUs from a lower layer, it receives them through a single
logical channel, and after forming RLC SDUs from the received RLC data PDUs, the RLC entity
delivers the RLC SDUs to an upper layer through a single SAP between the RLC and the upper layer.
When an RLC entity delivers RLC control PDUs to a lower layer, it delivers them via the same logical
channel through which the RLC data PDUs are delivered.

An RLC entity can be configured to perform data transfer in one of the following three modes:
Transparent Mode (TM); Unacknowledged Mode (UM); or Acknowledged Mode (AM). Conse-
quently, an RLC entity is categorized as a TM RLC entity, a UM RLC entity, or an AM RLC entity,
depending on the mode of data transfer that the RLC entity is configured to provide.

Radio Air-Interface

Transmitting
TM RLC Entity

Transmitting
UM RLC 

Entity
AM RLC EntityReceiving

TM RLC Entity

Receiving
UM RLC 

Entity

Receiving
TM RLC Entity

Receiving
UM RLC 

Entity
AM RLC EntityTransmitting

TM RLC Entity

Transmitting
UM RLC 

Entity

Lower Layers
(MAC sublayer and Physical Layer)

UPPER LAYERS (RRC OR PDCP SUBLAYERS)

UPPER LAYER (RRC OR PDCP SUBLAYERS)

eNB

UE

SAP
between
Upper 
Layers

Logical 
Channel

Logical 
Channel

SAP
between
Upper 
Layers

Lower Layers
(MAC sublayer and Physical Layer)

FIGURE 7-22

The structure of the 3GPP RLC sub-layer
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A TM RLC entity is configured either as a transmitting TM RLC entity or a receiving TM RLC
entity. The transmitting TM RLC entity receives RLC SDUs from an upper layer and sends RLC PDUs
to its peer receiving TM RLC entity via the lower layers. The receiving TM RLC entity delivers RLC
SDUs to the upper layer and receives RLC PDUs from its peer transmitting TM RLC entity via the
lower layers. A UM RLC entity is configured either as a transmitting UM RLC entity or a receiving
UM RLC entity. The transmitting UM RLC entity receives RLC SDUs from an upper layer and sends
RLC PDUs to its peer receiving UM RLC entity via the lower layers. The receiving UM RLC entity
delivers RLC SDUs to an upper layer and receives RLC PDUs from its peer transmitting UM RLC
entity via the lower layers.

An AM RLC entity consists of a transmitting side and a receiving side. The transmitting side of an
AM RLC entity receives RLC SDUs from an upper layer and sends RLC PDUs to its peer AM RLC
entity via the lower layers. The receiving side of an AM RLC entity delivers RLC SDUs to an upper
layer and receives RLC PDUs from its peer AM RLC entity via the lower layers. Figure 7-22 illustrates
the structure of the RLC sub-layer.

The octet-aligned RLC SDUs of variable sizes are supported for all RLC entity types (i.e., TM,
UM, and AM RLC entities). The RLC PDUs are formed on notification of a transmission opportunity
and are delivered to the MAC sub-layer.

As shown in Figure 7-23, a TM RLC entity can be configured to deliver RLC PDUs through
BCCH, DL/UL CCCH, and PCCH logical channels. When a transmitting TM RLC entity forms
Transparent Mode Data (TMD) PDUs from RLC SDUs, it does not segment or concatenate the RLC
SDUs, and does not include any RLC headers in the TMD PDUs. A UM RLC entity can be
configured to deliver RLC PDUs through DL/UL DTCH logical channels. When a transmitting UM
RLC entity constructs Unacknowledged Mode Data (UMD) PDUs from RLC SDUs, it segments and/
or concatenates the RLC SDUs so that the UMD PDUs fit within the total size of RLC PDU
indicated by the lower layer at the particular transmission opportunity, and includes relevant RLC
headers in the UMD PDU.

When a receiving UM RLC entity receives UMD PDUs, it detects whether duplicate UMD PDUs
have been received and discards duplicated UMD PDUs, it reorders the UMD PDUs, if they are
received out of sequence, it detects the loss of UMD PDUs at lower layers and avoids excessive
reordering delays, it reassembles RLC SDUs from the reordered UMD PDUs and delivers the RLC
SDUs to the upper layer in ascending order of RLC SN, and it discards received UMD PDUs that
cannot be reassembled into a RLC SDU due to loss of a UMD PDU which belonged to the particular
RLC SDU at lower layers. At the time of RLC re-establishment, the receiving UM RLC entity
reassembles RLC SDUs from the UMD PDUs that are received out of sequence and deliver them to the
upper layer, discards any remaining UMD PDUs that could not be reassembled into RLC SDUs,
initializes relevant state variables, and stops relevant timers.

As shown in Figure 7-24, an AM RLC entity can be configured to deliver RLC PDUs through DL/
UL DCCH or DL/UL DTCH logical channels. When the transmitting side of an AM RLC entity
constructs Acknowledged Mode Data (AMD) PDUs from RLC SDUs, it segments and/or concatenates
the RLC SDUs so that the AMD PDUs fit within the total size of the RLC PDU at a particular
transmission opportunity. The transmitting side of an AM RLC entity supports re-transmission of RLC
data PDUs (i.e., ARQ), if the RLC data PDU to be re-transmitted does not fit within the total size of
RLC PDU at a particular transmission opportunity, the AM RLC entity can re-segment the RLC data
PDU into AMD PDU segments where the number of re-segmentations is unlimited.
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An illustration of 3GPP LTE TM and UM RLC entities [11]
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When the transmitting side of an AM RLC entity forms AMD PDUs from RLC SDUs received
from an upper layer, or AMD PDU segments from RLC data PDUs to be re-transmitted, it includes
relevant RLC headers in the RLC data PDU. The receiving side of an AM RLC entity receives RLC
data PDUs, detects duplicate RLC data PDUs, and discards duplicated RLC data PDUs. It reorders the
RLC data PDUs, if they are received out of sequence, detects the loss of RLC data PDUs at lower
layers, and sends re-transmission requests to its peer AM RLC entity. It further reassembles RLC
SDUs from the reordered RLC data PDUs and delivers the RLC SDUs to the upper layer in sequence.
At the time of RLC re-establishment, the receiving side of an AM RLC entity reassembles RLC SDUs
from the RLC data PDUs that are received out of sequence and delivers them to the upper layer,
discarding any remaining RLC data PDUs that could not be reassembled into RLC SDUs, initializing
relevant state variables, and stopping relevant timers.

The RLC sub-layer provides TM data transfer, UM data transfer, and AM data transfer, including
indication of successful delivery of upper layer PDU services to RRC or PDCP. The MAC sub-layer
provides data transfer and notification of transmission opportunity (along with the total size of the RLC
PDUs) services to the RLC sub-layer.
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FIGURE 7-24

An illustration of 3GPP LTE AM RLC entity [11]
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The RLC sub-layer performs the following functions:

� Transfer of upper layer PDUs;
� Error correction through ARQ for AM data transfer;
� Concatenation, segmentation, and reassembly of RLC SDUs for UM and AM data transfer;
� Re-segmentation of RLC data PDUs for AM data transfer;
� Reordering of RLC data PDUs for UM and AM data transfer;
� Duplicate detection for UM and AM data transfer;
� RLC SDU discard for UM and AM data transfer;
� RLC re-establishment;
� Protocol error detection for AM data transfer.

RLC PDUs can be categorized into RLC data PDUs and RLC control PDUs. RLC data PDUs are used
by TM, UM, and AM RLC entities to transfer upper layer PDUs. RLC control PDUs are used by AM
RLC entity to perform ARQ procedures. The STATUS PDU is used by the receiving side of an AM
RLC entity to inform the peer AM RLC entity about correctly received as well as lost RLC data PDUs.

As shown in Figure 7-25, the TMD PDU consists of only a data field, and does not include any RLC
headers. The UMD PDU consists of a data field and a UMD PDU header. The UMD PDU header
consists of a fixed part (i.e., fields that are present for every UMD PDU) and an extension part (i.e.,
fields that are present for a UMD PDU when necessary). The fixed part of the UMD PDU header itself
is octet-aligned and consists of Framing Information, Extension, and Sequence Number (SN) fields.
The extension part of the UMD PDU header itself is octet-aligned and includes Extension bits and
Length Indicators. The AMD PDU consists of a data field and an AMD PDU header.

The AMD PDU header comprises a fixed part (i.e., fields that are present for every AMD PDU) and
an extension part (i.e., fields that are present for an AMD PDU when necessary). The fixed part of the
AMD PDU header itself is octet-aligned and consists of Data/Control (D/C), Re-segmentation Flag
(RF), Polling bit (P), Framing Indicator (FI), Extension bit (E), and Sequence Number (SN). The
extension part of the AMD PDU header itself is octet-aligned and consists of Extension and Length
Indicator fields. The STATUS PDU consists of a payload and an RLC control PDU header [11]. The
packet processing stages in 3GPP LTE in various sub-layers is illustrated in Figure 7-26.

7.4.4 ARQ and HARQ in LTE

The E-UTRA supports ARQ and HARQ functionalities. The ARQ functionality provides error
correction by re-transmissions in the acknowledged mode at Layer 2. The HARQ functionality
improves packet transmission and detection between peer entities at Layer 1. The HARQ within the
MAC sub-layer is characterized by an N-process Stop-and-Wait protocol and re-transmission of
transport blocks on failure of earlier transmissions. The ACK/NACK transmission in FDD mode refers
to the downlink packet that was received four subframes earlier. In TDDmode, the uplink ACK/NACK
timing depends on the uplink/downlink configuration. For TDD, the use of a single ACK/NACK
response for multiple PDSCH transmissions is possible. A total of 8 HARQ processes are supported in
FDD duplex mode [9].

An asynchronous adaptive HARQ is utilized in the downlink. The uplink ACK/NACK signaling in
response to downlink (re)transmissions is sent on PUCCH or PUSCH. The PDCCH signals the HARQ
process number and whether it is a fresh transmission or a re-transmission. The re-transmissions are
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FIGURE 7-25

3GPP RLC PDU formats [11]

7
.4

3
G
P
P
LT
E
ra
d
io

lin
k
c
o
n
tro

l
a
n
d
m
e
d
iu
m

a
c
c
e
ss

c
o
n
tro

l
su
b
-la

ye
rs

3
1
5



IP PayloadHeader IP PayloadHeader IP PayloadHeader

IP Payloads and Radio Bearers

Ciphered Payload
Compr
essed

Header
Ciphered Payload Ciphered Payload

PDCP SDU PDCP SDU PDCP SDU

PDCP PDUs (Header Compression and Ciphering)

RLC SDU RLC SDU RLC SDU

RLC 
Header Concatenated RLC SDU RLC 

Header Segmented RLC SDU RLC 
Header Segmented RLC SDU

RLC PDUs (Segmentation and Concatenation)

MAC 
Header Multiplexed MAC SDUs MAC

Header MAC SDU

MAC PDUs (Multiplexing)

CRCTransport Block

IP Layer

PDCP
Sublayer

RLC Sublayer

MAC Sublayer

Physical Layer CRCTransport Block

PDCP
Header

PDCP
Header

PDCP
Header

Compr
essed

Header

Compr
essed

Header

FIGURE 7-26

Packet processing in 3GPP LTE [9,12]
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always scheduled through PDCCH. A synchronous HARQ scheme is supported in the uplink. The
maximum number of re-transmissions can be configured per UE basis, as opposed to per radio bearer.
The downlink ACK/NACK signaling in response to uplink (re)transmissions is sent on PHICH. The
ARQ functionality within the RLC sub-layer is responsible for re-transmission of RLC PDUs or RLC
PDU segments. The ARQ re-transmissions are based on RLC status reports and optionally based on
HARQ/ARQ interactions. The polling for an RLC status report is used when needed by RLC and status
reports can be triggered by upper layers [9]. When a PDCCH for the UE is correctly received, the UE
follows the instructions by PDCCH, i.e., to perform a transmission or a re-transmission regardless of
the content of the HARQ feedback (ACK or NACK). When no PDCCH addressed to the C-RNTI of the
UE is detected, the HARQ feedback determines how the UE should perform the re-transmissions. The
UE performs a non-adaptive re-transmission, i.e., a re-transmission on the same uplink resource as
previously used by the same process. The UE does not perform any UL (re)transmission and maintains
the data in the HARQ buffer. A PDCCH is then required to perform a re-transmission, i.e., a non-
adaptive re-transmission cannot follow. Measurement gaps are of higher priority than HARQ
re-transmissions; whenever a HARQ re-transmission collides with a measurement gap, the latter prevails.

The ARQ function within the RLC sub-layer re-transmits RLC PDUs or RLC PDU segments based
on RLC status reports. Polling for an RLC status report is used when needed by RLC. The RLC
receiver can also trigger an RLC status report after detecting a missing RLC PDU or RLC PDU
segment. In addition, the E-UTRAN can allocate semi-persistent downlink resources for the first
HARQ transmissions to UEs where the RRC defines the periodicity of the semi-persistent downlink
grant and the PDCCH indicates whether the downlink grant is semi-persistent, i.e., if it can be
implicitly reused in the following TTIs according to the periodicity defined by RRC. The re-trans-
missions are explicitly signaled via the PDCCH. In the subframes where the UE has a semi-persistent
downlink resource, if the UE cannot find its C-RNTI on the PDCCH, a downlink transmission
according to the semi-persistent allocation that the UE has been assigned in the TTI is assumed;
otherwise, in the subframes where the UE has a semi-persistent downlink resource, if the UE finds its
C-RNTI on the PDCCH, the PDCCH allocation supersedes the semi-persistent allocation for that TTI
and the UE does not decode the semi-persistent resources. Similar principles apply to uplink sched-
uling. The HARQ operation related to data transmission is independent of DRX operation, and the UE
wakes up to read the PDCCH for possible re-transmissions and/or ACK/NACK signaling regardless of
DRX. In the downlink, a timer is used to limit the time the UE stays awake awaiting for a re-
transmission.

The possibility to configure the downlink and uplink ratio results in a significant difference
between TDD and FDDmodes [14]. In FDDmode, there is a one-to-one correspondence between each
downlink and uplink subframe; however, this is not typically the case for TDD as the number of uplink
and downlink subframes in a radio frame might be different. As an example, for FDD, a fixed timing
relationship has been defined such that an uplink scheduling grant received in downlink subframe n
corresponds to uplink subframe n þ 4. This provides the UE with sufficient time to prepare for the
uplink transmission. Such a simple fixed timing relationship is not possible for TDD, since subframe
n þ 4 may not be an uplink subframe, and consequently other timing relationships have been defined
for TDD mode. Another difference concerns the re-transmission of erroneously received data packets.
For both downlink and uplink, LTE utilizes HARQ with soft combining, i.e., the terminal and the
network can request re-transmission of erroneously received data packets. In case the original trans-
mission fails, the receiver buffers the soft information and combines it with the re-transmission. The
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fundamental structure used is a set of parallel HARQ processes, where after a fixed time following
reception of data, a positive or negative acknowledgement is transmitted. In each downlink subframe,
data can be transmitted over one of the HARQ processes in the UE, while the other processes are in
various stages of decoding or rescheduling. By selecting the number of processes appropriately,
continuous transmission to a terminal can be achieved. In TDD mode, on the other hand, the time from
reception of downlink data to transmission of an acknowledgement in the uplink depends on the
uplink/downlink ratio, and the number of HARQ processes varies from 4 to 15. This results from the
fact that uplink subframes are not available at all times and the feedback must be delayed at least until
there is an uplink subframe.

The other main difference between 3GPP LTE FDD and TDD modes with respect to HARQ
processing is related to the transmission of acknowledgements in the uplink. For frame configurations
where the number of uplink subframes is greater than or equal to the number of downlink subframes,
each downlink subframe has been associated with an uplink subframe in such a way that acknowl-
edgements from at most one downlink subframe need to be transmitted in every uplink subframe.
However, in configurations where the number of downlink subframes per radio frame is larger than the
number of uplink subframes, reception of several downlink subframes may need to be acknowledged
in a single uplink subframe. The 3GPP LTE provides two mechanisms to perform this function, either
through bundling or multiplexing. The network determines which mechanism to use on a per UE basis.
In any case, the amount of control channel resources in an uplink subframe increases with the
increasing number of downlink subframes to be acknowledged [14]. The bundling mechanism
combines the acknowledgements from multiple HARQ processes such that a positive acknowledge-
ment will be sent only in the case where all downlink transmissions were correctly received. The
advantage of this approach is that the number of acknowledgements from a UE in single subframe is
minimized, which is important especially for coverage-limited terminals. When the UE cannot detect
one or several downlink assignments, to avoid erroneously positive acknowledgements, and if data in
the detected subframes is correctly decoded, there is an index included in the downlink assignment
where the terminal can learn how many subframes have been assigned, and hence detect whether
assignments have been missed.

With multiplexing, the acknowledgements from multiple HARQ processes are explicitly trans-
mitted in an uplink subframe. This provides more detailed information about the decoding results of
the different downlink transmissions, but requires a higher signal-to-noise ratio at the base station
which may hence not be suitable for coverage-limited terminals. For uplink data transfers, the

TABLE 7-2 3GPP LTE Uplink HARQ Operation [9]

HARQ Feedback (UE Side) PDCCH (UE Side) UE Behavior

ACK or NACK New transmission New transmission according to PDCCH

ACK or NACK Re-transmission Re-transmission according to PDCCH
(adaptive re-transmission)

ACK None No (re)transmission, retain data in HARQ
buffer and a PDCCH is required to resume
re-transmissions

NACK None Non-adaptive re-transmission

318 CHAPTER 7 The IEEE 802.16m MAC CPS (Part II)



individual feedback is available and bundling is not required. Negative acknowledgements can be
transmitted in a subset of subframes for asymmetric uplink/downlink configurations, and there is
multiplexing in one of the downlink subframes. The same control channel formats are used for 3GPP
LTE TDD and FDD modes. Nevertheless, the interpretation of transmitted bits and assignment of the
resources are different. Table 7-2 summarizes the HARQ feedback and UE behavior in the uplink.
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The IEEE 802.16m Security
Sub-Layer 8
INTRODUCTION
A wireless system uses an intrinsically open and unsecure radio channel for transmission of user
signaling and traffic between the base station and mobile stations. As such, reliable and robust security
and encryption proceduresmust be employed in order to protect confidentiality, privacy, and integrity of
user traffic and credentials, and to prevent security breaches and theft of service in cellular networks.

This chapter describes the security aspects of the IEEE 802.16m standard. As shown in Figure 8-1
the security sub-layer of IEEE 802.16 is located between the MAC and the physical layers. The
security functions provide users with privacy, authentication, and confidentiality by applying cryp-
tographic transforms to MAC PDUs transported over the connections between the MS and the BS. In
addition, the security sub-layer enables the operators to prevent unauthorized access to data transport
services by securing the associated service flows across the network. The security sub-layer employs
an authenticated client/server key management protocol in which the BS (the server) controls distri-
bution of keying material to the MS (the client). In addition, the basic security mechanisms are
reinforced by adding digital-certificate-based MS device-authentication to the key management
protocol. If, during capability negotiation, the MS indicates that it does not support the IEEE 802.16m
security protocols, the authorization and key exchange procedures are skipped and the MS will not be
provided with any service (except emergency services). The privacy function has two component
protocols: (1) an encapsulation protocol for securing packet data across the network, i.e., a set of
cryptographic suites and the rules for applying those algorithms to a MAC PDU payload; and (2) a Key
Management Protocol (PKM) providing the secure distribution of keying data from the BS to the MS.
The MS and the BS can synchronize keying data via the key management protocol. The BS can use the
protocol to enforce conditional access to network services, as well.

In IEEE 802.16m, the encryption of the user data is done after the MAC PDUs are generated. This
marks a significant difference between IEEE 802.16m and 3GPP LTE, where the ciphering is per-
formed in the PDCP sub-layer and prior to formation of the MAC PDUs. In this chapter the security
functions of both standards are described to allow the readers to better understand the similarities and
differences of security functions by drawing analogies [3,7–9]. Another important aspect of the IEEE
802.16m security relative to the legacy systems is the encryption of MAC management messages to
protect the integrity of Layer 2 messaging and signaling over the air interface [1,2].

8.1 SECURITY ARCHITECTURE
The security architecture of IEEE 802.16m consists of the MS, the BS, and the Authenticator, as shown
in Figure 8-2 [4,5].
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Within the MS and BS, the security functions are classified into two logical categories: (1)
a security management entity; and (2) encryption and integrity. The security management entity
includes the following functions [2,3]:

� Overall security management;
� Extensible Authentication Protocol (EAP) encapsulation/de-encapsulation for authentication;
� PKM control functions through key generation/derivation/distribution, and key state management;
� Authentication and Security Association (SA) control;
� Location privacy.

Encryption and integrity protection entity consists of the following functions:

� User data encryption/authentication;
� Management message authentication;
� Protection of management message confidentiality.

8.2 AUTHENTICATION
The authentication of user and device identities is conducted between the MS and BS entities using
EAP. The choice of EAP methods and selection of credentials that are used during EAP-based
authentication are outside the scope of the IEEE 802.16m standard. The authentication is performed
during initial network entry following basic capability negotiation. The security capabilities and
policies are negotiated in the authentication, authorization, and key exchange stage. The re-authen-
tication is performed before expiration of authentication materials/credentials. The data transmission
may continue during the reauthentication process by providing the MS with two sets of authentication
and keying material with overlapping lifetimes. The authentication procedure is controlled by the
authorization state machine, which defines the operations in each state [2,3].

8.3 KEY MANAGEMENT PROTOCOL (PKMV3)
The IEEE 802.16m uses a newer version of the PKM protocol known as PKMv3 to perform key
management. The legacy standard key management procedures are based on PKMv2 [1,6]. Trans-
parent exchange of authentication and authorization messages, key agreement, and security context
exchange are among the services provided by PKMv3. The PKMv3 protocol provides mutual
authentication and establishes a shared secret between the MS and the BS. The shared secret is then
used to exchange or derive other keying material. This two-tiered mechanism allows frequent traffic
key refreshing without additional computational complexity.

8.3.1 Key Derivation

The PKMv3 key hierarchy defines what keys are present in the system and how keys are generated.
The IEEE 802.16m uses one authentication scheme based on EAP; therefore, there is only one primary
source of keying material. The key that is used to protect the integrity of control messages is derived
from the source keying material generated by authentication/authorization processes. The EAP-based
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authentication process provides the master key. All security keys are derived directly or indirectly from
the master key. The master key is the shared key that is derived in the course of executing the EAP
functions. The Pair-wise Master Key (PMK) is derived from the master key and is used to derive the
Authorization Key (AK). The AK is used to derive other keys, including the Traffic Encryption Key
(TEK) and the Cipher-based Message Authentication Code (CMAC) key.

After completing the authentication or reauthentication process, key agreement is performed to
derive a PMK and an AK to verify the recently created PMK and AK, and to exchange other required
security parameters. The PMK is derived by feeding parameters such as the master key, NONCE_MS,i

NONCE_BS, etc., where NONCE_MS is a random number generated by the MS that is sent to the BS
during key agreement, and NONCE_BS is a random number generated by the BS that is sent to the MS
during key agreement. After EAP authentication is complete, the MS (requester), AAA, and
authenticator hold a 512-bit master key, which is transferred to the authenticator from AAA using EAP
attributes, and the BS starts a key agreement three-way handshake to derive a fresh PMK in both MS
and authenticator [2].

8.3.2 Key Exchange

The key exchange procedure is controlled by the security key state machine, which defines the opera-
tions in each state. The security keys, such as PMK, AK, and CMAC, are locally derived by using the
shared master key and other parameters during the key agreement procedure, as shown in Figure 8-3.

8.3.3 Key Usage

Each SA maintains two security keys for downlink and uplink encryption. The TEKDL key is used for
encryption of DL data by the BS and the TEKUL key is used for encryption of UL data by the MS, the
decryption is carried out according to the Encryption Key Sequence (EKS). Note that the EKS field in
the legacy generic MAC header carries a 2-bit key sequence of associated TEK [1]. In certain instances
where the BS derives a new TEKUL and sets the TEKDL to the old TEKUL, the BS TEKDL and MS
TEKUL are the same TEK with the same EKS, and both can transfer data securely until the TEK update
happens from the MS side and the MS is re-syncronized with the new TEKUL. The security key update
is triggered either by exhausting packet numbersii for the TEKDL or TEKUL, or by reauthentication [1].

iIn security schemes, a nonce is an abbreviation for number used once. It is often a random or pseudo-random number that
is issued in an authentication protocol to ensure old communications cannot be reused in replay attacks. For example, the
nonces that are used in HTTP digest access authentication to calculate an MD5 digest of the password. Message-Digest
algorithm 5 (MD5) is a widely used cryptographic hash function with a 128-bit hash value specified in IETF RFC 1321
[11]. The nonces are different each time the authentication challenge response code is presented, and each client request
has a unique sequence number, thus making replay attacks and dictionary attacks virtually impossible. The initialization
vectors are also referred to as nonces for the above reasons. To ensure that a nonce is used only once, a time-variant number
such as a time stamp or a random number with a large number of bits is utilized, resulting in a statistically insignificant
chance of repeating previously generated values [10].
iiThe Packet Number (PN) associated with an SA is set to 1 when the SA is established and when a new TEK is installed.
After each MAC PDU transmission, the PN is incremented by 1. On UL connections, the PN is XORed with 0�80000000
prior to encryption and transmission. On DL connections, the PN is used without such modification, which results in
splitting of the PN space such that 0�00000001 � 0�7FFFFFFF values are used for the DL and 0�80000001 �
0�FFFFFFFF values are utilized in the UL, preventing a PN collision between the UL and the DL [1].
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The MS can request a key update when the packet number space of the TEKUL is exhausted, or the
TEKUL is being used for downlink traffic, as well. For reauthentication, after key agreement, the AKold

would be valid and only one new TEK would be derived by using AKnew; the TEKs are updated
immediately after key agreement. The MS is then resyncronized with the new TEK or another new
TEK is derived from AKnew [2].

8.4 SECURITY ASSOCIATION MANAGEMENT
The security association (SA) is defined as the set of information required for secure communication
between the BS and MS. The SA is identified using an SA Identifier (SAID). The SA is applied to the
service flows once it has been established. The IEEE 802.16m only supports unicast static SA, i.e., the
SA is used to provide keying context to unicast transport connections. The SA is applied to all data
exchanged over the connection with the MS. Multiple connections may be mapped to the same unicast
SA. However, the SA is not equally applied to all the management messages over the same
management connection. Depending on the extended header indicator, the SA can be selectively
applied to management connections.

If the MS and the BS decide to use No Authorization as their authorization policy, no security
association will be established. In this case, Null SAID is used as the target SAID field in service flow

MS BS 

Key Agreement Message 1 (NONCE_BS)

Key Agreement Message 2  (MSID*,NONCE_BS,NONCE_MS)(CMAC)

Create NONCE_MS
Derive PMK, AK, CMAC keys

Derive PMK, AK, CMAC Keys
CMAC Validation

Key Agreement Message 3 (NONCE_BS,NONCE_MS)(CMAC)

Initial or Re-Authentication

CMAC Validation
Derive TEKs Derive TEKs

FIGURE 8-3

Initial or reauthentication key derivation and exchange [2]
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creation messages. If authorization is performed but the MS and BS decide to create an unprotected
service flow, the Null SAID may be used as the target SAID field in service flow creation messages.

8.5 CRYPTOGRAPHIC METHODS
The Advanced Encryption Standard (AES) is a block cipher scheme that can be used in different
modes. The IETF RFC 4309 describes the use of the AES in Counter with CBC-MAC (CCM) mode
with an explicit Initialization Vector (IV) as an IPsec Encapsulating Security Payload (ESP) mecha-
nism to provide confidentiality, data origin authentication, and connectionless integrity [12]. The IEEE
802.16m standard specifies cryptographic algorithms that are used for MAC PDU protection or key
encryption/decryption functions. The MS and the BS may support encryption methods and algorithms
for secure transmission of MAC PDUs over the air interface. The Advanced Encryption Standard
algorithm is the only supported cryptographic method in IEEE 802.16m. The AES modes specified in
IEEE 802.16m are: AES-CCM mode,iii which provides integrity protection, and AES-CTR mode. The
AES-CCM mode is supported for unicast transport and management connections and the Packet
Number (PN) size is 22 bits. The AES-CTR mode is supported for unicast transport connections and
the PN size is 22 bits. When some connections identified by flow identifiers are mapped to the same
SA, their payloads can be multiplexed together into one MAC PDU, where the multiplexed payloads
are jointly encrypted together. For example, in Figure 8-4, the payloads associated with Flow A and
Flow B, which are mapped to the same SA, are jointly encrypted. The MAC header or extended
headers provides the details of payloads which are multiplexed.

8.6 CONTROL-PLANE SIGNALING PROTECTION
The MAC management/control messages are selectively protected in IEEE 802.16m systems, if such
capability is enabled during basic capability negotiation. If the selective confidentiality protection is
enabled, the negotiated keying materials and cipher suites are used to encrypt MAC management
messages. Figure 8-5 illustrates three levels of selective confidentiality protection used for MAC
management/control messages in IEEE 802.16m as follows [2]:

� No protection: if the MS and BS have no shared security context (or protection is not required), the
MAC management messages are neither encrypted nor authenticated. The MAC management
messages before the authorization phase also fall into this category.

iiiAdvanced Encryption Standard in Counter with CBC-MAC mode is a mode of operation of a block cipher that combines
the existing Counter (CTR) and CBC-MAC modes. It uses an encryption algorithm to generate encrypted and authenticated
data at the same time. The AES-CCM process requires two AES cores. In order to achieve higher throughput, two separate
AES cores, one for CBC-MAC and the other for Counter Mode, are developed. In AES CBC-MAC, the first AES core is
working in cipher feedback mode. It XORs the new input to previously encrypted data. The core is used to calculate the
MIC for the authenticity of data. The process starts with encrypting the first block and then successively XORs subsequent
blocks, and encrypts the result. The final MIC is one 128-bit block. Once the first block has been prepared, XORing the
current block with the previously encrypted block computes the MIC one block at a time. If the last block is not exactly
128-bit, it is padded with zeros. The final output is one 128-bit block, but the CCM requires only a 64-bit MIC, so the low
order 64-bit of final output is discarded [12].
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� CMAC-based integrity protection: CMAC Tuple (i.e., a keyed message digest to authenticate the
sender if authentication is supported) is included with the MAC management message which
protects the entire MAC management/control message. The original MAC management message
is plain text.

� AES-CCM based authenticated encryption: the Integrity Check Value (ICV) field is included after
encrypted payload and protects the integrity of the payload, as well as the MAC header (see
Figure 8-4).

Unencrypted Payload A

Encrypted Payload BEncrypted Payload A Integrity Check 
Value (ICV)PN, EKS

Unencrypted 
Headers Encrypted PDU

Unencrypted Payload B

Convergence Sublayer

MAC SDUs
Flow ID = A

MAC SDUs
Flow ID = B

Encrypted Payload A Encrypted Payload B Integrity Check 
Value (ICV)PN,EKS

Unencrypted Headers Encrypted PDU

AGMH Other Extended 
HeadersMEH

FIGURE 8-4

Multiplexed MAC PDU format [2]
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Encryption

Encryption, ICV

Hash

CMAC None

No ProtectionIntegrityConfidentiality, 
Integrity

Protection Level

FIGURE 8-5

The IEEE 802.16m management message protection process [2,3]
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The security context is a set of parameters associated with a key in each hierarchy that defines the
scope while the key usage is considered to be secure. Examples of these parameters include key
lifetime and counters to ensure that the same encryption will not be used more than once. When the
context of the key expires, a new key is obtained to continue operation. The master key context
includes all parameters associated with the master key, and is created when EAP authentication is
fulfilled. This context is created on completion of successful authentication/reauthentication, and is
discarded when no longer valid or if a key agreement procedure was not completed for a period of time
[2]. The context is created by the MS and the authenticator when authenticating in radio frame legacy
zones or new zones, and is maintained during zone switching. Other security contexts include PMK,
AK, TEK, and SA contexts.

8.7 USER PRIVACY
The user identity in IEEE 802.16m systems is protected by ensuring that system hackers cannot
obtain the mapping between the MS MAC address (alternatively known as MS ID) and the STID
through eavesdropping the information exchange over the air interface. In order to protect the
mapping between the STID and the MS MAC address, two types of STIDs are assigned to an MS
during network entry, i.e., a Temporary STID (TSTID) and a permanent STID. As shown in
Figure 8-6, a TSTID is assigned during the initial ranging process and is used until the permanent
STID is assigned to the MS. The STID is assigned during the registration process following
successful authentication, and is encrypted during transmission. The TSTID is released after the
STID is securely assigned. The STID is used for all information exchange with the MS until the
session is active.

The MS ID is protected by hashing the value of the real MS ID, which is denoted by MS ID* in
Figure 8-6. The MS generates a new NONCE_MS and derives the MS ID* value, subsequently it sends
an AAI_RNG-REQ message carrying the MS ID* to the BS. When the BS receives the AAI_RNG-
REQ message, it returns an AAI_RNG-RSP message containing the temporary STID instead of the
STID and the MS ID* value that the MS had sent. After the temporary STID is assigned, it is used for
subsequent network entry procedures until the STID is allocated. The real MS ID is transmitted to the
BS in an AAI_REG-REQ message in an encrypted manner. The STID is assigned after the authen-
tication procedure is successfully completed. Note that the assignment message, i.e., the AAI_REG-
RSP message, is encrypted. Once the MS receives the STID via the AAI_REG-RSP message, it
releases the temporary STID [2].

8.8 3GPP LTE SECURITY ASPECTS
The E-UTRAN security has been designed based on the following principles. The keys used for Non-
Access Stratum (NAS) and Access Stratum (AS) protection are dependent on the algorithm with
which they are used. The eNB keys are cryptographically separated from the EPC keys that are used
for NAS protection, making it impossible to use the eNB key to drive an EPC key. The AS and NAS
keys are derived in the EPC/UE from key material that was generated by a NAS (EPC/UE) level

328 CHAPTER 8 The IEEE 802.16m Security Sub-Layer



AKA procedureiv (KASME) and is identified with a key identifier (KSIASME). The eNB key (KeNB) is
sent from the EPC to the eNB when the UE is entering ECM-CONNECTED state, i.e., during RRC
connection or S1 context set-up. Separate AS and NAS level security mode procedures are used. The
AS level security mode procedure configures AS security (i.e., RRC and user-plane) and the NAS

MS BS

DL Synchronization

AAI_RNG-REQ
(MS ID* is transmitted over the air)

AAI_RNG-RSP
(TSTID is assigned by the BS)

Basic Capability Negotiation

MS Authentication and Authorization

Key Exchange

AAI_RNG-REQ
(MS ID is transmitted over the air)

AAI_RNG-RSP
(STID is assigned by the BS)

Data and Control Plane Establishment

FIGURE 8-6

User identity protection during network entry [2]

ivThe Authentication and Key Agreement (AKA) mechanism is based on challenge-response mechanisms and symmetrical
cryptography. The AKA scheme typically operates in a UMTS Subscriber Identity Module (USIM) or a cdma2000
Removable User Identity Module (RUIM). The third generation AKA provides substantially longer key lengths and mutual
authentication compared to the second generation mechanisms, such as GSM AKA. The introduction of AKA inside EAP
further enables several new applications, including the use of the AKA as a secure PPP authentication method in devices
that already contain an identity module, the use of the third generation mobile network authentication infrastructure in the
context of wireless LANs, as well as relying on AKA and the existing infrastructure in a seamless way with any other
technology that can use EAP. In AKA, the identity module and the home environment have agreed on a secret key in
advance. The “home environment” refers to the home operator’s authentication network infrastructure. Furthermore, the
actual authentication process starts by having the home environment produce an authentication vector, based on the secret
key and a sequence number. The authentication vector contains a random part, an authenticator part used for authenticating
the network to the identity module, an expected result part, a 128-bit session key for integrity check, and a 128-bit session
key for encryption [13].
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level security mode procedure configures NAS security. Both integrity protection and ciphering for
RRC are activated within the same AS security mode command procedure, but not necessarily within
the same message [7].

The user-plane ciphering is activated at the same time asRRCciphering. The keys that are stored in the
eNBs never leave a secure environment, and user-plane data ciphering/deciphering is conducted within
the secure environment where the related keys are stored. Key material for the eNB keys is sent between
the eNBs during ECM-CONNECTED intra-E-UTRAN mobility. A sequence number denoted as
COUNT is used as an input to ciphering and integrity protection. A given sequence number must only be
used once for a given eNB key, except for identical re-transmission on the same radio bearer in the same
direction. The same sequence number can be used for both ciphering and integrity protection. A Hyper
Frame Number (HFN), i.e., an overflow counter mechanism, is used in the eNB and the UE in order to
limit the actual number of sequence number bits that need to be sent over the radio air interface. The HFN
is synchronized between the UE and the eNB. If corruption of keys is detected, the UE has to restart the
radio level attachment procedure, e.g., a similar radio level procedure for RRC_IDLE to RRC_CON-
NECTED mode transition or initial attachment. Since SIM access is not granted in E-UTRAN, the idle
mode UE that is not equipped with USIM cannot attempt to reselect the E-UTRAN. To prevent handover
to E-UTRAN, the UE which is not equipped with USIM indicates E-UTRA support in UE capability
signaling in other RATs. A simplified key derivation is illustrated in Figure 8-7, where [7–9]:

� KNASint is a key which is only used for the protection of NAS traffic with a particular integrity
algorithm. This key is derived by the UE and MME from KASME , as well as an identifier for the
integrity algorithm.

UE / MME

UE / HSS

USIM / AuC
K

CK, IK

KASME

UE / eNB
KeNB

KUP enc KRRC enc KRRC int

KNAS enc KNAS int NH

KeNB*

NCC

FIGURE 8-7

Key derivation procedure in 3GPP LTE [7]
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� KNASenc is a key which is only used for the protection of NAS traffic with a particular encryption
algorithm. This key is derived by the UE and MME from KASME, as well as an identifier for the
encryption algorithm.

� KeNB is a key derived by the UE and MME from KASME. KeNB may also be derived by the target
eNB from the Next Hop (NH) during handover. KeNB is used for the derivation of KRRCint, KRRCenc,
and KUPenc, for the derivation of KeNB* on handover.

� KeNB* is a key derived by the UE and source eNB from either KeNB or from a fresh NH. KeNB* is
used by the UE and target eNB as a new KeNB for RRC and user-plane traffic.

� KUPenc is a key which is only used for the protection of user-plane traffic with a particular
encryption algorithm. This key is derived by the UE and eNB from KeNB, as well as an
identifier for the encryption algorithm.

� KRRCint is a key which is only used for the protection of RRC traffic with a particular integrity
algorithm. KRRCint is derived by the UE and eNB from KeNB, as well as an identifier for the
integrity algorithm.

� KRRCenc is a key which is only used for the protection of RRC traffic with a particular encryption
algorithm. KRRCenc is derived by the UE and eNB from KeNB, as well as an identifier for the
encryption algorithm.

� The Next Hop is used by the UE and eNB in the derivation of KeNB* for the provision of Forward
Security. The NH is derived by the UE and MME from KASME and KeNB when the security context
is established or from KASME and the previous NH.

� Next Hop Chaining Count (NCC) is a counter related to NH, i.e., the amount of key chaining that
has been performed, which allows the UE to be synchronized with the eNB and to determine
whether the next KeNB* needs to be based on the current KeNB or a fresh NH.

The AuC, HSS, and MME entities shown in Figure 8-7 are Authentication Center (i.e., the network
entity that can authenticate subscribers in a mobile network), Home Subscriber Service (i.e., the main
IMS database which also acts as a database in EPC that combines legacy Home Location Register and
AuC functions for circuit-switched and packet-switched domains), and Mobility Management Entity,
respectively [8].

In Figure 8-7, CK and IK denote keys that have been agreed during the AKA procedure. The
MME invokes the AKA procedures by requesting authentication vectors to the Home Environ-
ment (HE), if no unused EPS authentication vectors have been stored. The HE sends an
authentication response back to the MME that contains a fresh authentication vector, including
a base key named KASME. Consequently, the EPC and the UE share KASME. From KASME, the
NAS keys, and indirectly KeNB keys and NH, are derived. The KASME is never transported to an
entity outside of the EPC, but KeNB and NH are transported to the eNB from the EPC when the
UE transitions to ECM-CONNECTED. From the KeNB, the eNB and UE can derive the UP and
RRC keys.

The RRC and user-plane keys are refreshed during handover. KeNB* is derived by the UE and
source eNB from the target Physical Cell Identifier, target frequency, and KeNB, or alternatively from
the target Physical Cell Identifier, target frequency, and NH. The KeNB* is then used as a new KeNB for
RRC and UP traffic at the target. If the UE transitions to ECM-IDLE state, all keys are deleted in the
eNB. The reuse of COUNT is avoided for the same radio bearer identity in RRC_CONNECTED mode
without KeNB change, and this is left to eNB implementation. In case of HFN de-synchronization in
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RRC_CONNECTED mode between the UE and eNB, the UE is forced to idle mode. Table 8-1 shows
the security termination points in 3GPP LTE.

Integrity protection for the user-plane is not required, and thus is not supported between the UE and
serving gateway or for the transport of user-plane data between the eNB and serving gateway on the S1
interface (i.e., the interface between eNB and MME). In general, on RRC_IDLE to RRC_CON-
NECTED transition, RRC protection and user-plane protection keys are generated, while keys for NAS
protection, as well as higher layer keys, are assumed to be already available in the MME. These higher
layer keys may have been established in the MME as a result of an AKA run, or transferred from
another MME during handover or idle mode mobility. On RRC_CONNECTED to RRC_IDLE tran-
sition, eNB deletes the keys that it stores, so that context for the idle mode UE only resides in the
MME. The state and current keys of the UE are assumed to have been deleted at eNB on such tran-
sition. In particular, the eNB and UE delete NH, KeNB, KRRCenc, KRRCint, KUpenc, and related Next Hop
Chaining Counter (NCC), while MME and UE retain KASME, KNASint, and KNASenc.

The RRC and user-plane keys are derived based on the algorithm identifiers and KeNB, which
results in new RRC and user-plane keys in each handover. The source eNB and UE independently
create KeNB*. The KeNB* is provided to target the eNB during handover preparation time. Both the
target eNB and UE consider the new KeNB equal to the received KeNB*. If AS keys (KUPenc, KRRCint,
and KRRCenc) need to be changed in RRC_CONNECTED, an intra-cell handover is used. Inter-RAT
handover from UTRAN to E-UTRAN is only supported after activation of integrity protection in
UTRAN.
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The IEEE 802.16m Physical Layer
(Part I) 9
INTRODUCTION
This section describes the physical layer protocols and functional processing in IEEE 802.16m. As
shown in Figure 9-1, the physical layer is the lowest protocol layer in baseband signal processing that
interfaces with the physical media (in this case the air interface) through which the signal is trans-
mitted and received. The physical layer receives the MAC PDUs and processes them through channel
coding, interleaving, baseband modulation, multi-antenna encoding, precoding, resource and antenna
mapping. The choice of an appropriate modulation and coding scheme, as well as multi-antenna
transmission mode, is critical to achieve the desired reliability and system throughput in mobile
wireless data communications. Typical mobile radio channels tend to be dispersive and time-variant
and exhibit severe Doppler effects, multipath delay variation, intra-cell and inter-cell interference, and
fading.

A good and robust design of the physical layer ensures that the system can normally operate and
overcome the above deleterious effects, and can provide the maximum throughput and lowest latency
under various operating conditions. The chapters on the physical layer in this book are dedicated to the
systematic design of physical layer protocols and functional blocks of 4th generation cellular systems, the
theoretical background on physical layer procedures, and performance evaluation of the physical layer
components. The theoretical background is provided to make the book self-contained, and to ensure that
the reader understands the basic theory behind the operation of various functional blocks and procedures.
Additional references are provided for further study. While the focus is mainly on the techniques that
were incorporated in the design of the IEEE 802.16m physical layer, the author has attempted to take
amore generic and systematic approach to the design of the 4th generation cellular system physical layer,
so that the reader can understand and apply the learning to the design and implementation of anyOFDM-
based physical layer component, irrespective of the radio access technology.

The physical layer processes both control- and data-plane signals; however, due to different design
requirements and reliability and performance criteria, the procedures tend to be different. In the areas
where the baseline standard has been extended or modified, comparison with the legacy system has
been provided to show the improvements.

Similar to previous chapters, the description of 3GPP LTE/LTE-Advanced technologies are also
provided to enable the reader to compare and understand both technologies, by making analogies
between the corresponding protocols and functional blocks. The description of the physical layer
procedures and measurements has been divided into two parts, where the multiple access schemes,
frame structure, subchannelization schemes, coding and modulation, as well as physical layer
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synchronization and broadcast information, are described in this chapter, and other physical layer
topics including control structure and multi-antenna techniques are treated in the Chapter 10.

9.1 OVERVIEW OF IEEE 802.16M PHYSICAL LAYER PROCESSING
This section provides an overview of the physical layer processing in IEEE 802.16m. The processing
steps and the associated control signaling are depicted in Figure 9-2. While the physical layer of the
IEEE 802.16m is based on the IEEE 802.16-2009 standard, there are new or modified functional
components that contribute to significantly increased performance of the IEEE 802.16m relative to the
legacy standard. During the design of IEEE 802.16m, an attempt was made to identify the shortcomings
of the legacy standard and to replace the inefficient protocols with new or improved procedures.

In some cases, such as frame structure, subchannelization and permutation, and control signaling,
there have been great changes from the corresponding legacy frameworks which make the mixed-
mode operation of the new and legacy systems more complex. However, extreme modifications were
necessary to fulfill the IMT-Advanced requirements and to allow future enhancements of the radio air
interface. The main criteria in the design of the new physical layer were to increase the application
throughput and capacity, reduce access latency, support higher user mobility, minimize intra-cell and
inter-cell interference, improve reliability of control and data channel coverage (especially at the cell
edge), and reduce the complexity and signaling overhead. The overall performance evaluations
provided in Chapter 12 suggest that the above goals have been fulfilled.
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In the next sections of this chapter and Chapter 10, we describe in detail the functional blocks and
protocols of the physical layer and their interactions, based on the order in which the information is
processed, as shown in Figure 9-2.

9.2 CHARACTERISTICS OF WIRELESS CHANNELS
In a wireless communication system, a signal can travel from the transmitter to the receiver over
multiple paths. This phenomenon is referred to as multipath propagation where signal attenuation
varies on different paths. This effect, also known as multipath fading, can cause stochastic fluctu-
ations in the received signal’s magnitude, phase, and angle of arrival. The propagation over different
paths is caused by scattering, reflection, diffraction, and refraction of the radio waves by static and
moving objects, as well as the medium. It is obvious that different propagation mechanisms results in
different channel and path loss models. As a result of wave propagation over multipath fading
channels, the radio signal is attenuated due to mean path loss, as well as macroscopic and micro-
scopic fading.

In an ideal free-space propagation model, the attenuation of RF signal energy between the
transmitter and receiver follows the inverse-square law. The received power expressed in terms of
transmitted power is attenuated proportional to the inverse of LS(d),which is called free space loss. The
received signal power can be expressed as follows:

Pr ¼ PtGtGr

 
l

4pd

!2

¼ PtGtGr

LsðdÞ (9-1)

Where Pt and Pr denote the transmitted and the received signal power, Gt and Gr denote the trans-
mitting and receiving antenna gains, d is the distance between the transmitter and the receiver, and l is
the wavelength of the RF signal.

Macroscopic fading is caused by the shadowing effects of buildings and natural obstructions, and is
modeled by the local mean of a fast fading signal. The mean path loss LpðdÞ as a function of distance
d between the transmitter and receiver is proportional to an nth power of d relative to a reference
distance d0. In logarithmic scale, it can be expressed as:

LpðdÞ ¼ Lsðd0Þ þ 10n logðd=d0Þ ðdBÞ (9-2)

The reference distance d0 corresponds to a point located in the far field of the antenna, typically 1 km
for large cells, 100 m for microcells, and 1 m for indoor channels. In the above equation, LpðdÞ is the
mean path loss which is typically 10n dB per decade attenuation for d>> d0. The value of n depends
on the frequency, antenna heights, and propagation environment, and is equal to 2 in free space. The
studies show that the path loss Lp(d) is a random variable with log-normal distribution about the mean
path loss LpðdÞ. Let X(0, s2) denote a zero-mean Gaussian random variable with standard deviation s
when measured in decibels, then:

LpðdÞ ¼ Lsðd0Þ þ 10n logðd=d0Þ þ X ðdBÞ (9-3)

The value of X is often derived empirically based on measurements. A typical value for s is 8 dB. The
parameters that statistically describe path loss due to large-scale fading (macroscopic fading) for an
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arbitrary location with a specific transmitting–receiving antenna separation include the reference
distance d0, the path loss exponent n, and the standard deviation s of X.

Microscopic fading refers to the rapid fluctuations of the received signal in time and frequency, and
is caused by scattering objects between the transmitting and receiving antennas. When the received RF
signal is a superposition of independent scattered components plus a line-of-sight (LoS) component,
the envelope of the received signal r(t) has a Rician Probability Distribution Function (PDF) and is
referred to as Ricean fading. As the magnitude of the LoS component approaches zero, the Ricean PDF
approaches a Rayleigh PDF. Thus:

f ðrÞ ¼ rðK þ 1Þ
s2

e

�
�K�ðKþ1Þr2

2s2

�
I0

 
2r

s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KðK þ 1Þ=2

p !
r � 0 (9-4)

Where K and I0(r) denote the Ricean factor and zero-order modified Bessel function of the first kind,
respectively. In the absence of an LoS path (K ¼ 0), the Ricean PDF reduces to Rayleigh distribution.

Time-varying fading due to scattering objects or transmitter/receiver motion results in Doppler
spread. The time spreading effect of small-scale or microscopic fading is manifested in the time-
domain as multipath delay spread, and in the frequency-domain as channel coherence bandwidth.
Similarly, the time-variation of the channel is characterized in the time-domain as channel coherence
time and in the frequency-domain as Doppler spread. In a fading channel, the relationship between
maximum excess delay time sm and symbol time ss can be viewed in terms of two different
degradation effects, i.e., frequency-selective fading and frequency non-selective or flat-fading. A
channel is said to exhibit frequency-selective fading if sm > ss. This condition occurs whenever the
received multipath components of a symbol extend beyond the symbol’s time duration. Such
multipath dispersion of the signal results in Inter-Symbol Interference (ISI) distortion. In the case of
frequency-selective fading, mitigating the distortion is possible because many of the multipath
components are separable by the receiver. A channel is said to exhibit frequency non-selective or flat-
fading if sm > ss. In this case, all the received multipath components of a symbol arrive within the
symbol time duration; therefore, the components are not resolvable. In this case, there is no channel-
induced ISI distortion, since the signal time spreading does not result in significant overlap among
adjacent received symbols. There is still performance degradation because the unresolvable phasor
components can add up destructively to yield a substantial reduction in signal-to-noise ratio (SNR).
Also, signals that are classified as exhibiting flat-fading can sometimes experience frequency-
selective distortion.

Figure 9-3 illustrates a multipath-intensity profile L(s) versus delay s, where the term delay refers
to the excess delay. It represents the signal’s propagation delay that exceeds the delay of the first
signal’s arrival at the receiver. For a typical wireless communication channel, the received signal
usually consists of several discrete multipath components. The received signals are composed of
a continuum of multipath components in some channels, such as the tropospheric channel. In order to
perform measurements of the multipath intensity profile, a wideband signal; i.e., a unit impulse or
Dirac delta function, is used. For a single transmitted impulse, the time sm between the first and last
received component is defined as the maximum excess delay during which the multipath signal power
typically falls to some level 10–20 dB below that of the strongest component. Note that for an ideal
system with zero excess delay, the function L(s) would consist of an ideal impulse with weight equal
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to the total average received signal power. In the literature, the Fourier transform of L(s) is referred to
as the spaced-frequency correlation function F(n). The spaced-frequency correlation function F(n) is
the channel’s response to a pair of sinusoidal signals separated in frequency by y. The coherence
bandwidth Dfc is a measure of the frequency range over which spectral components have a strong
likelihood of amplitude correlation. In other words, a signal’s spectral components over this range are
affected by the channel in a similar manner. Note that Dfc and sm are inversely proportional, i.e., Dfc f
1/sm. The maximum excess delay sm is not the best indicator of how any given wireless system will
perform over a communication channel, because different channels with the same value of sm can
exhibit different variations of signal intensity over the delay span. Thus the delay spread is often
characterized in terms of the Root Mean Square (RMS) delay spread sRMS, where:

sRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR sm
0 ðs� sÞ2LðsÞdsR sm

0 LðsÞds

s
(9-5)
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An illustration of the duality principle in time- and frequency-domains [3]
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where

s ¼
R sm
0 sLðsÞdsR sm
0 LðsÞds (9-6)

A closed-form relationship between coherence bandwidth and RMS delay spread does not exist and
must be derived from signal analysis of actual signal dispersion measurements in specific channels. If
coherence bandwidth is defined as the frequency interval over which the channel’s complex frequency
transfer function has a correlation of at least 0.9, the coherence bandwidth is approximately Dfc z
1/(50sRMS). A common approximation of Dfc corresponding to a frequency range over which the
channel transfer function has a correlation of at least 0.5 is Dfc z 1/(5sRMS).

A channel is said to exhibit frequency-selective effects, if Dfc< 1/ss, where the inverse symbol rate
is approximately equal to the signal bandwidthW. In practice,Wmay differ from 1/ss due to filtering or
data modulation. Frequency-selective fading effects arise whenever the signal’s spectral components
are not affected equally by the channel. This occurs whenever Dfc < W. Frequency non-selective or
flat-fading degradation occurs whenever Dfc > W. Hence, all of the signal’s spectral components will
be affected by the channel in a similar manner. Flat-fading does not introduce channel-induced ISI
distortion, but performance degradation can still be expected due to a loss in SNR whenever the signal
is fading. In order to avoid channel-induced ISI distortion, the channel is required to exhibit flat-fading
by ensuring that Dfc > W. Hence, the channel coherence bandwidth Df sets an upper limit on the
transmission rate that can be used without incorporating an equalizer in the receiver.

Figure 9-3 shows function F(t), which is known as the spaced-time correlation function. It is the
autocorrelation function of the channel’s response to a sinusoid. This function specifies the extent to
which there is correlation between the channel’s response to a sinusoid sent at time t1 and the response to
a similar sinusoid sent at time t2, whereDt¼ t1� t2. The coherence time is ameasure of the expected time
duration overwhich the channel’s response is essentially invariant. To estimateF(t), a sinusoidal signal is
transmitted through the channel and the autocorrelation function of the channel output is calculated. The
function F(t) and the parameter Tc provide us with information about the speed of fading channel
variation.Note that for an ideal time-invariant channel, the channel’s responsewould be highly correlated
for all values of Dt and F(t) would be a constant function. If one ideally assumes uniformly distributed
scattering around a mobile station with linearly-polarized antennas, then the Doppler power spectrum
(i.e., the inverse Fourier transform of the spaced-time correlation function) L(n) has a U-shaped distri-
bution, as shown in Figure 9-3. In a time-varying fading channel, the channel response to a pure sinusoidal
tone spreads over a finite frequency range of nc � nmax < n < nc þ nmax, where nc and nmax denote the
frequency of the sinusoidal tone and themaximumDoppler spread, respectively. The RMS bandwidth of
L(n) is referred to as Doppler spread and is denoted by nRMS that can be estimated as follows:

VRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiR ncþnmax

nc�nmax
ðn� nÞ2LðnÞdnR ncþnmax

nc�nmax
LðnÞdv

vuut (9-7)

where

n ¼
R ncþnmax

nc�nmax
nLðnÞdnR ncþnmax

nc�nmax
LðnÞdv (9-8)
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The coherence time is typically defined as the time lag for which the signal autocorrelation coefficient
reduces to 0.7. The coherence time is inversely proportional to Doppler spread Tc z 1/nRMS. A
common approximation for the value of coherence time as a function of Doppler spread is Tc ¼ 0.423/
nRMS. It can be observed that the functions on the right side of Figure 9-3 are the dual of the functions
on the left side (duality principle).

The angle spread refers to the spread in angle of arrival (AoA) of the multipath components at the
receiver antenna array. At the transmitter, on the other hand, the angle spread refers to the spread in the
angle of departure (AoD) of the multipath components that leave the transmit antennas. If the angle
spectrum function Q(q) denotes the average power as a function of AoA, then the RMS angle spread
can be estimated as:

qRMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiRþp

�p
ðq� qÞ2QðqÞdqRþp

�p
QðqÞdq

vuut (9-9)

where

q ¼
Rþp

�p
qQðqÞdqRþp

�p QðqÞdq (9-10)

The angle spread causes space selective fading, which manifests itself as a variation of signal amplitude
according to the location of the antennas. The space selective fading is characterized by the coherence
distance Dc, which is the spatial separation at which the autocorrelation coefficient of the spatial fading
reduces to 0.7. The coherence distance is inversely proportional to the angle spread Dc f 1/qRMS.

In Figure 9-3, a duality between multipath intensity function L(s) and Doppler power spectrum
L(n) is identified. It means that the two functions exhibit similar behavior across time domain and
frequency domains. As theL(s) function identifies expected power of the received signal as a function
of delay,L(n) identifies expected power of the received signal as a function of frequency. Similarly, the
spaced-frequency correlation function F(f) and the spaced-time correlation function F(t) are dual
functions. It implies that, as F(f) represents channel correlation in frequency, F(t) corresponds to the
channel correlation function in time in a similar manner.

9.3 SC-FDMA AND OFDMA PRINCIPLES
The Orthogonal Frequency Division Multiplexing (OFDM) is a form of multi-carrier modulation
technique that was first introduced more than four decades ago. In a conventional serial data trans-
mission system, the information bearing symbols are transmitted sequentially, with the frequency
spectrum of each symbol occupying the entire available bandwidth. Figure 9-4 illustrates an unfiltered
Quadrature Amplitude Modulation (QAM) signal spectrum. It is in the form of sin(pfTu)/pfTu with
zero crossing points at integer multiples of 1/Tu where Tu is the QAM symbol period. The concept of
OFDM is to transmit the data bits in parallel QAM modulated sub-carriers using frequency division
multiplexing. The carrier spacing is carefully selected so that each sub-carrier is located on all the
other sub-carriers’ zero crossing points in the frequency domain. Although there are spectral overlaps
among sub-carriers, they do not interfere with each other if they are sampled at the sub-carrier
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frequencies. In other words, they maintain spectral orthogonality. As shown in Figure 9-4, the OFDM
signal in the frequency domain is generated through aggregation of NFFT parallel QAM-modulated
sub-carriers, where adjacent sub-carriers are separated by sub-carrier spacing 1/Tu. An example
OFDM signal spectrum as seen on a vector signal analyzer is shown in Figure 9-5.

Since an OFDM signal consists of many parallel QAM sub-carriers, the mathematical expression
of the signal in time-domain can be expressed as follows:

sðtÞ ¼ Re

�
ejuct

PðNFFT�1Þ=2

k¼�ðNFFT�1Þ=2
ake

j2pkðt�tgÞ=Tu

�
mTu � t � ðmþ 1ÞTu (9-11)

Where s(t) denotes the OFDM signal in time-domain, ak is the complex-valued data that is QAM-
modulated and transmitted over sub-carrier k, NFFT is the number of sub-carriers in frequency-domain,
uc is the RF carrier frequency, and Tg is the guard interval or Cyclic Prefix (CP). For a large number of
sub-carriers, direct generation and demodulation of the OFDM signal would require arrays of coherent
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sinusoidal generators, which can become excessively complex and expensive. However, one can notice
that the OFDM signal is actually the real part of the Inverse Discrete Fourier Transform (IDFT) of the
original complex-valued data symbols ak. It can be seen that there are N < NFFT sub-carriers, each
carrying the corresponding data ak. The inverse of the sub-carrier spacing 1/Tu is defined as the OFDM
useful symbol duration, which is NFF times longer than that of the original input data symbol duration.

Since IDFT is used in the OFDM modulator, the original data is defined in the frequency-domain,
while the OFDM signal s(t) is defined in the time-domain. The IDFT can be implemented via
a computationally efficient Fast Fourier Transform (FFT) algorithm. The orthogonality of sub-carriers
in OFDM can be maintained, and individual sub-carriers can be completely separated and demodu-
lated by an FFT at the receiver when there is no ISI introduced by the communication channel. In
practice, linear distortions, such as multipath delay, cause ISI between OFDM symbols, resulting in
loss of orthogonality and an effect that is similar to co-channel interference. However, when delay
spread is small, i.e., within a fraction of the OFDM useful symbol length, the impact of ISI is
insignificant, although it depends on the order of modulation implemented by the sub-carriers. A
simple solution to deal with multipath delay is to increase the OFDM effective symbol duration, such
that it is much larger than the delay spread; however, when the delay spread is large, it requires a large
number of sub-carriers and a large FFT size. Meanwhile, the system might become sensitive to
Doppler shift and carrier instability. An alternative approach to mitigate multipath distortion is to
generate a cyclically extended guard interval, where each OFDM symbol is prefixed with a periodic
extension of the signal itself, as shown in Figure 9-6 where the tail of the symbol is copied to the
beginning of the symbol. The OFDM symbol duration then is defined as Ts ¼ Tu þ Tg, where Tg is the
guard interval or cyclic prefix. When the guard interval is longer than the channel impulse response or
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the multipath delay, the ISI can be effectively eliminated. The ratio of the guard interval to useful
OFDM symbol duration depends on the deployment scenario and the frequency band. Since the
insertion of guard intervals will reduce data throughput, Tg is usually less than Tu/4. The cyclic prefix
should absorb most of the signal energy dispersed by the multipath channel. The entire ISI energy is
contained within the cyclic prefix if its length is greater than that of the channel RMS delay spread, i.e.,
Tg > sRMS. In general, it is sufficient to have most of the delay spread energy absorbed by the guard
interval, considering the inherent robustness of large OFDM symbols to time dispersion.

The mapping of the modulated data symbol into multiple sub-carriers also allows an increase in
the symbol duration. Since the throughput on each sub-carrier is greatly reduced, the symbol
duration obtained through an OFDM scheme is much larger than that of a single carrier modulation
technique with a similar overall transmission bandwidth. In general, when the channel delay spread
exceeds the guard time, the energy contained in the ISI will be much smaller with respect to the
useful OFDM symbol energy, as long as the symbol duration is much larger than the channel delay
spread, i.e., Ts >> sRMS. Although large OFDM symbol duration is desirable to mitigate the ISI
effects caused by time dispersion, large OFDM symbol duration can further reduce the ability to
alleviate the effects of fast fading, particularly if the symbol period is large compared to the channel
coherence time; then the channel can no longer be considered as time-invariant over the OFDM
symbol duration and this will introduce inter-sub-carrier orthogonality loss. This can affect the
performance in fast fading conditions. Hence, the symbol duration should be kept smaller than
the minimum channel coherence time. Since the channel coherence time is inversely proportional to
the maximum Doppler spread, the symbol duration Ts must, in general, be chosen such that Ts <<
1/nRMS. The large number of OFDM sub-carriers makes the bandwidth of the individual sub-carriers
small relative to the overall signal bandwidth. With an adequate number of sub-carriers, the
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inter-carrier spacing is much smaller than the channel coherence bandwidth. Since the channel
coherence bandwidth is inversely proportional to the channel delay spread sRMS, the sub-carrier
separation is generally designed such that Dfc << 1/sRMS. In this case, the fading on each sub-
carrier is flat and can be modeled as a complex-valued constant channel gain. The individual
reception of the QAM symbols transmitted on each sub-carrier is therefore simplified to the case of
a flat-fading channel. This enables a straightforward introduction of advanced MIMO schemes.
Furthermore, in order to mitigate Doppler spread effects, the inter-carrier spacing should be much
larger than the RMS Doppler spread Dfc << 1/nRMS. Since the OFDM sampling frequency is
typically larger than the actual signal bandwidth, only a subset of sub-carriers are used to carry
QAM symbols. The remaining sub-carriers are left inactive prior to the IFFT and are referred to as
guard sub-carriers. The split between the active and the inactive sub-carriers is determined based on
the spectral constraints, such as the bandwidth allocation and the spectral mask.

An OFDM transmitter diagram is shown in Figure 9-6. The incoming bit stream is first QAM
modulated to form the complex-valued QAM symbols. The QAM symbols are converted from serial to
parallel with N < NFFT complex-valued numbers per block, where NFFT is the number of FFT/IFFT
points. Each block is processed by an IFFT and the output of the IFFT forms an OFDM symbol, which
is converted back to serial data for transmission. A guard interval is inserted between symbols to
eliminate ISI effects caused by multipath distortion. The discrete symbols are filtered and converted to
analog for RF up-conversion. The reverse process is performed at the receiver. A one-tap equalizer is
usually used for each sub-carrier to correct channel distortion. The tap coefficients are calculated based
on channel information. As shown in Figures 9-4 and 9-5, one can understand that the OFDM signal
spectrum is approximately rectangular. Since the OFDM modulator is an IFFT processor, its physical
meaning is to convert data from the frequency-domain to the time-domain and, transmit them in the
time-domain over the channel. If a spectrum analyzer, which converts the input from the time-omain to
the frequency-domain, is used to monitor an OFDM signal, what displayed is the original data. When
there is multipath distortion, a conventional single carrier wideband transmission system suffers from
frequency selective fading. A complex adaptive equalizer must be used to equalize the in-band fading.
The number of taps required for the equalizer is proportional to the symbol rate and the multipath
delay. For an OFDM system, if the guard interval is larger than the multipath delay, the ISI can be
eliminated and orthogonality can be maintained among sub-carriers. Since each OFDM sub-carrier
occupies a very narrow spectrum, in the order of a few kHz, even under severe multipath distortions,
the sub-carriers are only subject to flat-fading. In other words, the OFDM converts a wideband
frequency-selective fading channel to a series of narrowband frequency non-selective fading sub-
channels by using the parallel multi-carrier transmission scheme. Since OFDM data sub-carriers are
statistically independent and identically distributed, based on the central limit theorem, when the
number of sub-carriers NFFT is large, the OFDM signal distribution tends to be Gaussian.

The peak-to-average power ratio (PAPR) for a single carrier modulation signal depends on its
constellation and the pulse shaping filter roll-off factor. For a Gaussian distributed OFDM signal, the
cumulative distribution function (CDF)i of the PAPR for 99.0%, 99.9%, and 99.99% are approximately

iThe CDF of the real-valued random variable X is defined as x/FXðxÞ ¼ PðX � xÞ;cx˛i, where the right-hand side
represents the probability that the random variable X takes on a real value less than or equal to x. The CDF of X can be
defined in terms of the probability density function f(x) as FðxÞ ¼ R x

�N f ðxÞdx. The Complementary CDF (CCDF), on the
other hand, is defined as P(X > x) ¼ 1 � FX(x).
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8.3, 10.3, and 11.8 dB, respectively. Since the OFDM signal has a high PAPR, it could be clipped in the
transmitter power amplifier, because of its limited dynamic range or non-linearity. Higher output back-
off is required to prevent performance degradation and inter-modulation products spilling into adjacent
channels. Therefore, RF power amplifiers should be operated in a very large linear region. Otherwise,
the signal peaks leak into the non-linear region of the power amplifier, causing signal distortion. This
signal distortion introduces inter-modulation among the sub-carriers and out-of-band emission. Thus,
the power amplifiers should be operated with large power back-offs. On the other hand, this leads to
very inefficient amplification and expensive transmitters. Thus, it is highly desirable to reduce the
PAPR. In addition to inefficient operation of the power amplifier, a high PAPR requires a larger
dynamic range for the receiver analog-to-digital (A/D) converter. To reduce the PAPR, several tech-
niques have been proposed and used such as clipping, channel coding, temporal windowing, Tone
Reservation,ii and Tone Injection. However, most of these methods are unable to simultaneously
achieve a large reduction in PAPR with low complexity, with low coding overhead, without perfor-
mance degradation, and without transmitter receiver symbol handshake. The PAPR x of the OFDM
signal defined in Equation (9-11) is defined as follows:

x ¼ maxjsðtÞj2
EfjsðtÞj2g

�����
mTu�t�ðmþ1ÞTu

(9-12)

In the above equation, E{.} denotes the expectation operator andm is an integer. From the central-limit
theorem, for large values of NFFT, the real and imaginary values of s(t) (from Equation (9-11) and
without the Re{.} operator) would have a Gaussian distribution. Consequently, the amplitude of the
OFDM signal has a Rayleigh distribution with zero mean and a variance of NFFT times the variance of
one complex sinusoid. Assuming the samples are mutually uncorrelated, the cumulative distribution
function for the peak power per OFDM symbol is given by:

Pðx > gÞ ¼ ½1� ð1� e�gÞNFFT � (9-13)

From the above equation, it can be seen that a large PAPR occurs only infrequently due to the
relatively large values of NFFT used in practice. The PAPR of an OFDM signal is depicted in Figure 9-
12. Power amplifiers (PA) generally have a non-linear amplitude (AM) response where the output
power is saturated for large input powers. Most applications require operation in the linear region of
the PA response, where the output power is a linear function of the input. The larger the linear
operation region or alternatively the larger the saturation point the more expensive the PA. Therefore, it
is imperative to reduce the PAPR of the OFDM signal before processing through the PA. Figures 9-7
and 9-8 illustrate examples of PA AM/AM response and QAM signal constellation fuzziness when the
OFDM signal with large PAPR is processed through a PAwith low saturation point. In this example, 64
QAM modulation, 256 point IFFT with CP ¼ 1/4Tu, and PA saturation point of 6 dB are assumed.

The modulation accuracy or the permissible signal constellation fuzziness is often measured via the
error vector magnitude (EVM) metric. The EVM defines the average constellation error with respect to
the farthest constellation point (i.e., the distance between the reference signal and the measured signal
points in I–Q plane) and is calculated as follows: [2]

iiIn the tone reservation method, the transmitter and the receiver reserve a subset of tones or sub-carriers for generating
PAPR reduction signals. Those reserved tones are not used for data transmission [66].
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EVM ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXNsamples

i¼ 0

ðDI2i þ DQ2
i Þ

Nsamplesr2max

vuuuut
(9-14)

Where Nsamples is the number of symbols used in the measurement period, DIi, DQi refers to the In-
phase (I) and Quadrature (Q) components of the ith error vector, and rmax denotes the maximum
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constellation amplitude. The EVM is measured over the continuous portion of a burst occupying at least
one quarter of the transmission frame at maximum power settings. The permissible EVM can be esti-
mated from the transmitter implementation margin, if the error vector is considered noise, which is
added to the channel noise. The implementation margin is the excess power needed to maintain the
carrier-to-noise ratio (C/N) intact when going from the ideal to the real transmitter. The EVM cannot be
measured at the antenna connector, but should be measured by an ideal receiver with a certain carrier
recovery loop bandwidth specified in a percentage of the symbol rate. The measured EVM include the
transmitter filter accuracy, D/A-converter, modulator imbalances, untracked phase noise, and power
amplifier nonlinearity.

In practice, the sub-carrier spacing is not the same among different tones due to mismatched
oscillators (i.e., frequency offset), Doppler shift, and timing synchronization errors, resulting in Inter-
Carrier Interference (ICI) and loss of orthogonality. If the time-domain signals corresponding to sub-
carriers k and k þ m are represented by xk(t) and xkþm(t), respectively, then the ICI is defined as the
inner product between xk(t) and xkþm(t) over the useful OFDM symbol duration Tu. Note that if the sub-
carriers are ideally orthogonal, the inner product will be zero.

ICIk ¼ P
msk

���� R Tu

0 xkðtÞx�kþmðtÞdt
����2

if

xkðtÞ ¼ ej2pkt=Tu

xkþmðtÞ ¼ ej2pðkþmÞt=Tu

then

ICIkzhðTudÞ2

(9-15)

Where h is a constant, and d denotes the frequency offset. It can be seen that the ICI increases with the
increase of the OFDM symbol duration (or alternatively decrease of sub-carrier spacing) and the
frequency offset. The effects of timing offset are typically less than that of the frequency offset,
provided that the cyclic prefix is sufficiently large.

The impact of local oscillator phase noise on the performance of an OFDM system. It has been
concluded that the oscillator phase noise may have significant effects on close sub-carrier spacing
(large OFDM symbol duration in time). Long symbol duration is required for implementing a long
guard interval that can mitigate long multipath delay in single frequency operation without excessive
reduction of data throughput. Extensive studies suggest that phase noise in OFDM can result in two
effects: a common sub-carrier phase rotation on all the sub-carriers; and a thermal-noise-like sub-
carrier de-orthogonality. The common phase error, i.e., constellation rotation, on all the demodulated
sub-carriers is caused by the phase noise spectrum from DC up to the frequency of sub-carrier spacing.
This low-pass effect is due to the long integration time of the OFDM symbol duration. This phase error
can, in principle, be corrected by using pilots within the same symbol (in-band pilots). The phase error
causes sub-carrier constellation blurring rather than rotation. It results from the phase noise spectrum
contained within the system bandwidth. This part of the phase noise is more crucial, since it cannot be
easily corrected. In brief, an OFDM system has the following advantages:

� It is sufficiently flexible in meeting various design requirements such as low complexity, bandwidth
efficiency and scalability, spectrum shaping, and low sensitivity to various impairments.
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� OFDM is well-suited to multi-antenna transmission schemes.
� It requires no adaptation to instantaneous channel response for low-order modulations. It is robust

to impulse interference and channel variations. Channel estimation is required for high-order QAM
modulations.

� As a multi-carrier transmission technique, OFDM is less sensitive to shift in sampling time in
comparison to serial transmission techniques.

� The bandwidth efficiency of an OFDM system approaches the Nyquist rate as the FFT size
increases (this, however, increases system complexity and is subject to an upper-limit due to
channel variations and carrier frequency offset).

� For fixed bandwidth efficiency, the complexity (multiplications per symbol) of an FFT-based
OFDM system grows logarithmically with the increase in the channel multipath spread, in
comparison with a linear increase of complexity for equalizers for a single carrier system.

� A properly coded and interleaved OFDM system can exceed the performance of other practical
systems. Higher transmitter output back-off is required in comparison to a single carrier system,
because of the high peak-to-average power ratio of an OFDM system.

� As a parallel transmission technique, OFDM is more sensitive to carrier frequency offset and tone
interference than a single carrier system.

Orthogonal Frequency Division Multiple Access (OFDMA) is the multi-user variant of the OFDM
scheme where multiple-access is achieved by assigning subsets of sub-carriers to different users,
allowing simultaneous data transmission from several users. In OFDMA, the radio resources are two-
dimensional regions over time (an integer number of OFDM symbols) and frequency (a number of
contiguous or non-contiguous sub-carriers). The difference between OFDM and OFDMA is illustrated
in Figure 9-9. Similarly to OFDM, OFDMA employs multiple closely spaced sub-carriers, but the sub-
carriers are divided into groups of sub-carriers where each group is called a resource block. The
grouping of sub-carriers into groups of resource blocks is referred to as subchannelization. The sub-
carriers that form a resource block do not need to be physically adjacent. In the downlink, a resource
block may be allocated to different users. In the uplink, a user may be assigned to one or more resource
blocks.

Subchannelization defines subchannels that can be allocated to mobile stations depending on their
channel conditions and service requirements. Using subchannelization, within the same time slot (i.e.,
an integer number of OFDM symbols) an OFDMA system can allocate more transmitting power to
user devices with lower SNR and less power to user devices with higher SNR. Subchannelization also
enables the BS to allocate higher power to sub-channels assigned to indoor mobile terminals, resulting
in better indoor coverage.

The basic uplink transmission technique in 3GPP LTE is single-carrier transmission (SC-FDMA)
with a cyclic prefix to achieve uplink inter-user orthogonality and to enable efficient frequency-domain
equalization at the receiver side. DFT-Spread OFDM (DFT-S OFDM) a form of single-carrier
transmission technique where the signal is generated in the frequency-domain similar to OFDMA, and
is illustrated in Figure 9-10. In Figure 9-10, the common processing units in OFDMA and SC-FDMA
are distinguished from those that are specific to SC-FDMA. This allows for a relatively high degree of
commonality with the downlink OFDMA baseband processing using the same parameters, e.g., clock
frequency, sub-carrier spacing, FFT/IFFT size, etc. The use of SC-FDMA in the uplink is mainly due
to the relatively inferior PAPR properties of OFDMA that result in worse uplink coverage compared to
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SC-FDMA. The PAPR characteristics are important for cost-effective design of a mobile station’s
power amplifiers.

The ith transmitted symbol in an SC-FDMA system without a cyclic prefix in a single transmit/
receive antenna case can be expressed as a vector of length NFFT samples defined by y [ FTDx
where x ¼ (x1, x2, ., xM)

T is an M � 1 vector with M QAM modulated symbols (the superscript T
denotes transpose operation), D is an M � M matrix which performs M-point DFT operation, T is the
N � M mapping matrix for sub-carrier assignment, and F performs NFFT point IFFT operation. After
propagation through the multipath fading channel and addition of the Additive White Gaussian
Noise (AWGN), removing the cyclic prefix and going through the NFFT point FFT module, the
received signal vector in the frequency domain can be expressed as z [ HTDx D w where H is the
diagonal matrix of channel response and w is the noise vector. Note that the maximum excess delay
of the channel is assumed to be shorter than the cyclic prefix; therefore, the ISI can be mitigated by
the cyclic prefix. The amplitude and phase distortion in the received signal due to the multipath
channel is compensated by a Frequency Domain Equalizer (FDE) and the signal at the FDE output
can be described as v [ Cz where C ¼ diag (c1, c2, ., cNFFT) is the diagonal matrix of FDE
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coefficients. The FDE complex coefficient can be derived using Minimum Mean-Square Error
(MMSE) criterion:

ck ¼ H�
k

jHkj2 þ s2n=s
2
s

(9-16)

Where k denotes the sub-carrier index, s2n denotes the variance of the additive noise, and s2s is the
variance of the transmitted pilot symbol. Following the sub-carrier demapping function and IDFT de-
spreading, anM� 1 vector bx containingMQAMmodulated symbols as an estimate to the input vector
x is obtained at the receiver. The IDFT de-spreading block in the receiver averages the noise over each
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sub-carrier. A particular sub-carrier may experience deep fading in a frequency selective fading
channel. The IDFT de-spreading averages and spreads the fading effect, which results in a noise
enhancement to all the QAM symbols. Hence, the IDFT de-spreading makes the DFT-S OFDM more
sensitive to the noise.

The sub-carrier mapping in SC-FDMA determines which part of the spectrum is used for trans-
mission by inserting a suitable number of zeros (i.e., null sub-carriers inserted between the data sub-
carriers) at the upper and/or lower end as shown in Figure 9-10. Between each DFToutput sample L�
1 zeros are inserted. A mapping with L ¼ 1 (as shown in Figure 9-10) corresponds to localized
transmissions, i.e., transmissions where the DFToutputs are mapped to consecutive sub-carriers. There
are two sub-carrier mapping schemes (localized and distributed) that could be used in the uplink.

In order to demonstrate the similarities and differences between OFDMA and SC-FDMA opera-
tion, let’s assume that one wishes to transmit a sequence of 8 QPSK symbols as shown in Figure 9-11
[92]. In the OFDMA case assumingM¼ 4, four QPSK symbols would be processed in parallel, each of
them modulating its own sub-carrier at the appropriate QPSK phase. After one OFDM symbol period,
a guard period or cyclic prefix is inserted to mitigate the multi-path effects. For SC-FDMA, each
symbol is transmitted sequentially. With M ¼ 4, there are four data symbols transmitted in one SC-
FDMA symbol period. The higher-rate data symbols require four times the bandwidth and so each data
symbol occupies M � Df of spectrum assuming a sub-carrier spacing of Df. After four data symbols,
the CP is inserted. Note the OFDMA and SC-FDMA symbol periods are the same [92].
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As mentioned earlier, the PAPR of OFDMA intrinsically is inferior to SC-FDMA. Figure 9-12
shows the CCDF of OFDMA and SC-FDMA PAPRs. It can be seen that the PAPR performance of
SC-FDMA is approximately 3 dB better than that of OFDMAwith probability of 0.99.

A new study suggests that the PAPR of an OFDM signal does not precisely predict the PA power
de-rating or power capability as accurately as the cubic metric (CM). The cubic metric has been
adopted by 3GPP as a method of determining PA power de-rating, because of its accuracy over a wide
range of devices and signals. This method has proven to be more accurate for WCDMA signals
compared to methods that use the statistical PAPR to predict power de-rating based on the information
that has been collected from several devices for a variety of signals. The cubic metric can be calculated
using the following equation [121]:

CM ¼
20log

�
s3normRMS

	
� 20log

�
s3norm�referenceRMS

	
K

(9-17)

Where snormRMS
denotes the RMS value of the normalized voltage waveform of the input signal and

Snorm�referenceRMS
is the RMS value of the normalized voltage waveform of the reference signal (i.e.,

signal generated using 12.2 kbps AMR speech codec [121]). The CM is used to model the impact of
non-linearity in the power amplifier on the adjacent channel leakage ratio. A small value of the CM
represents a small power amplifier back-off. The CM is insensitive to the highest power values of the
distribution that only have very low probabilities. Thus, methods to reduce the PAPR may not have any
major impact on the CM. The value of parameter K was empirically determined to be 1.85 for a set of
WCDMA signals. In other words, this equation computes the cubic power of a signal s(t) and compares
it to a reference signal sreference(t) and uses the empirical slope factor K to estimate the CM value.
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Although the signal vectors are shown as a function of time, the time scale is effectively removed in the
RMS operation and is not a part of the computation. Thus, the raw CM result is not a function of
symbol rate or alternatively not a function of signal bandwidth. Similarly, a change in chip rate has no
affect on the PAPR. The bandwidth effects will be significant in this study since it includes signals with
3 dB bandwidths larger than the 3.84 MHz used for WCDMA. Table 9-1 shows the CM values cor-
responding to some example input signals, such as OFDM, DFT-S OFDM, and Interleaved Frequency
Division Multiple Access (IFDMA) which is a variant of SC-FDMA. It can be seen that DFT-S OFDM
has an advantage relative to other signals shown in the table. In Table 9-1, the bandwidth offset in
decibel denotes a de-rating increase of 0.77 dB from the CM regression line that can be used to
estimate the actual de-rating of higher bandwidth signals. The K factor is empirically derived based on
measurements on various power amplifiers.

9.4 DOWNLINK AND UPLINK MULTIPLE ACCESS SCHEMES
There are various multiple access schemes that have been used in cellular systems in the past few years
which allow the network to share the available radio resources (i.e., time, frequency, code, and space)
among a number of users in the cell in the downlink and uplink directions. Figure 9-13 illustrates the
concept of resource sharing in various multiple access schemes. As mentioned earlier, OFDMA has
been a promising multiple-access scheme that has recently been used in mobile broadband wireless
radio access technologies. IEEE 802.16m uses OFDMA in the downlink and uplink directions. The
OFDMA parameters for IEEE 802.16m are similar to the legacy standard, to facilitate backward
compatibility and interoperability between the new and the legacy systems. The IEEE 802.16m
OFDMA parameters are shown in Table 9-2.

In OFDMA, an OFDM symbol is constructed of sub-carriers, the number of which is determined by
the FFT size. There are several sub-carrier types: (1) data sub-carriers are used for data transmission;
(2) pilot sub-carriers are utilized for channel estimation and coherent detection; and (3) null sub-
carriers are not used for pilot/data transmission. The null sub-carriers are used for guard bands and DC
sub-carrier. The number of sub-carriers used is always less than the FFT/IFFT size. The guard bands

Table 9-1 Example CM Values Corresponding to Reference [122]

Signal

K Bandwidth Offset (dB) CM (dB)Type Modulation RAW CM (dB)

WCDMA Voice 1.52 – 0.00 0

OFDM 16 QAM 7.75 1.56 0.77 4.76

DFT-S OFDM QPSK 3.44 1.56 0.77 2.00

DFT-S OFDM 16 QAM 4.85 1.56 0.77 2.90

DFT-S OFDM 64 QAM 5.18 1.56 0.77 3.11

IFDMA QPSK 2.40 1.56 0.00 0.56

IFDMA 16 QAM 4.36 1.56 0.00 1.82

IFDMA 64 QAM 4.64 1.56 0.00 2.00
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are used to allow spectrum sharing, and to reduce the adjacent channel interference and out-of-band
emissions. The sampling frequency is selected to be greater than or equal to the channel bandwidth. In
order to ensure that the number of time samples in a 5 ms radio frame is an integer and to further
simplify the design of the analog transmit filter, the sampling frequency is scaled by a factor greater
than one. As shown in Table 9-2, the value of over-sampling factor n depends on the channel band-
width and the sampling frequency fsampling, as the function of over-sampling factor and the channel
bandwidth is given as fsampling ¼ PnBW=8000R� 8000. As shown in Table 9-2, IEEE 802.16m
supports a large number of channel bandwidths. The 7 and 8.75 MHz channel bandwidths are used in
some legacy systems deployed in Asia and Europe. The channel bandwidths that are integer multiples
of 5 MHz are more important. The regional regulatory bodies are recently allowing the network
operators to deploy future mobile WiMAX systems in spectrum blocks that are integer multiples of
5 MHz multiples. The bandwidths that are not shown in Table 9-2 are supported via tone dropping, i.e.,
dropping the sub-carriers at the edges of the frequency band based on 10 and 20MHz systems (e.g., for
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Table 9-2 OFDMA Parameters for IEEE 802.16m [2]

Nominal Channel Bandwidth (MHz) 5 7 8.75 10 20

Sampling Factor 28/25 8/7 8/7 28/25 28/25

Sampling Frequency (MHz) 5.6 8 10 11.2 22.4

FFT Size 512 1024 1024 1024 2048

Sub-carrier Spacing (kHz) 10.94 7.81 9.76 10.94 10.94

Useful Symbol Time Tu (ms) 91.429 128 102.4 91.429 91.429

CP
Tg ¼ 1/8 Tu

Symbol Time Ts (ms) 102.857 144 115.2 102.857 102.857

Number of Subframes per Frame 8 5 7 8 8

FDD Number of OFDM
Symbols per 5 ms Frame

48 34 43 48 48

Idle Time (ms) 62.857 104 46.40 62.857 62.857

TDD Number of OFDM
Symbols per Frame

47 33 42 47 47

TTG þ RTG (ms) 165.714 248 161.6 165.714 165.714

CP
Tg ¼ 1/16 Tu

Symbol Time Ts (ms) 97.143 136 108.8 97.143 97.143

Number of Subframes per Frame 8 6 7 8 8

FDD Number of OFDM
Symbols per Frame

51 36 45 51 51

Idle Time (ms) 45.71 104 104 45.71 45.71

TDD Number of OFDM
Symbols per Frame

50 35 44 50 50

TTG þ RTG (ms) 142.853 240 212.8 142.853 142.853

CP
Tg ¼ 1/4 Tu

Symbol Time Ts (ms) 114.286 160 128 114.286 114.286

Number of Subframes per Frame 7 5 6 7 7

FDD Number of OFDM
Symbols per Frame

43 31 39 43 43

Idle Time (ms) 85.694 40 8 85.694 85.694

TDD Number of OFDM
Symbols per Frame

42 30 37 42 42

TTG þ RTG (ms) 199.98 200 264 199.98 199.98

Number of Guard Sub-carriers Left 40 80 80 80 160

Right 39 79 79 79 159

Number of Used Sub-Carriers 433 865 865 865 1729

Number of Physical Resource Units in a Subframe. 24 48 48 48 96
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a 6 MHz channel bandwidth, the parameters of 10 MHz are used and the edge sub-carriers are dropped
to fit the spectrum block).

9.5 IEEE 802.16M DUPLEX MODES
The term duplex refers to bi-directional communication between two devices. When unpaired spec-
trum or alternatively the same RF carrier is used for downlink and uplink communications, the
transmit/receive functions are time-multiplexed. The Time Division Duplex (TDD) is a duplex scheme
where uplink and downlink transmissions occur at different times but may share the same frequency. In
other words, the downlink and uplink transmissions are multiplexed in time and are not concurrent.

When paired spectrum or alternatively two RF carriers are used for downlink and uplink
communications, the transmit/receive functions are frequency-multiplexed. The Frequency Division
Duplex (FDD) is a duplex scheme in which uplink and downlink transmissions occur simultaneously
using different frequencies. The downlink and uplink frequencies are separated by a sufficiently large
frequency separation. IEEE 802.16m supports TDD and FDD schemes with maximal commonality in
baseband processing. In order to reduce the implementation complexity and cost of FDD terminals,
and to further increase the reuse of baseband functional elements, a Half-Duplex FDD (H-FDD)
operation is supported where the downlink and uplink transmissions are not simultaneous but occur in
two different frequencies. As shown in Figure 9-14, classic H-FDD operation does not utilize the radio
resources efficiently on the downlink and uplink RF carriers. The complementary grouping and
scheduling of users would allow efficient use of downlink and uplink resources in an H-FDD oper-
ation. The various duplex schemes are illustrated in Figure 9-14.

9.6 FRAME STRUCTURE
As mentioned earlier, the mobile WiMAX systems are based on a subset of IEEE 802.16-2009
standard features [1]. Although the latter standard specifies a number of radio frame sizes, such as 2,
2.5, 4, 5, 8, 10, 12, and 20 ms, only the 5 ms radio frame is supported in the mobile WiMAX system
profiles [6]. In order to satisfy the requirements for shorter airlink transmission latency, IEEE 802.16m
transparently modified the legacy frame structure. The modifications (as shown in Figure 9-18), are
transparent to the legacy devices and are only visible to the new systems. The main idea behind
the modifications was to shorten the transmission time intervals and to accelerate the HARQ re-
transmissions. Therefore, the legacy radio frame was partitioned into a number of subframes. In order
to improve the broadcast of system information in a predefined location and at deterministic intervals,
the concept of superframe and superframe header were introduced. The modified frame structure
further carries new synchronization and broadcast channels to overcome some of the limitations of the
legacy system, such as problems with cell selection at low Signal-to-Interference þ Noise Ratios
(SINR) due to the poor design of the legacy preamble and the lack of robustness at low SINRs,
resulting in poor performance at the cell edge and issues with cell selection/re-selection for cell-edge
users. The new superframe concept would allow prescheduled transmission of time-critical system
configuration information which further simplifies the operation of the system and reduces the system
overhead and scanning latency.
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The IEEE 802.16m basic frame structure is illustrated in Figure 9-15. A superframe is defined as
a set of four consecutive and equally-sized radio frames. Each 20 ms superframe contains a Primary
Superframe Header (P-SFH) and a Secondary Superframe Header (S-SFH). As shown in Table 9-2, the
number of subframes per frame varies depending on the cyclic prefix size, the number of available
OFDM symbols per frame, and the transmission bandwidth. A subframe is assigned to either DL or UL
transmissions subject to the duplexing method. The basic frame structure with CP ¼ 1/8Tu, due to
backward compatibility with the legacy system, is of higher importance. The CP ¼ 1/16Tu is used
when the sum of Round Trip Time (RTT) and the RMS delay spread of the channel is less than 5.71 ms,
assuming transmission bandwidths of 5, 10, or 20 MHz. There are four types of subframes defined in
the IEEE 802.16m standard: (1) type-1 subframe consists of six OFDM symbols; (2) type-2 subframe
consists of seven OFDM symbols; (3) type-3 subframe consists of five OFDM symbols; and (4) type-4
subframe consists of nine OFDM symbols. The basic frame structure is applied to both FDD and TDD
duplexing schemes including H-FDD operation. The number of switching points in each radio frame in
TDD mode is limited to two, where a switching point is defined as a change of transmission direction
from DL to UL or from UL to DL. Note that an excessive number of switching points in a radio frame
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would result in inefficient use of radio resources due to consumption of radio resources by the
switching gaps.

The frame structure from the point of view of an H-FDDmobile station is similar to the TDD frame
structure, with the exception that the DL and UL transmissions occur in two separate frequency bands.
Transmission gaps are required between the DL and UL subframes to allow switching of transmit/
receive circuitry (i.e., a duplexer-free operation) and accommodation of maximum permissible RTT in
each deployment scenario (cell size, RF carrier frequency, etc.).

For nominal channel bandwidths of 5, 10, and 20MHz, an IEEE 802.16m frame for CP¼ 1/8Tu has
eight type-1 subframes for FDD, and seven type-1 subframes and one type-3 subframe for TDD.
Figure 9-16 shows example TDD and FDD frame structures for a 5, 10, and 20MHz channel bandwidth
with a CP ¼ 1/8Tu. Assuming OFDM symbol duration Tu ¼ 102.857 ms and CP ¼ 1/8Tu, the length of
type-1 and type-3 subframes are 0.617 ms and 0.514 ms, respectively. The Transmit/Receive Transition
Gap (TTG) and Receive/Transmit Transition Gap (RTG) are 105.714 ms and 60 ms, respectively. Other
numerologies may result in a different number of subframes per frame and of symbols within the
subframes. In FDDmode, the structure of a frame is identical for the DL and UL in each specific frame.
The length of the TTG gap is selected greater than the maximum round trip time in the cell plus the
switching time of the RF circuitry from transmission to reception, i.e., tGap > 2rmax/cþ tswitchingwhere
rmax denotes themaximum cell radius, c denotes the speed of light, and tswitching represents the switching
time of RF circuitry. Assuming a typical value of 30 ms for tswitching and the value of switching gap given
above, amaximum cell size of 11.4 km can be supported. Larger values of switching gaps should be used
for support of larger cell sizes. The IEEE 802.16m OFDMA parameters further include CP¼ 1/4Tu for
support of large cell sizes and frequency bands of less than 1 GHz.
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The IEEE 802.16m basic frame structure [2]
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An IEEE 802.16m frame for a CP ¼ 1/16Tu has five type-1 subframes and three type-2 subframes
for FDD; six type-1 subframes and two type-2 subframes for TDD for nominal channel bandwidths of
5, 10, and 20 MHz. The subframe preceding a DL to UL switching point is a type-1 subframe.

Figure 9-17 illustrates an example of the TDD and FDD frame structure for 5, 10, and 20 MHz
channel bandwidths with a CP ¼ 1/16Tu. With an OFDM symbol duration of 97.143 ms and a CP
length of 1/16Tu, the lengths of the type-1 and type-2 subframes are 0.583 ms and 0.680 ms,
respectively. The TTG and RTG switching gaps are 82.853 ms and 60 ms, respectively. Other
numerologies may result in different number of subframes per frame and symbols within the
subframes.

The Transmission Time Interval (TTI) is defined as the duration of the transmission of the physical
layer encoded packets over the radio air interface, and is equal to an integer number of consecutive
subframes. In other words, the TTI refers to the length of an independently decodable transmission on
the airlink. A data burst occupies either one subframe (i.e., the default TTI or short TTI) or multiple
consecutive subframes (i.e., the long TTI). The long TTI in FDD mode contains four subframes for
both the DL and UL. The long TTI in TDD mode comprises all available DL/UL subframes depending
on the direction of transmission.

The legacy and IEEE 802.16m frames are offset by an integer number of subframes to accom-
modate new features such as the IEEE 802.16m Advanced Preamble (preamble), Superframe Header
(system configuration information), and control channels, as shown in Figure 9-18. The Frame Offset
shown in Figure 9-18 is an offset between the start of the legacy frame and the start of the IEEE
802.16m frame, defined in a unit of subframes. For uplink transmissions both Time Division Multi-
plexing (TDM) and Frequency Division Multiplexing (FDM) approaches can be used when supporting
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The frame structure with CP ¼ 1/8 Tu for FDD and TDD (DL/UL ratio ¼ 5:3) [2]
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The frame structure with CP ¼ 1/16 Tu for FDD and TDD (DL/UL ratio ¼ 5:3) [2]
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An example of partitioning of the radio frame and the relationship of the new and legacy frames

362 CHAPTER 9 The IEEE 802.16m Physical Layer (Part I)



legacy and new mobile stations. The FDM approach is preferred to ensure minimal impact on the
uplink link budget of the legacy terminals.

9.7 THE CONCEPT OF TIME ZONES AND FREQUENCY REGIONS
As shown in Figure 9-19, a time zone is defined as a time-frequency region which includes the entire
transmission bandwidth extended over an integer number of consecutive subframes. Different non-
overlapping time zones are time division multiplexed in time. A frequency region is a time-frequency
block that occupies a fraction of the transmission bandwidth over one or more consecutive subframes
in the downlink or uplink. The concept of time zones is equally applied to TDD and FDDmodes. Since
many physical and MAC layer features of IEEE 802.16m are new and not backward-compatible with
the legacy system, the new and legacy systems are confined within time zones or frequency regions
that are time or frequency multiplexed in each radio frame, respectively. The MZones are defined as
time zones/frequency regions dedicated to IEEE 802.16m operation, and the LZones are time zones/
frequency regions assigned to the legacy system operation. The Mzones and LZones are time-mul-
tiplexed in the downlink. For uplink transmissions both TDM and FDM approaches are supported for
multiplexing of legacy and new mobile stations. Note that downlink or uplink traffic/control for new
mobile stations can be scheduled in either MZone or Lzone, depending on the operational mode with
which the new MS is connected to the BS, but it cannot be scheduled in both zones at the same time,
whereas the DL or UL traffic/control for the legacy mobile stations can only be scheduled in the
LZones.
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An illustration of the concept of time zones and frequency regions in TDD mode
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In the absence of any legacy system, the LZones will disappear and the entire radio frame will be
allocated to the new systems. In a mixed mode deployment of legacy and new systems, the allocation
of time zones in the TDD mode is as shown in Figure 9-19. The duration of the zones may vary. Unlike
the legacy standard, where the minimum size of zone was two OFDM symbols, in IEEE 802.16m the
minimum size of a zone is one subframe, thus, there is less granularity compared to the legacy
standard. Note that each legacy frame starts with a legacy preamble and the DL/UL MAPs, followed
by a DL zone that is expected by the legacy mobile and relay stations. Similarly, in a mixed mode
deployment, the UL portion of the frame in TDD mode starts with the legacy UL control channels as
expected by the legacy mobile and relay stations. The coexistence is defined as a deployment where the
new and legacy base stations coexist in the same frequency band and in the same or neighboring
geographical areas. In a green-field deployment, the LZones can be removed. The DL to UL and UL to
DL switching points must be synchronized across the network to reduce inter-cell interference. The
switching points would require use of idle symbols to accommodate the switching gaps. In the case of
TDD operation with the basic frame structure, the last symbol in the subframe immediately preceding
a downlink-to-uplink/uplink-to-downlink switching point may be reserved for guard time and
consequently not transmitted. An example frame partitioning is shown in Figure 9-18.

9.8 SUBCHANNELIZATION AND PERMUTATION
The IEEE 802.16-2009 standard defines a permutation zone as a number of contiguous OFDM
symbols in the DL or the UL that use the same permutation formula. The DL or UL portions of the
radio frame may contain more than one permutation zone. One of the drawbacks of the sub-
channelization schemes specified in the IEEE 802.16-2009 standard is that the distributed and
localized allocations cannot be located in the same permutation zone. Furthermore, in the legacy
standard, a slot requires both a time and a subchannel dimension for completeness, and is the
minimum possible data allocation unit. The definition of an OFDMA slot depends on the OFDM
symbol structure, which varies for UL and DL, for Full Usage of Subchannels (FUSC) and Partial
Usage of Subchannels (PUSC), and for the distributed sub-carrier permutations and the adjacent
sub-carrier permutations. As shown in Figure 9-20, a data region in the legacy standard is defined as
a two-dimensional resource unit consisting of a group of contiguous subchannels, in a group of
contiguous OFDM symbols. A two-dimensional allocation may be visualized as a rectangle such as
4 � 3, 6 � 1 etc. Therefore, to address a particular rectangle in the DL or UL MAP, two parameters
are required, i.e., time and frequency offsets (or alternatively symbol offset and subchannel offset).
In order to reduce the overhead of signaling allocations in two-dimensional subchannelization
schemes,as well as to allow both localized and distributed allocations in the same time-zone, IEEE
802.16m introduced new one-dimensional subchannelization schemes and their associated permu-
tation methods to achieve frequency diversity or frequency scheduling gain depending on the user
mobility and channel conditions. The comparison between the new and legacy subchannelization
schemes is shown in Figure 9-20. The one-dimensional resource blocks in IEEE 802.16m simplify
the addressing of user allocations in the assignment MAPs, and allow efficient addressing and
indexing schemes such as binary tree-structured resource indexing. Furthermore, localized and
distributed resource units can be simultaneously assigned to a user in the same time zone.
Regardless of the type of legacy subchannelization and permutation scheme in the DL or UL, there

364 CHAPTER 9 The IEEE 802.16m Physical Layer (Part I)



are 48 data sub-carriers and a number of pilot sub-carriers in each subchannel or slot (e.g., the DL-
PUSC slot contains 4 clusters, 48 data sub-carriers, and 8 pilot sub-carriers; the UL-PUSC slot
contains 6 tiles, 48 data sub-carriers, and 24 pilot sub-carriers, etc.). From the latter example, it can
be noted that the pilot density (i.e., the ratio of pilot sub-carriers over the total number of sub-
carriers in a resource block/subchannel) is excessively high, resulting in additional Layer 1 overhead
and lowering the throughput.
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A comparison of the subchannelization schemes in IEEE 802.16m and the legacy system [1,2]
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9.8.1 Downlink Subchannelization and Permutation

The available frequency resources over a downlink subframe are divided into a number of frequency
partitions, where each partition consists of a set of physical resource units over the available number of
OFDM symbols in the subframe. Each frequency partition can include localized and/or distributed
resource units. This is different from the legacy system, where each permutation zone could only
accommodate localized or distributed sub-channels. The frequency partitions can be used for different
purposes, such as Fractional Frequency Reuse (FFR). The downlink/uplink resource petitioning and
mapping procedure is illustrated in Figure 9-22). In the example shown, three frequency partitions are
defined, where some of them include both localized and distributed resource units.

A Physical Resource Unit (PRU) is the basic physical unit for resource allocation that comprises
Psc consecutive sub-carriers by Nsym consecutive OFDM symbols. The default value for Psc is 18 sub-
carriers, and Nsym can be 6, 7, or 5 OFDM symbols for type-1, type-2, and type-3 subframes,
respectively. A Logical Resource Unit (LRU) is the basic logical unit for localized or distributed
resource allocations. An LRU comprises Psc� Nsym sub-carriers, inclusive of the pilot sub-carriers that
are embedded in a PRU. A Distributed Resource Unit (DRU) is defined to achieve frequency diversity
gain in multipath fading channels. The DRU contains a group of sub-carriers which are physically
spread across the distributed resources within a frequency partition. The size of the DRU is the same
size as the PRU. The minimum unit for forming a DRU is equal to one sub-carrier or a pair of sub-
carriers, also known as a tone-pair.

A localized resource unit, alternatively known as Contiguous Resource Unit (CRU), is used to
achieve frequency-selective scheduling gain. The CRU contains a group of sub-carriers which are
physically contiguous across the localized resource allocations within a frequency partition. The size
of the CRU is the same as the size of the PRU. The physical sub-carriers associated with an OFDM
symbol are grouped into Nguard-left left guard sub-carriers, Nguard-right right guard sub-carriers, and Nused

used sub-carriers. The DC sub-carrier is not used. The Nused sub-carriers are divided into an integer
number of PRUs. Each PRU contains pilot and data sub-carriers. The number of used pilot and data
sub-carriers depends on the MIMO mode, number of streams, and number of users, as well as the type
of subframe.

To better understand the difference between the localized and distributed allocations, consider the
example shown in Figure 9-21. The frequency response of a multipath fading channel varies with time
and frequency due to path loss, shadowing, and user mobility effects. Let’s assume that user A and user
B are two users with different channel conditions. The BS receives channel quality reports (typically in
the form of CINR or SINR measurements) from the mobile stations in the cell. The BS scheduler may
adopt either of the following resource allocation schemes depending on the channel condition reports
and other considerations that will be discussed later in this chapter. One allocation strategy is to
allocate user A and user B in the subchannels where the corresponding SINR is the best for that user.
This is when a frequency-selective scheduling gain can be achieved through allocation of a group of
physically adjacent sub-carriers in the subchannels with the relatively best SINR for this user. Another
strategy is to permute the sub-carriers over the entire channel and form a logical group of distributed
sub-carriers, and to assign them to a user. In this case, frequency diversity gain can be achieved through
the use of distributed resource units for this user.

The procedure for forming logical resource units from physical resource units can be described as
follows. The PRUs are first subdivided into sub-bands (SB) and mini-bands (MB) where a sub-band
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comprises N1 adjacent PRUs and a mini-band consists of N2 adjacent PRUs. The sub-bands are suitable
for frequency-selective allocations as they provide a contiguous allocation of PRUs in frequency. The
mini-bands are suitable for frequency diversity allocation and are permuted in frequency. The
downlink sub-carrier to resource unit mapping process is defined as follows and is illustrated in Figures
9-23 to 9-25:

1. An outer permutation is applied to the PRUs in the units of N1 and N2 PRUs where N1 ¼ 4 and
N2 ¼ 1.

2. The reordered PRUs are distributed into frequency partitions.
3. The frequency partition is divided into localized and/or distributed resource allocations. The sizes

of the distributed/localized groups are flexibly configured per sector. Adjacent sectors do not need
to have same configuration for the localized and distributed groups.

4. The localized and distributed resource units are further mapped into LRUs by direct mapping for
CRUs and by the use of sub-carrier permutation for DRUs.

The sub-carrier permutation defined for the downlink distributed resource allocations spreads the sub-
carriers of the DRU across all the distributed resource allocations within a frequency partition. After
mapping all pilots, the remaining usable sub-carriers are used to form the DRUs. To allocate the LRUs,
the remaining sub-carriers are paired into contiguous sub-carrier pairs. Each LRU consists of a group of
sub-carrier pairs. The number of sub-bands depends on the system bandwidth and is broadcast through
the Downlink Sub-band Allocation Count (DSAC) parameter in the secondary superframe header [2].
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A comparison of localized and distributed allocation schemes (example)
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The PRUs are divided and reordered into two groups: (1) sub-band PRUs; and (2) mini-band PRUs,
denoted by PRUSB and PRUMB, respectively. The set of PRUSB is numbered from 0 to (LSB � 1), and
the set of PRUMB is numbered from 0 to (LMB � 1), where LSB and LMB denote the number of PRUs in
sub-bands and mini-bands, respectively (see Figure 9-23). The sub-band and mini-band permutation
formulae are defined in reference [2]. The set of PRUSB and Permuted PRUMB (PPRUMB) are allocated
to one or more frequency partitions. By default, only one partition is present. The maximum number of
frequency partitions within the transmission bandwidth is four. The mini-band permutation maps the
PRUMB to the PPRUMB to ensure frequency diversity among the PRUs that are assigned to each
frequency partition. The frequency partition configuration is transmitted in the secondary superframe
header using the parameter Downlink Frequency Partition Configuration (DFPC) whose value depends
on the system bandwidth. The Frequency Partition Count (FPCT) parameter defines the number of
frequency partitions. The Frequency Partition Size (FPSi) parameter defines the number of PRUs
allocated to the ith frequency partition FPi. The FPCT and FPSi parameters are determined from the
DFPC. The Downlink Frequency Partition Sub-band Count (DFPSC) parameter defines the number of
sub-bands allocated to FPi. The PPRUFPi resources are mapped to LRUs. Additional PRU and sub-
carrier permutations are constrained to the PRUs within a frequency partition.

The distinction between CRUs and DRUs is done on a sector-specific basis. Let LSB-CRU-FPi and
LMB-CRU-FPi denote the number of allocated sub-band CRUs and mini-band CRUs to the ith frequency
partition FPi, the total number of allocated sub-band and mini-band CRUs, in units of a sub-band (i.e.,
N1 PRUs), in FPi is given by the Downlink CRUAllocation Size (DCASi) parameter. For example, the
number of sub-band and mini-band CRUs in FP0 is given by DCASSB0 and DCASMB0, in units of
a sub-band and mini-band, respectively. When DFPC ¼ 0, DCASi must be equal to 0. For FP0, the
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An illustration of the downlink/uplink physical to logical resource mapping concept [2]
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value of DCASSB0 is explicitly signaled in the secondary superframe header to indicate the number of
sub-bands in unsigned binary format. The Downlink mini-band CRU Allocation Size (DCASMB0) is
sent in the secondary superframe header only for partition FP0 whose value depends on the system
bandwidth. As an example, the number of sub-band CRUs for FP0 is given by LSB�CRU�FP0 ¼
N1DCASSB0. The mapping between DCASMB0 and the number of mini-band CRUs for FP0 for system
bandwidths of 5, 10, and 20 MHz are given in reference [2] and are summarized in Table 9-3.

The downlink DRUs are used to form 2-stream distributed LRUs via sub-carrier permutation. The
sub-carrier permutation defined for downlink distributed resource allocations within a frequency
partition spreads the sub-carriers of the DRU across the entire distributed resource allocation. The

PRU
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47

0
1
2
3
8
9
10
11
16
17
18
19
24
25
26
27
32
33
34
35
40
41
42
43
4
5
6
7

12
13
14
15
20
21
22
23
28
29
30
31
36
37
38
39
44
45
46
47

PRUSB

0
1
2
3
8
9
10
11
16
17
18
19
24
25
26
27
32
33
34
35
40
41
42
43
4
5
6
7

PPRUMB

12
20
28
36
44
13
21
29
37
45
14
22
30
38
46
15
23
31
39
47

FP0
0
1
2
3
12
20
28
36
44
13
21
29

FP1
8
9
10
11
16
17
18
19
37
45
14
22

FP2
24
25
26
27
32
33
34
35
30
38
46
15

FP3
40
41
42
43
4
5
6
7
23
31
39
47

CRU(FP0)
0
1
2
3
20
21

DRU(FP0)
12
28
36
44
13
29

CRU(FP1)
8
9
10
11
16
17
18
19

DRU(FP1)
37
45
14
22

CRU(FP2)
24
25
26
27
32
33
34
35

DRU(FP2)
30
38
46
15

CRU(FP3)
40
41
42
43
4
5
6
7

DRU(FP3)
23
31
39
47

48
 P

hy
si

ca
l R

es
ou

rc
e 

U
ni

ts

48
 L

og
ic

al
 R

es
ou

rc
e 

U
ni

ts

Sub-band 
Partitioning

Mini-band 
Permutation

Frequency 
Partitioning

CRU/DRU
Allocation

Sub-carrier 
Permutation

Multi-cell Procedure

PRUSB

PRUMB

FIGURE 9-23

An example of the procedure for formation of downlink CRUs and DRUs for 10 MHz bandwidth [2]
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Table 9-3 Summary of Downlink Subchannelization and Permutation Parameters [2]
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granularity of the sub-carrier permutation is equal to a pair of sub-carriers. After mapping all pilots, the
available sub-carriers are used to define the distributed LRUs. To allocate the LRUs, the remaining
sub-carriers are paired into adjacent tone-pairs. Each LRU consists of a group of tone-pairs. Let’s
assume that there are NRU DRUs. A permutation sequence PermSeq(.) for the distributed group is
defined and the subchannelization for downlink distributed resource allocations is performed using the
following procedure. The permutation sequence is of length LDRU-FPi and is determined by SEED ¼
{343IDcell}mod 210, where the IDcell parameter is the cell identifier associated with the serving cell.
The permutation sequence is generated by the random sequence generation algorithm specified in
reference [2]. For the kth OFDM symbol in the subframe:

1. Let nk denote the number of pilot sub-carriers in the kth OFDM symbol within a PRU, allocate nk
pilots in the kth OFDM symbol within each PRU;

2. Let NRU denote the number of DRUs within the Frequency Partition (FP), renumber the remaining
NRU(Psc � nk) data sub-carriers of the DRUs and reorder from 0 to NRU(Psc � nk) �1 sub-carriers;

3. Group these contiguous and logically renumbered sub-carriers into NRU(Psc � nk)/2 pairs and
renumber them from 0 to NRU(Psc � nk)/2 � 1;

4. Apply the sub-carrier permutation formula with the permutation sequence PermSeq(.) or data sub-
carrier pairs;

5. Map each set of logically contiguous (Psc � nk) sub-carriers into distributed LRUs and form a total
of NRU distributed LRUs.

There is no sub-carrier permutation defined for the downlink localized resource allocations. The CRUs
are directly mapped to the sub-band and mini-band LRUs within each frequency partition. Example
procedures for formation of downlink CRUs and DRUs for 10 MHz bandwidth are illustrated in
Figures 9-23 to Figure 9-25.

The guard sub-carriers between contiguous frequency channels can be utilized for data trans-
mission, if the sub-carriers from adjacent frequency channels are precisely aligned. In mixed mode
operation, the legacy channel raster of 250 kHz is maintained [6]. The channel raster is the frequency
steps/increments that a mobile device will use when scanning for the desired downlink RF carrier. The
frequency separation of contiguous RF carriers used for carrier aggregation must be an integer multiple
of the OFDM sub-carrier spacing. In order to align the sub-carriers associated with adjacent frequency
channels, a frequency offset can be applied to the center frequency. The guard sub-carriers can be
utilized for data transmission, if the information of the available guard sub-carriers suitable for data
transmission is communicated to the mobile station. This information includes the number of available
sub-carriers in the upper and lower band edges.

As shown in Figure 9-26, the guard sub-carriers between adjacent RF carriers are grouped to
form an integer multiple of PRUs. The structure of a guard PRU is identical to downlink subchannel
structures. The guard PRU is used as a mini-band CRU at partition FP0 for data transmission only.
The number of useable guard sub-carriers is predefined, and is known to both MS and BS based on
the RF carrier bandwidth. The number of guard PRUs in the left and right edges of each RF carrier
are shown in Table 9-2. The number of guard PRUs in the left and right edges of the RF carrier are
denoted by NLG-PRU and NRG-PRU, respectively. The total number of guard PRUs are NG-PRU ¼ NLG-

PRU þ NRG-PRU. It must be noted that when an RF carrier occupies the left-most segment of the
spectrum among a number of contiguous RF carriers, the number of guard PRUs in the left edge of
the carrier is zero. Furthermore, when an RF carrier occupies the right-most of segment of the
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An example of downlink sub-carrier permutation (KSB ¼ 7, FPCT ¼ 4, FPS0 ¼ FPSi ¼ 12, DFPSC ¼ 2,

DCASSB0 ¼ 1, DCASMB0 ¼ 1, DCASi ¼ 2, Idcell ¼ 2, BW ¼ 10 MHz, and 2 spatial streams) [2]
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spectrum among a number of contiguous RF carriers, the number of guard PRUs in the right edge of
the carrier is zero [2].

The left and right guard PRUs are denoted as G-PRUL[0], G-PRUL[2], ., G-PRUL[NLG-PRU � 1]
andG-PRUR[0], G-PRUR[0],., G-PRUR[NRG-PRU� 1], respectively, from the lowest frequency index.
The guard PRUs are indexed by interleaving G-PRUL and G-PRUR, i.e., G-PRU[i] ¼ G-PRUL[i/2] for
even-valued i and G-PRU[i]¼G-PRUR[(i� 1)/2] for odd-valued i, where i is an integer. If NLGPRU¼ 0,
then G-PRU[i]¼G-PRUR[i]. If NRG-PRU¼ 0, then G-PRU[i]¼G-PRUL[i]. TheNG-PRU guard PRUs are
used as mini-band LRUs, i.e., the mini-band LRUs at frequency partition FP0 with no permutation for
data transmission. The ith guard mini-band LRU is always allocated along with the last ith mini-band
LRU in partition FP0. In other words, when an MS with multicarrier support is provided, an allocation
including the last ith mini-band LRU in partition FP0 is allocated together with the ith guard mini-band
LRU.When the adjacent RF carrier is not an active carrier for theMS, the guard sub-carriers in between
active and non-active carriers are not utilized for data transmission. When the overlapped guard sub-
carriers are not aligned in the frequency domain, they are not used for data transmission.

9.8.2 Uplink Subchannelization and Permutation

The subchannelization schemes in the uplink are similar to the downlink with the exception of the
difference in permutation granularity. Similar to downlink, each uplink subframe is divided into
a number of frequency partitions (i.e., FPi, i ¼ 0, 1, 2, 3), where each partition comprises a set of
physical resource units across the number of OFDM symbols available in the subframe. Each
frequency partition can include localized and/or distributed physical resource units. Each frequency
partition can be used for different purposes, such as fractional frequency reuse.

A physical resource unit is the basic physical unit for resource allocation in the uplink which
contains Psc sub-carriers by NsymOFDM symbols. The Psc parameter is equal to 18 and the number of
OFDM symbols Nsym is equal to 6, 7, 5, or 9, depending on the type of subframe (i.e., type-1, type-2,
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An example of data transmission using guard sub-carriers [2]
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type-3, or type-4). Similarly, a logical resource unit is defined as the basic unit for distributed and
localized resource allocations which have the same size as a physical resource unit.

The size of logical resource units for uplink control channel transmission is the same as for the traffic
channel. Multiple users are allowed to share a control LRU. The effective number of data sub-carriers in
an LRU depends on the number of allocated pilots and control channel information fields. The
distributed resource units contain a group of sub-carriers that are spread across distributed resource
allocations within a frequency partition. The size of the DRU is equal to that of the PRU. The minimum
unit for forming the DRU in the uplink is a tile. The uplink tile size is 6� Nsym, where Nsym is the number
of OFDM symbols in the uplink subframe. The UL multi-cell resource mapping consists of sub-band
partitioning, mini-band permutation, and frequency partitioning, similar to the procedure described for
the downlink. The PRUs are first divided into sub-bands and mini-bands as illustrated in Figure 9-23.
Similar to downlink subchannelization, a sub-band comprises N1 adjacent PRUs and a mini-band
consists of N2 adjacent PRUs where N1 ¼ 4 and N2 ¼ 1. The sub-bands are suitable for frequency-
selective allocations as they can provide a continuous allocation of PRUs in the frequency-domain. The
mini-bands are suitable for frequency-diversity allocations and are permuted in the frequency-domain.

The number of sub-bands is denoted by KSB. The number of PRUs allocated to sub-bands is LSB ¼
N1 � KSB. The Uplink Sub-band Allocation Count (USAC) parameter is used to determine the value of
KSB, depending on the system bandwidth. The USAC parameter is broadcast via the secondary
superframe header. The remaining PRUs are allocated to mini-bands. The number of mini-bands in an
allocation is denoted by KMB. The number of PRUs allocated to mini-bands is LMB ¼ N2 � KMB. The
total number of PRUs is NPRU ¼ LSB þ LMB. The maximum number of sub-bands is given by the Nsub

where Nsub ¼ PNPRU=N1R. The relationship between USAC and KSB values for system bandwidths of
5, 10, and 20 MHz are given in reference [2].

The PRUs in the uplink are partitioned and reordered into two groups of sub-band PRUs (PRUSB)
and mini-band PRUs (PRUMB). The set of PRUSB and PRUMB are numbered from 0 to (LSB � 1) and
0 to (LMB � 1), respectively. The uplink mini-band permutation maps the set of PRUMB to the set of
Permuted PRUMBs (PPRUMB) to ensure frequency diversity is sufficiently utilized in each frequency
partition. The PRUSBs and PPRUMBs are allocated to one or more frequency partitions. By default,
only one frequency partition is present. The maximum number of frequency partitions is four and the
uplink frequency partition configuration information is transmitted via the S-SFH sub-packet 1 using
Uplink Frequency Partition Configuration (UFPC), whose value depends on the system bandwidth.
The Frequency Partition Count (FPCT) parameter defines the number of frequency partitions. The
Frequency Partition Size (FPSi) defines the number of PRUs allocated to the ith frequency partition
(i.e., FPi). The FPCT and FPSi parameters are determined from the UFPC, based on predefined
mappings given in reference [2]. The Uplink Frequency Partition Sub-band Count (UFPSC) parameter
defines the number of sub-bands allocated to FPi (for i> 0). If UFPC¼ 0, then UFPSC is set to 0. The
PRUFPi is mapped to a logical resource unit. Additional PRU and tile permutations are limited to the
PRUs within a frequency partition.

The mapping and permutation of CRUs and DRUs in each partition are performed on a sector-
specific basis. Let LSB-CRU-FPi and LMB-CRU-FPi denote the number of allocated sub-band CRUs and
mini-band CRUs for FPi (i > 0). The total number of allocated CRUs in a unit of sub-bands within FPi
(for i > 0) is given by uplink CRU allocation size UCASi. The number of sub-band and mini-band
CRUs in FP0 is given by UCASSB0 and UCASMB0 in integer multiples of sub-band and mini-band,
respectively. The value of UCASSB0 is broadcast in the S-SFH for FP0. An uplink mini-band CRU
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allocation size UCASMB0 parameter is sent in the S-SFH only for partition FP0 depending on system
bandwidth. The number of sub-band-based CRUs for FP0 is given as LSB�CRU�FP0 ¼ N1 � UCASSB0.
A summary of uplink subchannelization and permutation parameters are given in Table 9-4.

Figure 9-27 illustrates an example of the sub-band partitioning, mini-band permutation, frequency
partitioning, and cell-specific resource mapping (CRU/DRU allocation) procedures for a 10 MHz
system bandwidth. In this example, KSB ¼ USAC ¼ 7, FPCT ¼ 4, FPSi ¼ 12 (for i > 0), UFPSC ¼ 2,
UCASSB0 ¼ 1, UCASMB0 ¼ 1, UCASi ¼ 2, and IDcell ¼ 2. An example uplink tile permutation is
further shown in Figure 9-28.

Each of the DRUs of a UL frequency partition is divided into three tiles of six adjacent sub-carriers
over Nsym OFDM symbols. The tiles within a frequency partition are collectively tile-permuted to
obtain frequency-diversity across the allocated resources. The tile permutation allocates physical tiles
of the DRUs to logical tiles of subchannels.

The distributed LRUs in each uplink frequency partition may be further divided into data, band-
width request, and feedback regions. A feedback region consists of feedback channels that can be used
for both HARQ ACK/NACK and fast-feedback. In a multicarrier system with active downlink-only RF
carriers, the primary UL RF carrier may contain multiple feedback regions for the primary downlink
RF carrier and the active downlink-only RF carriers. The primary uplink RF carrier should contain one
feedback region corresponding to each DL RF carrier with predefined mapping. The allocation order
of data channels and UL control channels are UL HARQ feedback channels, UL fast-feedback
channels, UL bandwidth request channels, and UL data channels. If fractional frequency reuse is used
in a UL subframe, the UL control channels can be allocated in the reuse-1 partition or the highest-
power reuse-3 partition.

The number of bandwidth request channels in frequency partition FPi in a UL subframe is NBWR

where the value of NBWR is 1 in MZone and 2 in LZone with UL-PUSC. In MZone, the bandwidth
request channels are of the same size as LRUs, i.e., three 6� 6 UL tiles. In the LZone with a UL-PUSC
subchannelization scheme, the bandwidth request channels consist of three 4 � 6 UL tiles. Note that
the UL tile granularity is different for the new and the legacy zones. The bandwidth request channels
use LRUs constructed after the tile permutation. Let UL_FEEDBACK_SIZE denote the number of
distributed LRUs in frequency partition FPi that are reserved for feedback channels, the number of
feedback channels in frequency partition FPi is then LFB-FPi ¼ NFB � UL_FEEDBACK_SIZE, where
NFB is 3 in MZone and 4 in the LZone with UL-PUSC.

The primary and secondary fast-feedback channels are formed by three permuted 2 � 6 Feedback
Mini-Tiles (FMT) where a feedback mini-tile is a subdivision of the IEEE 802.16m UL tile (i.e., 2 sub-
carriers by 6 OFDM symbols). The feedback mini-tile reordering procedure is as follows:

1. The uplink tiles in the distributed LRUs reserved for feedback channels are divided into 2 � 6
feedback mini-tiles. The FMTs are numbered from 0 to 3 � LFB-FPi � 1;

2. A mini-tile reordering is applied to the available 2 � 6 FMTs to obtain the reordered FMTs;
3. Each group of three consecutive reordered FMTs form a feedback channel.

The HARQ feedback channel is used to transmit six HARQ feedback channels. The number of HARQ
feedback channels is denoted by the LHFB-FPi parameter. A pair of HARQ feedback channels is formed
by three 2 � 2 reordered HARQ Mini-Tiles (HMT), where a HARQ mini-tile is a subdivision of the
IEEE 802.16m UL tile (i.e., 2 sub-carriers by 2 OFDM symbols). The HMTs reordering procedure and
the construction of the HARQ feedback channel are described below and illustrated in Figure 9-29.
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Table 9-4 Summary of Uplink Subchannelization and Permutation Parameters [2]
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An example procedure for the formation of uplink CRUs and DRUs for 10 MHz bandwidth [2]
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FIGURE 9-28

An example of uplink tile permutation (BW ¼ 10 MHz, KSB ¼ 7, FPCT ¼ 4, FPS0 ¼ FPSi ¼ 12, UFPSC ¼ 2,

UCASSB0 ¼ 1, UCASMB0 ¼ 1, UCASi ¼ 2, IDcell ¼ 2, and Subframe Index ¼ 0) [2]
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FIGURE 9-29

The location and structure of various uplink subchannels in IEEE 802.16m [2]
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1. Each 2 � 6 reordered FMT is divided into three serially-indexed 2 � 2 HMTs. The HMTs are
numbered from 0 to 3 � LHFB-FPi � 1;

2. A reordering is applied to the HMTs to obtain the reordered HMTs;
3. Each group of three consecutive reordered HMTs forms a pair of HARQ feedback channels.

In FDD mode, there is one HARQ feedback region in each UL subframe. In TDD mode, the HARQ
feedback channel in the UL subframe Lmay be associated with the DL bursts in several DL subframes
whose indices are denoted byM¼ {m0,m1,.,mK � 1}, wherem0<m1<.<mK � 1. The number of
HARQ feedback regions is equal to the size of setM. For DL bursts starting at subframe mk, the index
of the associated HARQ feedback region is in the order of mk in setM, with index zero corresponding
to the first HARQ feedback region. Within each HARQ feedback region, the index for the HARQ
feedback channel is calculated as follows. For persistent allocation, the index k is specified in the DL
Persistent Allocation A-MAP IE. A primary or secondary fast-feedback channel consists of one
feedback channel, which is allocated after the HARQ feedback regions.

In TDD systems, when the legacy mobile stations are supported in the uplink using a legacy UL-
PUSC subchannelization scheme, the new and legacy uplink regions are frequency-division multi-
plexed and a new tile structure is used for the new resource allocations. The uplink tile consists of four
consecutive sub-carriers over six OFDM symbols. The partitioning of the transmission bandwidth
between the legacy and new systems is dynamic; however, the size of the frequency regions is not
frequently changed, since the variation in bandwidth of the legacy uplink control channels requires
signaling through the legacy uplink channel descriptor which is sent every second. The sub-carriers of
an OFDM symbol are grouped into Ng-left left-guard sub-carriers, Ng-right right-guard sub-carriers, and
Nused data/pilot sub-carriers. The DC sub-carrier is not used. The Nused sub-carriers are divided into
multiple UL-PUSC tiles (see Figure 9-30 for the structure of the UL-PUSC tile). The uplink sub-
channelization procedure can be described as follows, and has been depicted in Figure 9-31:

1. All usable sub-carriers are divided into UL-PUSC tiles over the legacy system uplink bandwidth.
As an example, shown in Figure 9-31, in the 10 MHz bandwidth, there are 840 sub-carriers and
thereby there are 210 UL-PUSC tiles.

2. The UL-PUSC subchannelization procedure (i.e., physical to logical resource mapping) as defined
in reference [1] is performed. Given the previous example, there are 35 UL-PUSC subchannels
where each UL-PUSC subchannel consists of six UL-PUSC tiles.

3. The available subchannels in the new frequency zone are identified through subchannel bitmap
information broadcast by the AAI_SCD MAC management message.

4. All UL-PUSC tiles of specified subchannels from step 3 are extended in the time-domain from
three OFDM symbols to Nsym OFDM symbols where Nsym ¼ 6 or 9, depending on the subframe
type. The time extension is done by concatenating two or three contiguous UL-PUSC tiles to
form a new UL-PUSC tile.

5. Based on the number of subchannels obtained in step 3 with the symbol-extended tiles of step 4, the
DRUs for the new subchannels are formed.

6. Steps 4 and 5 are repeated for the remaining OFDM symbols of each uplink subframe. Note that the
tile permutation is performed over the extent of an uplink subframe.

7. Renumber the distributed LRU index in reverse order of UL-PUSC subchannel index. The tile
indexing is the same as the legacy indexing method.
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9.9 PILOT STRUCTURE AND CHANNEL ESTIMATION
The transmission of pilot sub-carriers in the downlink and uplink is required to allow channel
estimation, measurements of channel quality indicators such as the SINR, frequency offset esti-
mation, etc. To optimize the system performance in different propagation environments and
applications, IEEE 802.16m supports both common (to all or group of users) and dedicated (to
a single user) pilot structures. The common pilot structures can be used by all users and the pilots
can be precoded (using a non-adaptive fixed precoding) similar to the data sub-carriers within the
same resource block. The dedicated pilots can be used with both localized and distributed allo-
cation, and are associated with a specific resource allocation which can be used by the users that are
assigned to the specific resource block and therefore are precoded or beam-formed (adaptive pre-
coding) in the same way as the data sub-carriers of the resource block. The pilot structure is defined
for up to eight streams in the downlink and up to four streams in the uplink, using a unified
structure for common and dedicated pilots. The pilot density scales with the number of transmit
streams; however, there is not necessarily equal pilot density per OFDM symbol on the downlink/
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An illustration of uplink subchannelization when supporting legacy TDD system [2]
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uplink subframes. Furthermore, within the same subframe, there is an equal number of pilots for
each PRU of a data burst assigned to an MS.

9.9.1 Pilot Structure Design Criteria

In this section we briefly discuss the theoretical criteria for efficient pilot pattern design for
OFDM systems. Pilot-based channel estimation is to use the channel samples estimated at the pilot
tones to reconstruct channel samples at the remaining data tones. As a result, the pilot pattern
design is essentially a conventional sampling rate selection problem in two-dimensional signal
processing. In order to avoid aliasing during reconstruction of the channel time-frequency func-
tion, the pilot tone selection should follow the two-dimensional sampling theorem. When multiple
antennas are used, the receiver must estimate the channel impulse response (or the transfer
function) from each of the transmit antennas in order to correctly detect the signal. This is
achieved through distributing reference signals (or pilot tones) or MIMO midamble among the
transmit antennas.

Let 1/Tu and Ts denote the sub-carrier spacing and the OFDM symbol duration (inclusive of
the guard interval), respectively. Let’s further assume that the pilot sub-carriers are transmitted at
integer multiples of sub-carrier spacing and OFDM symbol duration in frequency and time
directions, respectively (i.e., fp ¼ m/Tu and Tp ¼ nTs where m and n are integers). The (m, n) pair
represent the pilots’ separation in terms of sub-carrier spacing and OFDM symbol duration. From
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An illustration of an FDM-based PUSC subchannelization procedure [2]
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the sampling theorem point of view, the channel’s two-dimensional delay-Doppler response h(s, n)
can be fully reconstructed, if the two-dimensional transform function H(t, f) is sampled at greater
than or equal to the Nyquist rate across time and frequency dimensions. Hence, the time-domain
sampling rate must be greater than or equal to the channel’s maximum Doppler spread, i.e., Tp �
1/nmax (the sampling rate in time must be less than the coherence time) and the frequency-domain
sampling rate must be greater than or equal to the channel’s maximum delay spread, i.e., fp � 1/s max

(the sampling rate in frequency must be less than the coherence bandwidth). Assuming a
wide-sense stationary uncorrelated scattering channel model and assuming the channel to be
constant over one OFDM symbol, the frequency response H(t, f) of the L-path channel is given
as [46–48]:

Hðt; f Þ ¼ 1ffiffiffi
L

p
XL
l¼ 1

e jðjlþ2pnlt�2pf slÞ (9-18)

Where j1, n1, and s1 denote the phase, Doppler frequency, and delay of the lth path, respectively. All of
these parameters are independent random variables. In general, the pilot signals are over-sampled in
order to ensure a good trade-off between performance and overhead. Therefore, the choice of (m, n)
depends on the channel’s maximum delay spread and maximum Doppler spread and must satisfy the
following equation according to the two-dimensional sampling theorem [25]:

n � 1

2Tsnmax

m � Tu
2smax

(9-19)

It should be noted that the pilot density for a regular pattern can be calculated using Equation (9-19).
From Equation (9-19), it can be seen that for large values of nmax (i.e., large Doppler spread or
alternatively small channel coherence time means that channel is time-varying), n should be small in
order to appropriately track channel time variations. On the other hand, for large values of s max (i.e.,
large delay spread or alternatively small coherence bandwidth means that channel is frequency-
selective), m should be small in order to follow channel frequency variation closely. In a regularly-
spaced pilot pattern, the pilot symbols are evenly spaced in frequency and in time.

Using the default OFDM symbol duration and the sub-carrier spacing given in Table 9-2 (OFDMA
parameters Ts ¼ 102.86 ms and 1/Tu ¼ 10.94 kHz), and assuming that the channel maximum delay
spread smax ¼ 5 ms for the radio channels under consideration in the IEEE 802.16m evaluation
methodology document, the most appropriate range for the values of (m,n) can be determined. Since
the IEEE 802.16m system is required to support vehicle speeds up to 350 km/h, the maximum Doppler
spread is estimated as nmax z 810 Hz at 2.5 GHz RF carrier frequency. From Equation (9-19) and the
above design parameters, the following pilot spacing constraints are obtained n � 6, m � 9.
Figure 9-32 illustrates a regularly-spaced two-dimensional pilot pattern for one spatial stream in the
time frequency-domain where n ¼ 4 and m ¼ 5. The above criteria can be generalized to the case of
multiple transmit antennas where each transmit antenna (alternatively known as antenna port) is
associated with a group of pilot sub-carriers.

In the case of irregular pilot patterns, the pilot symbols can be irregularly placed in time, in
frequency, or in both. The irregular patterns can be chosen according to certain criteria, each yielding
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a specific pattern. Other important considerations in the design of pilot structures for support of multi-
antenna OFDMA systems include the following:

� Identical pilot pattern for each physical resource block: pilot spacing in time and frequency must be
in proportion to the resource block size. If the location of the pilot tones within a resource block is
not maintained the same across all resource blocks within the system bandwidth, or alternatively
the pilot sub-carriers have different positions within each resource block, the filtering and
interpolation operations during channel estimation become excessively complex.

� Pilot density: proper pilot overhead must be considered as a trade-off between accurate channel
estimation under various mobility conditions and higher throughput.

� Types of pilots: pilots are typically classified as common and dedicated. Each MS in the cell can
estimate the channel over the entire bandwidth using the common pilots, while dedicated pilots in
the MS-assigned resource block can be used for channel estimation over a fraction of the total
bandwidth. In conventional MIMO schemes, the dedicated pilots are typically adaptively precoded.
The dedicated pilots can be used in conjunction with common pilots or replace the common pilots.

� Pilot power boosting: in general, the power of pilot sub-carriers is boosted relative to data sub-carriers
in order to enhance the channel estimation with pilot hopping or shifting. To avoid cross-symbol
power fluctuation when using pilot boosting, it is desirable to place the pilot sub-carriers regularly
on every symbol or to employ power adjustment for data sub-carriers over a symbol.
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An example of a regular pilot pattern for one spatial stream with n ¼ 4 and m ¼ 5
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� Per antenna power balance:when usingmultiple transmit antennas, it is important tomaintain balanced
power distribution across antennas. For this purpose, if there are two transmit antennas, each OFDM
symbol should contain the same number of pilot tones associated with different antenna ports.

As an example and by taking the above additional criteria into consideration, the structure and link-level
performance (i.e., bit error rate versus SNR curves) of several hypothetical common pilot patterns for
two transmit antennas and two different multi-antenna transmission schemes are shown in Figure 9-33.
In this example, the pilot overhead of type A and type B patterns is 11.11% (i.e., 5.5% per antenna port)
and the transmit power per antenna is balanced. The type C pilot pattern has unbalanced power across
antennas and symbols. The pilot tone powers have been boosted by 3 dB relative to data sub-carriers.

The accuracy of channel estimation using common pilots affects the performance of downlink/
uplink data and control channel decoding. Figure 9-33 shows the link-level performance of spatial
multiplexingwith the example pilot patterns, where type B provides the best performance under low and
highmobility conditions. The ideal channel estimation is used as a reference. Also shown in Figure 9-33
is the link-level performance of space-frequency block codes with the example pilot patterns. In this
case, type A outperforms the other structures. It can be concluded that type A is the best among the three
example patterns. Note that the example pilot patterns satisfy the sampling theorem constraint of
Equation (9-19). This example underlines the criteria for the design of robust and high performance pilot
structures forOFDMAcellular systemoperation in awide range ofmobility and channel conditions. The
time/frequency characteristics of a number of typical radio channel models, mobility classes, and the
associated time-frequency sampling rate requirements are summarized in Table 9-5.

9.9.2 Downlink Pilot Structure

The IEEE 802.16m downlink pilot patterns have been designed based on the principles that were
described in the previous section. The pilot patterns are specified within a physical resource unit. The
downlink pilot patterns used for data transmission for one and two spatial streams (dedicated and
common types) are shown in Figure 9-34with the sub-carrier index increasing from top to bottom and the
OFDMsymbol index increasing from left to right. In Figure 9-34, the pilot tones aremarkedwith Piwhere
index i denotes the antenna port number. Note that there is at least one pilot tone on everyOFDM symbol.
The pilot density for one and two data streams is 5.5% and 11.11%, respectively. It must be further noted
that the pilot structures in Figure 9-34 are distinguished based on the number of spatial streams and the
number of transmit antenna ports. When a single data stream is transmitted from two antennas, the pilot
tones for each antenna port are located in non-overlapping positions in the physical resource unit and the
tones corresponding to pilots of the other antenna port are used for data transmission; therefore, the pilot
density per antenna port remains the same and equal to 5.5%. However, if dual data streams are trans-
mitted from two antennas, the tones corresponding to pilots of the other antenna port are blank and not
used for data transmission, therefore reducing the interference of data sub-carriers with pilot tones of the
other antenna port. The null sub-carriers are marked with “X” in Figure 9-34. The pilot patterns for four
and eight data streams are shown in Figure 9-35. The pilot pattern of the type-3 subframes (five OFDM
symbols) is obtainedby deleting the lastOFDMsymbol of the type-1 subframe (sixOFDMsymbols). The
pilot pattern of the type-2 subframes (seven OFDM symbols) is obtained by repeating the first OFDM
symbol of the type-1 subframe at the end of the subframe.

A Collision-Free Interlaced Pilot (CoFIP) pattern is specifically designed for use in the type-1 open-
loop MIMO region (see Section 10.5) to reduce inter-cell interference. Figure 9-36 shows the CoFIP
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Channel estimation accuracy of various pilot patterns for two transmit antennas and QPSK 1/2 in different

mobility and channel conditions [123]
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pilot pattern for subframes consisting of six OFDM symbols. The index of the pilot pattern set used by
a particular BS with IDcell ¼ k is denoted by Pk ¼ (k mod 3). The index of the pilot pattern set is deter-
mined by the IDcell. For subframes consisting of seven OFDM symbols, the first OFDM symbol which
contains pilot sub-carriers and null sub-carriers in each pilot pattern set is inserted as the seventh symbol.
Note that in order to reduce the inter-cell interference due to overlapping data and pilot sub-carriers, the
pilot sub-carriers used by another base station/sector are made null and not used. The difference of this
pilot pattern with the cyclically-shifted interlaced pilot pattern is that in the latter the overlapping locations
of pilot sub-carriers used by other base stations/cells can be used for data transmission.

To overcome the effects of pilot interference among the neighboring sectors or base stations, an
interlaced pilot structure is utilized in the downlink by cyclically shifting the base pilot pattern such
that the pilots of neighboring cells do not overlap. The base pilot patterns used for two downlink data
streams are shown in Figure 9-37 with the sub-carrier index increasing from top to bottom and the
OFDM symbol index increasing from left to right. The index of each pilot sub-carrier indicates the
corresponding pilot stream (or the antenna port). The interlaced pilot patterns are used by different BSs
for one and two data streams. Each BS selects one of the three pilot patterns. The index of the pilot
pattern used by a particular BS with cell identifier IDcell is denoted by Pk ¼ PIDcell=256R. For
a single data stream, each BS has the choice of selecting one of the two possible locations for the pilot
tone, depending whether the value of its cell identifier is even or odd (i.e., IDcellmod2).

For three-stream MIMO transmissions, the first three of the four pilot streams will be used and the
unused pilot tones are allocated for data transmission.Once again, the pilot pattern of the type-3 subframe
is obtained by deleting the third OFDM symbol of the type-1 subframe. The pilot pattern of the type-2
subframe is obtained by adding the third OFDM symbol of the type-1 subframe to the end of the type-1

Table 9-5 Characteristics of Typical Radio Channel Models

Channel Model
RMS Delay
Spread (ns) nRMS

Maximum Delay
Spread (ms) smax

Maximum Sampling
Rate in Frequency
(Number of Sub-
carriers) Tu

2smax

ITU-T Pedestrian A (PedA) 45 0.41 112

ITU-T Pedestrian B (PedB) 750 3.7 13

ITU-T Vehicular A (VehA) 370.4 2.51 19

ITU-T Vehicular B (VehB) 4000 20 3

Typical Urban 6-Ray Model (TU) 1000 5 10

Vehicular Speed Range (km/h)

Maximum
Doppler Spread
(Hz) nmax

Coherence Time
(ms) Tc

Maximum Sampling
Rate in Time
(Number of OFDM
Symbols) 1

2Tsnmax

0–15 w 27.78 15.23 175

15–120 w 222.22 1.90 22

120–350 w 648.15 0.65 8
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subframe. Thepilot patterns for eight downlink data streams are shown inFigure 9-35with the sub-carrier
index increasing from top to bottom and the OFDM symbol index increasing from left to right.

The demodulation pilots or reference signals in a downlink PRU for a given antenna port are pre-
coded in the same way that data tones on the same stream in that PRU are precoded. In a distributed
LRU, the data transmitted in a PRU on a given stream may be sent to several mobile stations, but in
different tones using the same precoder. Two pilot streams are transmitted in the distributed LRUs inside
or outside the open-loop regioniii regardless of what data is transmitted by the BS in all distributed
LRUs. The precoder may be adaptive (user-specific) or non-adaptive (non-user-specific) depending on
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Pilot structures for single and dual spatial streams [2]

iiiAn open-loop region with k � min(Nt, Nr) MIMO streams is defined as a time-frequency resource using the k stream’s
pilot pattern and a given open-loop MIMO mode without rank adaptation. The open-loop region allows base stations to
coordinate their open-loop MIMO transmissions in order to create a stable interference environment where the precoders
and number of MIMO streams are not time-varying. The LRUs used for the open-loop region are identified in AAI_SCD
MAC control message. These LRUs are aligned across cells. A limited set of open-loop MIMO modes are allowed for
transmission in the open-loop region.
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the downlink MIMO mode. Non-adaptive precoders are determined according to the MIMO mode, the
number of data streams, the type of LRU, operation inside or outside the open-loop region, and the
physical index of the sub-band or mini-band where the precoder is applied. In multi-user MIMO
transmissions using a contiguous LRU, each pilot stream is dedicated to one MS. The MS uses its
dedicated pilot stream for channel estimation within the allocated resources. Other pilot streams may be
used for inter-stream interference estimation. The total number of streams in the transmission and the
index of the dedicated pilot stream are indicated in the DL Basic Assignment A-MAP IE, DL Persistent
Allocation A-MAP IE, or DL Sub-band Assignment A-MAP IE. The channel estimation for demod-
ulation of data burst at an MS is performed by taking the following rules into consideration:

� The dual stream non-adaptively precoded common pilots across the distributed LRU should be used
for channel estimation by all mobile stations allocated a burst in the distributed LRU. Within each
frequency partition, all pilots are shared by all mobile stations for demodulation in the distributed
LRU. Only the pilots located within a physical sub-band should be used for channel estimation
within that sub-band.

� The MS should use its dedicated pilot streams for channel estimation in the contiguous allocation.
The pilots are not shared by mobile stations for demodulation in contiguous LRU whether they are
non-adaptively or adaptively precoded.
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Pilot structure for 4 and 8 spatial streams [2]
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MIMO feedback measurements make use of non-precoded and/or precoded pilots at the MS. For
MIMO feedback reports requested with a MIMO feedback mode for operation in an open-loop
region, measurements are conducted on the k � min(Nt, Nr) streams non-adaptively precoded
pilots in that open-loop region. All pilots are shared by all mobile stations for MIMO feedback
measurements in each open-loop region. The wideband Channel Quality Indicator (CQI)iv reports
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Collision-free interlaced pilot pattern for subframe type 1 [2]

ivChannel Quality Indicator (CQI) is a measure of quality of wireless channels as experienced by a mobile station. The CQI
metric can be expressed as a value (or values) representing a measure of channel quality for a given channel. Typically,
a high value CQI is indicative of a channel with high quality. The CQI for a communication link can be computed by
making use of performance metric such as a signal-to-noise ratio, signal-to-interference plus noise ratio, etc. These values
and others can be measured for a given channel and then used to compute a CQI for the channel. The CQI for a given
channel is dependent on the physical transmission scheme used by the communication system. In communication systems
which make use of multiple-input multiple-output and space-time coding schemes, the CQI can also be dependent on
receiver type, MIMO mode, etc. Other factors that may be taken into account in CQI are performance impairments, such as
Doppler shift, channel estimation error, interference, etc.
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inside an open-loop region are averaged over the open-loop region pilots. For MIMO feedback
reports requested with a MIMO feedback mode for operation outside the open-loop region,
measurements are conducted on the downlink MIMO midamble. The wideband CQI reports
outside the open-loop region (i.e., measurements on MIMO midamble) are averaged over the
frequency partition indicated by the Frequency Partition Indicator (FPI) parameter in Feedback
Allocation A-MAP IE. For reports requested with a MIMO feedback mode for open-loop MIMO
operation, the MS should adjust the non-precoded MIMO channel estimated from the midamble
by applying it with the non-adaptive precoder according to the MIMO, the sub-band index, and
the MIMO rate. For reports requested with a MIMO feedback mode for closed-loop operation, the
MS should adjust the non-precoded MIMO channel estimated from the midamble with an esti-
mated adaptive precoder. The sub-band CQI reports inside and outside the open-loop region
should be reported for sub-bands in sub-band LRUs indicated by the secondary superframe
header.
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Interlaced pilots structures for two data streams [2]
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9.9.3 Uplink Pilot Structure

Uplink pilots within a logical resource unit are dedicated to each user and can be precoded or beam-
formed similar to data sub-carriers of that logical resource unit. The uplink pilot structure is defined for
up to four data streams. The pilot pattern may support variable pilot boosting factors. When pilots are
boosted, each data sub-carrier has the same transmission power across all OFDM symbols in
a resource block. Figure 9-38 shows the pilot structure for distributed logical resource units for single
and dual data streams. Note that the pilot patterns for UL contiguous LRUs are the same as those in the
downlink. For three data stream MIMO transmissions, the first three of the four pilot streams will be
used and the unused pilot stream is allocated for data transmission. The pilot pattern of type-4
subframes (i.e., uplink subframes with 9 OFDM symbols that are used when supporting legacy 8.75
MHz bandwidth) is derived from the type-2 subframe pattern. The first seven symbols of the type-4
subframe pilot patterns are identical to the type-2 subframe patterns. The last two symbols of the type-
4 subframe pilot patterns are generated by appending the first two symbols of the type-2 subframe pilot
patterns.
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Uplink Pilot Patterns for Basic Resource Units [2]
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9.10 MIMO MIDAMBLE
The pilot structures that have been discussed thus far were all narrowband type, i.e., the reference tones
only provide channel information for a fraction of the transmission bandwidth due to the fact that the
pilot sub-carriers are contained in physical or logical resource blocks. Some closed-loop MIMOmodes
require channel information over the entire transmission bandwidth. This information can only be
provided through non-precoded periodic wideband signals. The MIMO midamble is used for pre-
coding matrix index selection in closed-loop MIMO. For open-loop MIMO, the midamble can be used
to calculate the channel quality indicator. The MIMO midamble is transmitted in every radio frame in
the second downlink subframe. The midamble signal occupies the first OFDM symbol in a DL type-1
or type-2 subframe. For the type-1 subframe, the remaining five consecutive OFDM symbols form
a type-3 subframe. For a type-2 subframe, the remaining six consecutive OFDM symbols form a type-1
subframe. The MIMO midamble signal transmitted by the BS antenna is described as follows:

sðtÞ ¼ Re
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(9-20)

Where the ak coefficients modulate sub-carriers in the midamble symbol and are defined as follows:

ak ¼

8>>><
>>>:

2:18f1� 2Gð½k þ uþ DðNFFT Þ�mod NFFT Þg ksNused�1
2 ; ðk � sÞmod 3Nt

¼ 3gþ
�
PIDcell256 Rþ P k�s

N1�Nsc
R

mod 3Þ

0 otherwise

(9-21)

where k is the sub-carrier index 0 � k � Nused � 1, Nused is the number of used sub-carriers, Nt is
a number of transmit antennas, G(x) is the Golay sequencev (0 � x � 2047), NFFT is the FFT size, u is
a shift value (0 � u � 127) u ¼ IDcell mod 256, D(NFFT) is an FFT size-specific offset, g is the BS
transmit antenna index ranging from 0 to Nt � 1, Nt is the number of BS transmit antennas, parameter
s ¼ 0 for k � (Nused � 1)/2 and s ¼ 1 for k > (Nused � 1)/2, and n is the frame number [2]. The IDcell

vGolay sequences are pair of sequences with complementary autocorrelation functions. They were introduced as a pair of
complementary binary sequences, which have the property that the sum of their autocorrelation functions equals zero for all
time shifts, except zero. Mathematically complementary sequences a(n) and b(n) of length N can be defined by
RaðkÞ þ RbðkÞ ¼ 0cks0 and RaðkÞ þ RbðkÞ ¼ 2N; k ¼ 0 where Ra(k) and Rb(k) are the autocorrelation functions of a
(n) and b(n) sequences. Binary complementary sequences are typically of length 2N although some even lengths that can be
expressed as a sum of two squares were introduced. Several recursive and non-recursive methods for generating
complementary sequences have been proposed. The recursive methods are based on the following algorithm: an ¼ [an � 1,
bn � 1] and bn ¼ [an � 1,�bn � 1] where the operator [ ] denotes concatenation of sequences, and an and bn represent
a complementary pair of length 2n. The number of different Golay sequences is large and increases rapidly with N, the
sequence length. The number of different sequences of length 2N is N! 2N/2. Golay sequences have very good aperiodic
autocorrelation properties. Golay sequences have the property that their spectral peaks are no more than 3 dB larger than
the average of the spectrum [42].
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is derived from the secondary preamble. The physical structure of MIMO midamble is shown in
Figure 9-39 for four transmit antennas and IDcell ¼ 0.

9.11 PILOT-BASED CHANNEL ESTIMATION
While perfect knowledge of the radio channel can be used to find an upper bound for system perfor-
mance, such knowledge is not available in practice, and the channel needs to be frequently estimated.
Channel estimation can be performed invariousways using frequency and/or time correlation properties
of the wireless channel, blind or pilot (reference signal) based, adaptive or non-adaptive, etc. Non-
parametric methods attempt to estimate the frequency response without relying on a specific channel
model. In contrast, the parametric estimationmethods assume a certain channelmodel and determine the
parameters of this model. Spaced-time and spaced-frequency correlation functions, discussed earlier,
are specific properties of the channel that can be incorporated in the estimation method, improving the
quality of estimations. Pilot-based estimation methods are the most commonly used methods in OFDM
systems, and are applicable in systemswhere the sender transmits some known signal. Blind estimation,
on the other hand, relies on some properties of the signal and is rarely used in practical OFDM systems.
Adaptive channel estimation methods are typically used for a rapidly time-varying channel.

In this section, we describe a generic pilot-based non-adaptive channel estimation method. In
a linear time-invariant AWGN channel, the relationship between transmitted signal Xk, k ¼ 0,1, .,
NFFT� 1and received signal Yk can be expressed as Yk¼ Hk Xkþ Zk where Zk is the frequency-domain
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Structure of MIMO midamble in time and frequency [2]
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noise sampled at the kth sub-carrier frequency and Hk is the channel transfer-function sampled at the
kth sub-carrier frequency. To estimate the channel, pilot symbols are used. Let’s assume that every pth
sub-carrier contains known pilot symbols Xpk, kp¼ 0, p, 2p,., Np � 1 where Np is the total number of
pilot sub-carriers across frequency. Using the known pilot symbols Xpk and the received symbols Ypk
sampled at pilot sub-carriers, the channel transfer function bHk sampled at pilot sub-carriers is:

bHpk ¼ Ypk
Xpk

þ Zpk
Xpk

¼ Hpk þWpk (9-22)

whereWpk is a scaled-noise component at the pkth sub-carrier. Different methods, such as one- or two-
dimensional linear interpolation can be used to estimate the channel samples at other sub-carrier
frequencies.

Channel estimation in OFDM systems is a two-dimensional (2-D) problem, i.e., the channel
transfer function or channel impulse response is a function of time and frequency. Due to the
computational complexity of 2-D estimators, one-dimensional (1-D) channel estimation methods are
more practical. The idea behind 1-D estimators is to estimate the channel in one dimension (e.g.,
frequency) and then estimate the channel in another dimension (e.g., time), thus obtaining a 2-D
channel estimate. Linear interpolation is a simple method using channel sample estimates at pilot sub-
carriers. This is done by linearly interpolating the channel samples at the two nearest pilot sub-carriers.
Although linear interpolation provides some limited noise reduction of the channel estimates at data
locations (due to averaging function), it is the simplicity of the solution that is more attractive. It must
be noted that averaging window length (i.e., the number of pilots contained in the averaging window)
is inversely proportional to the coherence bandwidth of the channel. The one-dimensional linear
interpolation method estimates the channel by interpolating the channel transfer function betweenbHm;k and bHm;l (interpolation across frequency) or between bHm;k and bHn;k (interpolation across time).

The channel transfer function Hm,k at time frequency index (m,k) can be modeled as a linear
weighed sum of 2-D basic functions evaluated at the kth sub-carrier (frequency index) and at the mth
OFDM symbol (time index).

Hm;k ¼
XN�1

n¼ 0

anfnðm; kÞ (9-23)

Where fnðm; kÞdenotes the nth basis function sampled atmth OFDM symbol and at the kth sub-carrier,
an is the coefficient of the nth basis function, and N is number of basis functions used in the linear
model. By taking a one-dimensional approach, the above two-dimensional problem is reduced to one-
dimensional if one of the time or frequency indices is fixed.

Hk ¼
XN�1

n¼ 0

anfnðkÞ (9-24)

The channel samples at pilot sub-carriers shown in Equation (9-22) can be written as:

bHpk ¼
XN�1

n¼ 0

anfnðpkÞ þWpk (9-25)
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The above equation can be represented in matrix form as:2
666666664
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(9-26)

Alternatively using matrix notations the above equation can be rewritten as:

bH¼ Faþ z (9-26a)

The Least Square (LS) estimate of the coefficients are calculated by minimizing the squared distance
between the actual channel vector Hand the estimated channel vector bH as:

baLS ¼ ðFHFÞ�1
FH bH ¼ F�1 bH (9-27)

Where superscript H denotes conjugate transpose operation, hence:

bHk ¼
XN�1

n¼ 0

banfnðkÞ (9-28)

A number of different options exist while selecting the basic functions such as orthogonal poly-
nomials, Fourier series, discrete cosine transform function, discrete sine transform series, etc. There
are a number of reasons for using orthogonal polynomials, including ease of calculation ofFHF since
it becomes a diagonal matrix if matrixF is orthogonal, resulting in ease of calculation of ban

0s and the
inverse matrix (FHF)�1 with minimal computational complexity. The degree of orthogonal poly-
nomials can be increased without changes in recursive calculation of ban

0s. When applying the poly-
nomial-based channel estimation, a sliding window is typically used to estimate the channel. This is
done to avoid the use of high-order polynomials to estimate highly frequency-selective channels. The
sliding window approach allows for local approximations to the channel transfer function using
a window length larger than the polynomial order, providing a better estimate.

In a special case where the OFDM channel estimation symbols are transmitted periodically and all
sub-carriers over an OFDM symbol are used as pilots, the channel estimation algorithm is more
simplified. In this case, the receiver uses the estimated channel transfer function to decode the received
data within the block until the next pilot symbol arrives. If Yk ¼ HkXk þ Zk, k ¼ 0, 1, 2, ., NFFT � 1
denotes the received signal at kth sub-carrier (pilot sub-carrier), the LS estimate of the channel transfer
function in this case is given as

bHLS ¼ ðY1=X1; Y2=X2;.; YNFFT�1=XNFFT�1ÞH ¼ ðY1; Y2;.; YNFFT�1ÞH ;Xk ¼ 1;ck (9-29)

The channel transfer function at non-pilot sub-carriers can be estimated using interpolation in time.
For convenience we assume that the pilot sub-carriers have unity magnitude.

An alternative approach to pilot-based channel estimation is Minimum Mean Squared Error
(MMSE) method. The MMSE channel estimator exploits the second-order statistics of the channel
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transfer function to minimize the mean-square error. Let RHH ¼ E(HHH), and s2Z denote the auto-
correlation matrix of the channel vector H and the AWGN noise variance, respectively. The MMSE
estimate of the channel transfer function is given as:

bHMMSE ¼ RHH½RHH þ s2ZðXXHÞ�1��1 bHLS ¼ RHH½RHH þ s2ZI��1 bHLS; XXH ¼ I

(9-30)

The MMSE estimator performs much better than LS estimators, especially under low SNR conditions.
A major drawback of the MMSE estimator is its high computational complexity, particularly if matrix
inversion is necessary every time the input data changes. Figure 9-40 shows an example where the
performance of the LS and MMSE channel estimation algorithms has been compared. In this example
NFFT¼ 64, and the channel is modeled as a two-tap delay line filter. The superiority of MMSE over LS
estimation in low SNR conditions can be seen in Figure 9-40.

9.12 CHANNEL CODING AND MODULATION
Forward-Error-Correction (FEC) channel coding schemes are commonly used to improve the effi-
ciency and robustness of wireless digital communication systems. On the transmitter side, an FEC
encoder adds redundancy to the input data in the form of parity bits, while at the receiver, the
redundancy is utilized by the FEC decoder to correct a number of channel errors. The use of FEC
schemes would allow tolerance of more channel errors that otherwise can be tolerated without forward
error correction. The use of FEC schemes enables wireless communication systems to operate with
a lower transmit-power, to transmit over longer distances, to tolerate more interference, and to transmit
at a higher data rate. A binary FEC encoder receives k bits at a time and produces a codeword of n bits,
where n> k. While there are 2n possible sequences of n bits, only 2k codewords are used. The ratio k/n
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An example comparison of the LS and MMSE channel estimation algorithms
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is the code rate and is denoted by R. Lower code rates corresponding to small values of R can generally
correct more channel errors than higher code rates, and therefore are more robust. However, higher
code rates are more bandwidth efficient because of lower overhead due to parity bits. Thus, the
selection of the code rate is a trade-off between energy efficiency and bandwidth efficiency. For every
combination of code rate R, code word length n, baseband modulation scheme, channel type, and
receiver noise power, there is a theoretical lower limit on the amount of energy that must be used to
convey one bit of information. This limit is called the channel capacity of the communication channel
[88]. Since the dawn of information theory, engineers and mathematicians have tried to construct codes
that achieve performance close to Shannon capacity [89]. The introduction of Convolutional Turbo
Codes (CTC) in 1993 followed by the invention of Block Turbo Codes (BTC) in 1994 closed much of
the performance gap with maximum channel capacity. Turbo codes are essentially parallel concate-
nated convolutional codes with an internal interleaving mechanism combined with an iterative soft-
decision decoding algorithm. In this section, we first review the principles of turbo coding and then we
describe the channel coding and modulation schemes that are used in the IEEE 802.16m standard.

9.12.1 Principles of Turbo Coding

In information theory, one can ideally approach the Shannon limit as closely as desired using soft
decision decoding of a long block code or a convolutional code with a large constraint length. In
practice; however, decoding of these codes becomes very computationally intensive. Similar to any
conventional error correcting codes, the turbo codes work by imposing a structure on the transmitted
bit sequence. If the received bit sequence does not match this known structure, the receiver declares an
error has occurred. If the number of errors is sufficiently small and the structure is robust, the receiver
can detect the erroneous bits and reconstruct the correct bit sequence. A strong error correcting code
has two key characteristics: (1) the encoder imposes a structure that maximizes the difference (or the
distance) between any two valid bit sequences; (2) the decoder utilizes all the information available at
the receiver’s end, including the redundancy and previously unsuccessful transmissions. Thus, the
decoder can determine which valid bit sequence is most likely the one that has been transmitted. The
first significant difference between a Turbo code and a conventional code is the use of a recursive
systematic encoder. A typical convolutional coder uses a non-recursive structure. By feeding one of the
outputs back to the input, a recursive encoding structure is obtained. The recursive structure is
systematic, i.e., the input bits appear directly as part of the encoded bit-stream. Therefore, a systematic
structure enables the combination of two codes in order to construct a stronger composite code. The
input bit-stream only needs to be transmitted once. The computed parity bits from each of the two
constituent encoders are transmitted separately. The recursive structure interacts with the interleaver to
give the composite code some unique performance characteristics. The optimum decoder for any code
is a Maximum-Likelihood (ML) decoder. In ML decoding, the receiver produces a probability that
each received bit is either 0 or 1. The ML decoder then uses these received bit probabilities, along with
its knowledge of the structure imposed by the encoder, to compute the probability of every possible
transmitted bit sequence. The most probable transmitted bit sequence is then chosen as the decoded bit
sequence. The ML decoding is theoretically optimal and can achieve the lowest probability of decoder
failure or probability of error. However, there is no practically efficient way to compute these prob-
abilities when the block size is large. This leads to the use of suboptimal, but realizable, decoding
methods. The second unique feature of turbo codes is their decoder, which is based on the iterative
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application of ML decoding. The ML decoding of a convolutional code would be easy, if the constraint
length (register size) is short; however, short codes are relatively weak. Combining two such codes
produces a much stronger code, but now ML decoding becomes intractable. Each shorter code can be
ML decoded if we assume the other code has already been decoded. This leads to an iterative decoding
strategy, which is to decode the first code and then use the resulting updated probabilities to decode the
second code. Once this is done, the updated results can more accurately decode the first code. This
decoding strategy shares the limitations of all iterative solutions, including the possibility of entrap-
ment in a local minimum. The decoder output is not necessarily the true global ML solution. But the
study of the corresponding link-level BER curves suggests that it tends to be a very good solution. In
a convolutional code, the input bit sequence usually has tail bits added. This initializes the encoder
state to all zeros at the end of the bit sequence. In a turbo coder, this implies that a valid bit sequence
cannot contain a single one. It must either be all zeros or it must contain two or more ones. Because
encoding is a linear process, this implies that any valid input sequence must differ from any other valid
input sequence in at least two bits. If we consider only the first decoder’s output, it can be seen that it
differs from the correct output in two positions. However, the turbo encoder contains an interleaver.
Thus, the two constituent encoders are operating on the same set of bits, but in a different order.
Therefore, although the error bits are close together for the first encoder, they are widely separated in
the second encoder’s input. As a result, the second encoder’s output differs from the correct output in
many bit positions. It will see the incorrect bit sequence as highly implausible. This is the basic
principle of operation of the turbo codes and the key to the high performance of turbo codes at low
SNRs. Erroneous information sequences that look reasonable to one decoder are likely to be rejected
by the other decoder. This is also the rationale for the BER floor at higher SNRs. Since the interleaver
is random, there are a few error patterns that will look plausible to both decoders. As the SNR
increases, these weak patterns come to dominate the BER curve.

One of the most interesting characteristics of a turbo code is that it is not just a single code. It is, in
fact, a combination of two codes that work together to achieve a synergy that would not be possible by
merely using one code by itself. As shown in Figure 9-41, a turbo code is formed from the parallel
concatenation of two constituent encoders separated by an interleaver. Each constituent encoder can be
any form of FEC coder used for conventional data communication. However, in practice, the constituent
encoders are identical convolutional encoders. As can be seen in Figure 9-41, the turbo code consists of
two identical constituent encoders. The input data stream and the parity outputs of the two parallel
encoders are then serialized into a single turbo code word. The interleaver is a critical component of the
turbo code. It is a simple functional block that rearranges the order of the data bits in a prescribed, but
irregular, manner. Although the same set of data bits is present at the output of the interleaver, the order
of these bits has been changed. It must be noted that the interleaver used by a turbo coder is quite
different from the rectangular interleavers that are commonly used in wireless systems to help mitigate
the effect of deep fading.While a rectangular channel interleaver tries to space the data out according to
a regular pattern, a turbo interleaver randomizes the ordering of the data in an irregular manner.

The operation of a turbo encoder and decoder can be described as follows. Let the binary input bits
{0,1} be represented by bipolar levels {þ1,�1} and assigned to the variable d; which may take on the
values d ¼ þ1 and d ¼ �1. For an AWGN channel, the conditional probability density functions f(x j
d¼�1) and f(x j d¼þ1) are referred to as likelihood functions. The common hard decision criterion,
known as maximum likelihood, selects the symbol dk ¼ þ1 or dk ¼ �1 depending on the intercept
point of received signal value xk and the above conditional probability density functions using a fixed
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threshold of l (decision point); thus, dk ¼ þ1 if xk > l; otherwise, dk ¼ �1. Another decision rule,
known as Maximum a Posteriori (MAP) criterion takes into account the a posteriori probabilities
f(d ¼ þ1jx) and f(d ¼ �1jx) to construct the hypotheses H1 and H2 as follows:

f ðd ¼ þ1jxÞ >
H1

<
H2

f ðd ¼ �1jxÞ (9-31)

That is, one selects hypothesis H1(d ¼ þ1), if the f(d ¼ þ1jx) > f(d ¼ �1jx); otherwise,
H2(d ¼ �1) is selected. Using the Bayes’ theorem, [66] the above a posteriori probabilities can be
replaced by their equivalent expressions, yielding:

f ðxjd ¼ þ1Þpðd ¼ þ1Þ >
H1

<
H2

f ðxjd ¼ �1Þpðd ¼ �1Þ (9-32)
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The likelihood ratio test is constructed as follows:

f ðxjd ¼ þ1Þpðd ¼ þ1Þ
f ðxjd ¼ �1Þpðd ¼ �1Þ

>
H1

<
H2

1 (9-33)

If the input bits are independent and identically distributed random variables, the above equation is
simplified as follows:

f ðxjd ¼ þ1Þ
f ðxjd ¼ �1Þ

>
H1

<
H2

1 (9-34)

By taking the logarithm of the above likelihood ratio, a useful metric known as Log-Likelihood Ratio
(LLR) is obtained, which is a real-valued number representing a soft decision output of a detector.

LðdjxÞ ¼ log

�
f ðxjd ¼ þ1Þ
f ðxjd ¼ �1Þ


þ log

�
pðd ¼ þ1Þ
pðd ¼ �1Þ


¼ LðxjdÞ þ LðdÞ (9-35)

where L(xjd) is the LLR of test statistics x obtained by measurement of the channel output x under the
condition that either d¼þ1 or d¼�1 may have been transmitted and L(d) denotes the a priori LLR of
the data bit d. Introduction of a decoder would improve the reliability of the above decision making
process. For a systematic code, it can be shown that the LLR (soft output) out of the decoder can be
written as Loutputð bdÞ ¼ LinputðbdÞ þ Leð bdÞ where Linputð bdÞ is the LLR of the data bit output of the
detector (input to the decoder) and LeðbdÞ represents additional information that is obtained from the
decoding process. The output sequence of a systematic decoder consists of values representing data
and parity bits. Thus, the decoder LLR can be decomposed into a data component that is associated
with the detector measurement and the extrinsic component that is represented by the decoder
contribution due to parity. The soft decision Loutputð bdÞ is a real number that provides a hard decision, as
well as the reliability of that decision. The sign of Loutputð bdÞ denotes the hard decision, i.e., for positive
values of Loutputð bdÞ decide bd ¼ þ1 and for negative values of Loutputð bdÞ decide bd ¼ �1. The
magnitude of Loutputð bdÞ denotes the reliability of the decision [12–14].

Turbo decoding relies on the exchange of probabilistic information between the two soft-input
soft-output decoders shown in Figure 9-41. The extrinsic information is the result of the decoder’s
estimation of bit d, but not taking its own input into account. It is precisely this extrinsic information
that is exchanged iteratively between the two soft-decision decoders during the decoding process.
Subtracting the decoder’s input from its output prevents the decoder from acting as a positive
feedback amplifier and introduces stability in the feedback process. Usually, after a given number of
iterations, one observes that the two decoders converge to a stable final decision for d. In practice,
depending on the nature of the soft-decision decoder, scaling or clipping operations may be applied
to the extrinsic information in order to ensure convergence within a small number of iterations. It is
shown in the literature that the Max-Log-MAP decoding algorithm can make a good trade-off
between performance and complexity with the added advantage of not requiring any knowledge of
the noise level (see Figure 9-43). A stop criterion facilitates the convergence of the iterative decoding
process and helps reduce the average power consumption of the decoder by reducing the average
number of iterations required to decode a block, without compromising performance [85,86,91].

For practical applications the turbo code parameters are very often required to be adapted to those
of the application. The systematic bits are always present at the output of the turbo encoder; however,
depending on the desired code rate, the parity bits from the two constituent encoders may be punctured
prior to transmission (see Figure 9-41). The puncturing mechanism involves deleting some of the
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parity bits prior to transmission. As an example, if the minimum code rate of a turbo coder is 1/5,
a code rate of 1/3 can be generated by deleting the second parity output of each encoder. Note that the
puncturing pattern for each code rate must be known by the decoder for correct interpretation of the
received bits.

It is shown that for the smaller input frame sizes fewer iterations are required and the
performance of the turbo coder improves with increasing the frame size. This is due to an
increase in interleaver gain as the input frame size becomes larger. Figure 9-42 shows the minimum
Eb /N0 required to achieve a BER of 10�3 and 10�5 for various frame sizes using UMTS turbo
encoder with minimum code rate of R ¼ 1/3. In general, turbo codes are more suited for large
packet size applications and their performance degrades for small packet sizes. Furthermore, the
delay due to turbo interleaver might become prohibitive for delay-sensitive applications. Figure 9-43
shows the BER performance of a BTC coder as a function of Eb / N0 for various code rates, frame
sizes, and detector types. In Figure 9-43, notation (n, k) denotes the number of input (k) and output
(n) bytes.

The BER performance of the IEEE 802.16 CTC coder with a minimum rate of 1/3 in the AWGN
channel at different code rates and various modulation schemes is shown in Figure 9-44. Once
again, the effect of code rate and frame size (in number of bytes) on performance can be seen in the
figure.
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Minimum Eb/N0 to achieve a target BER using the UMTS turbo coder (R ¼ 1/3) with BPSK modulation over an

AWGN channel [89]
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9.12.2 Coding and Modulation of Traffic Channels

In the IEEE 802.16-2009 standard, the BS selects the most suitable modulation and coding scheme
from a finite set of supported modulation and coding schemes based on the channel quality reports
from the MS, user traffic QoS requirements, and several other factors. This means that there are
a limited number of combinations of code rate R and modulation order M that can be selected. If the
allocation size, in terms of number of QAM symbols N, is known, the burst size can calculated as NRM
for a given code rate and modulation order. In the latter approach, the burst size is derived based on the
knowledge of the allocation size. A limited link adaptation is possible, if one assumes that the
performance depends only on modulation order and coding rate. The main problem with MCS
signaling, as utilized in the IEEE 802.16-2009 standard, [1] is that the set of possible burst sizes
depend on allocation size. As an example, in the IEEE 802.16-2009 standard, the burst size of 45 bytes
is only possible, if 5 slots are allocated. Therefore, it would be difficult or even impossible to avoid
padding. For large burst sizes, padding is avoided by fragmentation or concatenation of the MAC
PDUs. For small burst sizes, or delay-sensitive applications such as VoIP or interactive gaming, the
PDU size is set by the higher layers and padding is inevitable. Furthermore, in adaptive HARQ
operation, it might be impossible to signal the same burst size for different allocation sizes, assuming

100

(12,6) log-MAP
(12,9) log-MAP

(12,9) max-log-MAP

(24,12) log-MAP

(24,12) max-log-MAP

(36,18) log-MAP
(72,40) log-MAP
(12,6) max-log-MAP

(24,20) log-MAP

(24,20) max-log-MAP
(36,18) max-log-MAP
(72,40) max-log-MAP

10-1

10-2

10-3

10-4

10-5

10-6

0 1 2 3 4 5
Eb/N0 (dB)

Bi
t E

rro
r R

at
e 

(B
ER

)

6 7 8 9

FIGURE 9-43
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and detector types [124]
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burst size is signaled in the re-transmission. A finite number of burst sizes independent of allocation
size would allow a more efficient design of the channel coding functions.

As an example, considering that each DL-PUSC slot, in the IEEE 802.16-2009 standard, comprises
24 data sub-carriers, and assuming a burst size of 24 bytes and that the SNR supports the use of QPSK
1/2 and 3/4, then the data burst must be transmitted in four slots. If there are five slots available, then
the data burst can be sent using QPSK 1/2 with 6 bytes of padding. If there are only three slots
available, the data burst must be sent using QPSK 3/4 with 3 bytes of padding. Thus, there is a strong
correlation between padding and allocation size. However, if 24 bytes of data could be transmitted
without padding on three, four, or five slots, it would simplify the scheduling by allowing more
flexibility in the resource allocation. This problem would have been more critical in the IEEE 802.16m
standard due to the use of rate matching and variable slot sizes, i.e., with fixed MCS, the burst sizes
supported in different MIMO modes or over unequal subframe sizes would have been significantly
different. The use of conventional MCS signaling and rate-matching together would have limited the
set of FEC block sizes and MCS granularity. Therefore, the IEEE 802.16m standard adopted a different
approach from the legacy standard for data burst modulation and coding that does not rely on MCS
selection.
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The performance of an IEEE 802.16 CTC coder in AWGN channel with various code rates and modulation

schemes supported in the standard [124]
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Figure 9-45 shows the IEEE 802.16m channel coding and modulation procedures. A cyclic
redundancy check is appended to a burst (i.e., a physical layer data unit) prior to partitioning. The 16-
bit CRC is calculated over the entire bits in the burst. If the burst size including burst CRC exceeds the
maximum FEC block size, the burst is partitioned into KFB FEC blocks, each of which is encoded
separately. If a burst is partitioned into more than one FEC block, a FEC block CRC is appended to
each FEC block before FEC encoding. The CRC of an FEC block is calculated based on the entire bits
in that block. Each partitioned FEC block, including 16-bit FEC block CRC, has the same length. The
maximum FEC block size is 4800 bits. Concatenation rules are based on the number of information
bits and do not depend on the structure of the resource allocation (number of logical resource units and
their size). The IEEE 802.16m utilizes convolutional turbo code with a minimum code rate of 1/3, as
defined in reference [1]. The CTC scheme has been extended to support additional FEC block sizes.
Furthermore, FEC block sizes can be regularly increased with predetermined block size resolutions.

The performance of adaptive modulation generally suffers from the power inefficiencies of
multilevel modulation formats. This is due to the variations in bit reliabilities caused by the bitmapping
onto the signal constellation. To overcome this issue, a constellation-rearrangement scheme is utilized
where signal constellation of QAM signals between re-transmissions is rearranged, i.e., the mapping of
the bits into the complex-valued symbols between successive HARQ re-transmissions is changed,
resulting in averaging bit reliabilities over several re-transmissions and lower packet error rates. The
mapping of bits to the constellation point depends on the constellation-rearrangement type used for
HARQ re-transmissions and may also depend on the MIMO scheme. The complex-valued modulated
symbols are mapped to the input of the MIMO encoder. Incremental redundancy HARQ is used in
determining the starting position of the bit selection for HARQ re-transmissions.

The supported physical layer burst sizes NDB are listed in Table 9-6. The burst size is inclusive of
the burst CRC. Other burst sizes require padding to the next burst size. When the burst size including
16-bit burst CRC bits exceeds the maximum FEC block size, the burst is partitioned into KFB FEC
blocks. The burst size index is calculated as index¼ Iminimum–sizeþ Isize–offset, where Isize–offset˛{0,1,.,
31} a 5-bit index is signaled through A-MAP IE and Iminimum–size is calculated based on the allocation
size as shown in Table 9-7. The allocation size is defined as the number of logical resource units
multiplied by the MIMO rank, which are allocated to the burst. In the case of long-TTI (i.e., concate-
nation of an integer number of subframes), the number of logical resource units is calculated as the
number of subframes in TTI multiplied by the number of LRUs per subframe. The modulation orderM
(i.e., 2 for QPSK, 4 for 16 QAM, and 6 for 64 QAM) depends on the parameter Isize–offset as shown in
Table 9-8. The allocation size and the value of Isize–offset are set by the serving BS scheduler, which takes
into account the resulting modulation order and effective code rate and is subject to the link adaptation.

If a burst is partitioned into more than one FEC block, each partitioned FEC block has the same size.
The size of the FEC encoder input is denoted by NFB. The set of supported FEC encoder input sizes,
including FEC block CRC when applicable, is the subset of the burst size, i.e., NDB of index from 1 to 39.
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Coding and modulation procedures for traffic channels [2]
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Table 9-6 Supported Burst Sizes in IEEE 802.16m [2]

Index NDB (Byte) KFB Index NDB (Byte) KFB Index NDB (Byte) KFB

1 6 1 23 90 1 45 1200 2

2 8 1 24 100 1 46 1416 3

3 9 1 25 114 1 47 1584 3

4 10 1 26 128 1 48 1800 3

5 11 1 27 145 1 49 1888 4

6 12 1 28 164 1 50 2112 4

7 13 1 29 181 1 51 2400 4

8 15 1 30 205 1 52 2640 5

9 17 1 31 233 1 53 3000 5

10 19 1 32 262 1 54 3600 6

11 22 1 33 291 1 55 4200 7

12 25 1 34 328 1 56 4800 8

13 27 1 35 368 1 57 5400 9

14 31 1 36 416 1 58 6000 10

15 36 1 37 472 1 59 6600 11

16 40 1 38 528 1 60 7200 12

17 44 1 39 600 1 61 7800 13

18 50 1 40 656 2 62 8400 14

19 57 1 41 736 2 63 9600 16

20 64 1 42 832 2 64 10800 18

21 71 1 43 944 2 65 12000 20

22 80 1 44 1056 2 66 14400 24

Table 9-7 Minimum-Size Index as a Function of the Allocation Size [2]

Allocation Size Iminimum-size Allocation Size Iminimum-size Allocation Size Iminimum-size

1–3 1 16–18 15 58–64 26

4 2 19–20 16 65–72 27

5 4 21–22 17 73–82 28

6 6 23–25 18 83–90 29

7 8 26–28 19 91–102 30

8 9 29–32 20 103–116 31

9 10 33–35 21 117–131 32

10–11 11 36–40 22 132–145 33

12 12 41–45 23 146–164 34

13 13 46–50 24 165–184 35

14–15 14 51–57 25 192 36
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Theburst sizeNDB includingburst CRCandFECblockCRC is defined asNDB¼KFBNFB. Thepayload size
excluding burst CRC and FEC block CRC is given by NPL ¼ NDB � NDB�CRC � IMFB$ KFB $ NFB–CRC

where IMFB¼ 0 (KFB¼ 1) or 1 (KFB> 1),NFB–CRC¼ 16, which is the size of FEC block CRC,NDB�CRC¼
16,which is the size of burst CRC.The data octets then sequentially enter into the randomization block.The
data bits are XOR with the output of a pseudo-random binary sequence generator. The randomization
function is initialized with the initial vector for each FEC block. The burst partition module generatesKFB

FEC blocks and each FEC block is processed by the FEC block CRC encoding function. If KFB > 1, the
FEC block CRC generator appends a 16-bit FEC block CRC to each FEC block. The cyclic generator for
FEC blockCRC encoding is given byGFB–CRC (D)¼D16þD15þD2þ 1. The step-by-step procedure for
calculation of the modulation and coding schemes in IEEE 802.16m is shown in Figure 9-46.

The FEC encoder input bits are denoted by d1, d2, d3, ., dNFB
with d1 representing the MSB and

NFB being the size of the FEC encoder input inclusive of 16-bit FEC block CRC and the parity bits
produced by the FEC block CRC generator being denoted by p1, p2, p3, ., p16. The FEC block
CRC encoding is performed in a systematic form, which means that in GF(2),vi the polynomial

Table 9-8 Modulation Order Determination

Isize-offset M (Allocation Size > 2) M (Allocation Size [ 2) M (Allocation Size [ 1)

0–9 2 2 2

10–15 2 2 4

16–18 2 4 6

19–21 4 4 6

22–23 4 6 6

24–31 6 6 6

viA finite field is a field with a finite number of elements, which is also called a Galois field. The order or the number of
elements of a finite field is always a prime or a power of a prime. For each prime power, there exists exactly one finite field
GF(pn), which is often expressed as FPn in the literature, where GF(p) is called the prime field of order p, and is the field of
residue classes modulo p, where the p elements are denoted 0, 1, 2,., p � 1. In GF(p) the two expressions a h b and a h
bmodp are equivalent. The finite field GF(2) consists of elements 0 and 1 which satisfy the following addition and
multiplication properties: [67,68]

0 1

0 0 1

1 1 0

0 1

0 0 0

1 0 1
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d1D
NFB�1 þ d2D

NFB�2 þ.þ dNFB�16D
16 þ p1D

15 þ p2D
14 þ.þ p15Dþ p16 yields a remainder

of zero when divided by GFB–CRC (D). Each FEC block is encoded using the convolutional turbo
coder.

The IEEE 802.16m CTC encoder uses a double binary Circular Recursive Systematic Convolu-
tional (CRSC) code. Duo-binary turbo codes are built from parallel concatenation of two RSC
component codes, each with two inputs. There are several advantages for this construction compared
to classical turbo codes, including better convergence of the iterative decoding, large minimum
distances (i.e., large asymptotic gains), less sensitivity to puncturing patterns, reduced latency, and
robustness towards the flaws of the component decoding algorithm, in particular when the MAP
algorithm is simplified to the Max-Log-MAP scheme. The input bits are alternatively fed to the
constituent encoders, starting with the MSB of the first byte that is fed to constituent encoder 1 fol-
lowed by the next bit being fed to constituent encoder 2. The encoder is fed by blocks of NFB bits. The
order in which the encoded bits are fed to the bit separation block is as follows:

A;B; Y1; Y2;W1;W2 ¼ A0;A1;A2;.;AN�1;B0;B1;B2;BN�1; Y1;0; Y1;1; Y1;2;.Y1;N�1;

Y2;0;Y2;1; Y2;2;.Y2;N�1;W1;0;W1;1;W1;2;.W1;N�1;W2;0;W2;1;W2;2;.W2;N�1

(9-36)

Obtain Isize-offset and
Allocation Size from

A-MAP IE

Obtain Modulation Order 
M from Table 9-8

Obtain Iminimum-size from
Table 9-7

Calculate
Index=

Iminimum-size+Isize-offset

Obtain NDB and KFB  from
Table 9-6

FIGURE 9-46

The procedure for calculation of coding and modulation parameters
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where A, B are the systematic bits, Y1,W1 are the parity bits from constituent encoder 1 and Y2,W2 are
the parity bits from constituent encoder2.

It was mentioned earlier that the IEEE 802.16m CTC encoder relies on a parallel concatenation of
N CRSC encoders. They are called circular recursive systematic because they use circular or tail-biting
termination. Figure 9-47 illustrates the principle of the encoding for blocks of k bits with 1/2 global
rate. Due to the circular termination mechanism, which involves making the initial and the final state of
the encoder equal, no additional bit is needed to transform each RSC code into a block code. Moreover,
if the permuted sequence at the input of a particular component encoder is not a return to zero
sequence, the entire redundancy set of the corresponding circle is affected by this sequence, not only
the part after it as would be the case with a “0” initialized encoder.

The CTC coder output bits are grouped into six sub-blocks and interleaved to break special patterns
in the encoder output. As shown in Figure 9-48, the interleaved sub-blocks are multiplexed into four
blocks where those four blocks consist of an interleaved A sub-block, an interleaved B sub-block, a bit-
by-bit multiplexed sequence of the interleaved Y1 and Y2 sub-block sequences, which is referred to Y,
and a bit-by-bit multiplexed sequence of the interleaved W2 and W1 sub-block sequences, which is
referred to W. Information sub-blocks A and B are bypassed while parity sub-blocks are multiplexed
bit by bit. The bit-by-bit multiplexed sequence of interleaved Y1 and Y2 sub-block sequences consists
of the first output bit from the Y1 sub-block interleaver, the first output bit from the Y2 sub-block
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interleaver, the second output bit from the Y1 sub-block interleaver, the second output bit from the Y2

sub-block interleaver, etc. The bit-by-bit multiplexed sequence of interleaved W2 and W1 sub-block
sequences comprises the first output bit from the W2 sub-block interleaver, the first output bit from the
W1 sub-block interleaver, the second output bit from the W2 sub-block interleaver, the second output
bit from the W1 sub-block interleaver, etc. After multiplexing sub-blocks into four blocks, sub-block B
and sub-block Ware circularly left-shifted by k bits, and sub-block Y is circularly left-shifted by 1 bit.
When the FEC block size NFB is equal to a multiple of the modulation order, k is set to one.

If KFB > 1, the NRE data sub-carriers allocated for a sub-packet are segmented into KFB blocks, one
for each FEC block. The number of data sub-carriers in the kth FEC block is given as follows:

NREk
¼ NRSPNRE=NRSþðKFB�k�1Þ

KFB
R 0 � k < KFB (9-37)

where NRS ¼ 1 for a single spatial stream and NRS ¼ 2 for multiple spatial streams. Bit selection and
repetition is performed to generate the sub-packets. Let NCTCk

be the number of coded bits that are
transmitted in the kth FEC block. The value ofNCTCk

is calculated asNCTCk
¼ NREk

NSMM where NSM is
equal to the product ofMIMOrank for the burst and the number of subframeswhen longTTI is used for the
burst. The index in theHARQbuffer for the jth bit transmitted for the kth FECblock uijk is given as follows:

Nshifti ¼ iM

bijk ¼ ðNCTCk
� Nshifti þ jÞ mod Ncrck

uijk ¼ ðPik þ bijkÞ mod NFB Bufferk

(9-38)
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An illustration of the block interleaving procedure [2]
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where k ¼ 0, 1, ., KFB – 1, j ¼ 0, 1, ., NCTCk
– 1, i is the sub-packet identifier (i ¼ SPID), Pik is the

starting position for sub-packet i of the kth FEC block, and NFB Bufferk ¼ 3NFBk
is the buffer size for

the kth FEC block. The selected bits from each FEC block are collected in the order of FEC block for
the HARQ transmission. After the repetition function, the data bits are serially fed to the constellation
mapping block. The Gray-mapped QPSK, 16 QAM, and 64 QAM (as shown in Figure 9-49) are
supported. The magnitude of the constellation points are normalized by a factor of g to ensure equal
average power.

9.12.3 Coding and Modulation of the Control Channels

Tail-Biting Convolutional Code (TBCC) is used for encoding downlink and uplink control channels.
Terminating the trellis of a convolutional code is a key parameter in the code’s performance for packet-
based communications. Tail-biting convolutional coding is a mechanism for trellis termination which
avoids the rate loss incurred by zero-tail termination at the expense of a more complex decoder. Tail-
biting encoding ensures that the starting state of the encoder is the same as its ending state, and that this
state is not necessarily the same as the all-zero state. For a rate 1/n feed-forward encoder, this is
achieved by initializing the m memory elements of the encoder with the last m information bits of
a block of data of length L and ignoring the output. All of the L bits are then fed to the encoder and the
resulting Ln output bits are used as the codeword. In contrast, the zero-tail termination method appends
m zeros to a block of data to ensure the feed-forward encoder starts from and ends in the all-zero state
for each block. This incurs a rate loss due to the extra tail bits (i.e., non-informational bits) that are
transmitted. The maximum likelihood tail-biting decoder of the TBCC codes involves determining the
best path in the trellis under the constraint that it starts and ends in the same state. One way to
implement this is to run Mtrellis parallel Viterbi algorithms where Mtrellis is the number of states in the
trellis, and select the decoded bits based on the Viterbi algorithm that gives the best metric. However
this makes the decoding Mtrellis times more complex than the decoding algorithm for zero-tailed
encoding.

The structure of TBCC encoder is depicted in Figure 9-50. The output encoded bits of TBCC
encoder with minimum rate of 1/5 are separated to five sub-blocks and each sub-block is individually
interleaved. In the bit selection block, a rate-matching mechanism is performed by puncturing or
repeating the bits. The minimum code rate of the TBCC encoder is 1/5, and the constraint length of the
convolutional encoder is K ¼ 7. The TBCC encoder structure illustrated in Figure 9-50 utilizes the
following generator polynomials:

G1 ¼ 171OCT/A

G2 ¼ 133OCT/B

G3 ¼ 165OCT/C

G4 ¼ 117OCT/D

G5 ¼ 127OCT/E

(9-39)

The encoded bits are de-multiplexed into five sub-blocks denoted as A, B, C, D, and E. Let L denotes
the number of the information bits of the encoder. The encoded bits u[i], i¼ 0,.,5L� 1 are distributed
into five sub-blocks with yA[k] ¼ u[5k] yB[k] ¼ u[5k þ 1] yC[k] ¼ u[5k þ 2] yD[k] ¼ u[5k þ 3] and
yE[k] ¼ u[5k þ 4] where k ¼ 0, ., L � 1. The five sub-blocks are interleaved separately. The
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QPSK, 16 QAM, and 64 QAM constellations [1]
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interleaving is performed in the unit of bits. The output of the sub-block interleaver zj[k] with j ¼
A,B,C,D,E, and k¼ 0,., L� 1 corresponds to the input sequence yj[k] and can be expressed as zj[k]¼
yj [Pk] where Pk is the interleaver index. The maximum value of parameter L is 128. The output
sequence of sub-block interleaver consists of the interleaved A, B, C, D, and E sub-blocks. Let w[i]
denote the bit grouping output with i ¼ 0, ., 5L � 1. It can be shown that w[k] ¼ zA[k], w[k þ L] ¼
zB[k], w[kþ 2L]¼ zC[k], w[kþ 3L]¼ zD[k], and w[kþ 4L]¼ zE[k] with k¼ 0,., L� 1. Suppose the
desired number of the output bits is M. The output sequence c[n] can be expressed as c[n] ¼ w[n mod
Kbuffer–size], n ¼ 0, 1,., M � 1 where Kbuffer–size � 5L is the size of buffer that is used for repetition.

The performance of an example tail-biting convolution coder with a minimum rate of 1/2 in the
AWGN channel with different modulation orders, coding rates, and data frame sizes using Viterbi
decoder has been evaluated and is shown in Figure 9-51, where the wrap depth is a predetermined
number of trellis stages used as a parameter in the figure. One way to estimate the required wrap depth
for MAP decoding of a tail-biting convolutional code is to conduct hardware or software experi-
mentations, requiring a circular MAP decoder with a variable wrap depth to be implemented and to
measure the decoded bit error rate versus Eb / N0 for successively increasing wrap depths. The
minimum decoder wrap depth that provides the minimum probability of decoded bit error for
a specified Eb / N0 is found when further increases in wrap depth do not decrease the error probability,
as shown in Figure 9-51. It can be seen that the link-level BER performance improves when increasing
the depth and the performance does not significantly change after a certain limit. The effect of
different data frame sizes (6, 9, 18, 27, and 36 bytes) on the BER performance has been investigated
and is shown in the figure.
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FIGURE 9-50

The structure of a TBCC encoder with minimum code rate of 1/5 [2]
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9.12.4 HARQ-IR Physical Layer Procedures

The incremental redundancy HARQ is performed by changing the starting position Pik of the bit
selection for HARQ re-transmissions. For downlink HARQ, the starting point for the bit selection
algorithm is determined as a function of the HARQ sub-packet ID as shown in Table 9-9.

For the uplink HARQ, the starting position for the bit selection algorithm is determined as
a function of HARQ sub-packet ID Pik ¼ ðiNCTCk

Þmod NFB Bufferk . For the uplink HARQ, the sub-
packets are transmitted in sequential order.
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FIGURE 9-51

Performance of an example tail-biting convolutional coder

Table 9-9 Starting Position Determination for Downlink HARQ [2]

HARQ Sub-packet ID Starting Position Pik

0 0

1 ð�NCTCk
Þ mod NFB Bufferk

2

ðNFB Bufferk =2�NCTCk
=2Þ mod NFB Bufferk 3

ðNFB Bufferk �NCTCk
=2Þ mod NFB Buffer
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9.12.5 Constellation Rearrangement

It was mentioned earlier that the performance of adaptive modulation generally suffers from the power
inefficiencies of multi-level modulation formats. This is due to the variations in bit reliabilities caused
by the bitmapping onto the signal constellation. To overcome this issue, a Constellation Rearrange-
ment (CoRe) scheme is utilized where the signal constellation of QAM signals between re-
transmissions is rearranged, i.e., the mapping of the bits into the complex-valued symbols between
successive HARQ re-transmissions is changed, resulting in averaging bit reliabilities over several re-
transmissions and lower packet error rates. The mapping of bits to the constellation point depends on
the constellation-rearrangement type used for the HARQ re-transmissions and may also depend on the
MIMO scheme. Two constellation rearrangement versions have been specified as shown in Table 9-10.
The constellation rearrangement exclusively applies to 16 QAM and 64 QAM modulation schemes.
Note that the two bits of higher quality in constellation rearrangement version 0 are of lower quality in
the constellation rearrangement version 1, while the two bits of lower quality in constellation rear-
rangement version 0 are of higher quality constellation rearrangement version 1.

9.12.6 Performance of Channel Coding and HARQ-IR

The overall performance of the channel coding and HARQ transmission chains in the downlink and
uplink for the new (as shown in Figure 9-45) and the legacy systems have been evaluated and are
shown in Figure 9-52 and Figure 9-53. In these link-level simulations, AWGN channel, SISO antenna
configuration, data frame size of 912 bits inclusive of the 16-bit CRC, 64 QAM modulation in the
downlink and 16 QAM modulation in the uplink, a maximum of four HARQ re-transmissions, three
LRUs in the downlink and five LRUs in the uplink, and max-log MAP detection have been assumed.

The figures show that the use of new schemes and parameters, as described earlier, significantly
improve the overall performance compared to that of the legacy transmission chain. It is further shown
that the use of HARQ re-transmissions significantly and progressively decreases the block error rate
and consequently improves the performance. It must be noted that a CTC encoder rate of 1/3 has been
used for both new and the legacy transmission chains.

In addition, the performance of the channel coding and HARQ transmission chains in the downlink
and uplink for the new (as shown in Figure 9-45) and the legacy systems have been evaluated under
a different channel model and is shown in Figure 9-54. In these link-level simulations, ITU PedB 3 km/h
channel model (Rayleigh fading), SISO antenna configuration, data frame size of 1864 bits inclusive of
the 16-bit CRC, 64 QAMmodulation, 6 LRUs and 96 sub-carriers per LRU, a maximum of four HARQ
re-transmissions, andmax-logMAPdetection have been assumed. Furthermore, a CTCencoder rate of 1/
3 has been used for both the new and the legacy transmission chains. The figure shows that the use of new
schemes and parameters as described earlier significantly improves the overall performance compared to
that of the legacy transmission chain. It is further shown that the use of HARQ re-transmissions
significantly and progressively decreases the block error rate and consequently improves performance.

In Figure 9-55, the performance of the channel coding and HARQ transmission chain of the IEEE
802.16m in the downlink direction has been compared with that of the legacy system, assuming ITU
PedB 3 km/h channel model (Rayleigh fading), SISO antenna configuration, data frame size of 2328
bits inclusive of the 16-bit CRC, adaptation of modulation order (16 QAM and 64 QAM), and different
number of LRUs per MCS.
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One of the techniques that has been utilized in the IEEE 802.16m channel coding and HARQ-IR
transmission is constellation rearrangement. The effect of constellation rearrangement on the coding
and HARQ performance at link-level has been evaluated and is shown in Figures 9-56 and 9-57, for
downlink and uplink, respectively. We can see from the figures that the constellation rearrangement
method can slightly improve the HARQ-IR performance. In these link-level simulations, ITU
PedB 3 km/h channel model (Rayleigh fading), SISO antenna configuration, data frame size of 512 bits

Table 9-10 Constellation Rearrangement Version [2]

Modu-
lation
Scheme

Modu-
lation
Order

Constel-
lation
Rearran-
gement
Version

Rank [ 1
Mapping

Rule

Rank > 1 Mapping Rule

Even
Symbol Odd Symbol

16 QAM 4 0 b0 b1 b2 b3 – – b0 b1 b2 b3 – – b4 b5 b6 b7 – –

16 QAM 4 1 b3 b2 b1 b0 – – b1 b4 b3 b6 – – b5 b0 b7 b2 – –

64 QAM 6 0 b0 b1 b2 b3 b4 b5 b0 b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11
64 QAM 6 1 b5 b4 b3 b2 b1 b0 b2 b7 b0 b5 b10 b3 b8 b1 b6 b11 b4 b9
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FIGURE 9-52

A comparison of the uplink channel coding and HARQ performance in IEEE 802.16m and IEEE 802.16-2009 [87]
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inclusive of the 16-bit CRC in the downlink and 912 bits with 16-bit CRC in the uplink, 64 QAM
modulation in the downlink and 16 QAM modulation in the uplink, one LRU in the downlink and five
LRUs in the uplink (96 sub-carriers per LRU), a maximum of four HARQ re-transmissions, and max-
log MAP detection have been assumed. Furthermore, a CTC encoder rate of 1/3 has been used for both
the new and the legacy transmission chains. The effect of constellation rearrangement is more
pronounced in the HARQ re-transmissions.

9.13 SYNCHRONIZATION CHANNEL
The Advanced Preamble (A-Preamble) or alternatively the synchronization channel is a downlink
physical channel which provides a periodic reference signal for system discovery (IEEE 802.16m
system beacon), timing and frequency acquisition, frame synchronization, RSSI and path loss
measurements, channel estimation, and base station identification. The IEEE 802.16m supports
a hierarchical synchronization scheme with two stages. There are two downlink synchronization
signals; the Primary Advanced Preamble (PA-Preamble); and the Secondary Advanced Preamble (SA-
Preamble). The PA-Preamble is a narrowband synchronization signal and is common to a group of
cells that is used for initial acquisition, superframe synchronization, and broadcast of essential system
information. The SA-Preamble is a wideband and cell/sector-specific synchronization signal that is
used for fine time/frequency synchronization and cell/sector identification. The PA-Preamble and
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A comparison of the downlink channel coding and HARQ performance in IEEE 802.16m and IEEE 802.16-

2009 [87]
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SA-Preamble are time-division multiplexed across time. One PA-Preamble OFDM symbol and two
SA-Preamble OFDM symbols present in every superframe period. The PA-Preamble is located at the
first OFDM symbol of the second frame in a superframe, while the SA-Preamble is located at the first
OFDM symbol of the first and third frames in the superframe. When the new and the legacy systems
are co-deployed, the legacy preamble is located at the first OFDM symbol of the legacy frame. The
locations of the A-Preamble OFDM symbols are fixed within the superframe. Figure 9-58 shows the
structure of the IEEE 802.16m preambles in time and frequency.

The timing and Cell-ID acquisition in IEEE 802.16m is substantially different from that of the
legacy system. In the IEEE 802.16-2009 standard, the preamble is the first OFDM symbol of the frame.
For each FFT size, three different preamble sub-carrier sets are defined (i.e., frequency reuse-3),
differing in the allocation of sub-carriers. These sub-carriers are modulated using a boosted BPSK
modulation with a specific Pseudo-Noise (PN) code. The timing and frequency acquisition in the
legacy system is a non-hierarchical procedure, i.e., both timing and Cell ID information are acquired in
a single step. The legacy preamble sequences carry 114 distinct Cell IDs. One of the problems with
the legacy preamble design is that when an MS is turned on at a location with a similar distance to
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A comparison of the downlink/uplink channel coding and HARQ performance in IEEE 802.16m and IEEE

802.16-2009 [87]
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three base stations using three different segment preambles, the received preamble would lose its
quasi-repetition property because all sub-carriers would be non-zero (except the DC carrier and the
guard-band sub-carriers). Without this repetition property, the initial frame synchronization algorithms
would only rely on the cyclic prefix in every observed OFDM symbol in a radio frame to decide the
symbol boundary and to detect the PN sequence with unknown channel impulse response and
frequency offset over 114 possible sequences. This would consume the power of the MS and increase
the scanning time. The latter would result in poor cell selection/re-selection at the cell edge. Other
problems with the legacy preamble design include the timing accuracy and an insufficient number of
preamble sequences for cell planning and deployment (at least 256 distinct sequences are required
based on information obtained from early deployments of mobile WiMAX Release 1.0).

The IEEE 802.16m timing and Cell ID acquisition, on the other hand, is based on a hierarchical
scheme, where the timing and Cell ID and other information are obtained in two steps. Also the
number of distinct Cell IDs has been increased to 768 sequences. The length of sequence for the PA-
Preamble is 216, regardless of the FFT size. The PA-Preamble carries the information related to system
bandwidth and RF carrier configuration, i.e., whether the carrier is fully- (all downlink and uplink
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A comparison of the downlink channel coding and HARQ performance with MCS and resource adaptation

in IEEE 802.16m and IEEE 802.16-2009 [87]
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control channels are contained) or partially-configured (some of the downlink and uplink control
channels are included). The sub-carrier index 256 is reserved for the DC sub-carrier. The sequences of
PA-Preamble indices from 3 to 9 in Table 9-11 are reserved for irregular channel bandwidths which
support tone dropping. The sub-carriers associated with PA-Preamble are assigned as m ¼ 2k þ 41,
k ¼ 0, 1, 2, ., 215.

The IEEE 802.16m PA-Preamble is designed in a manner so as not to degrade the performance of
legacy system acquisition. The IEEE 802.16m PA-Preamble enables mobile stations to synchronize in
frequency and time without requiring the IEEE 802.16-2009 standard preamble. The IEEE 802.16m
PA-Preamble supports timing synchronization by autocorrelation with a repeated waveform. The
structure of the PA-Preamble is not identical to that of the legacy preamble in the time-domain, as
shown in Figure 9-59. The magnitude boosting levels in single carrier mode for different FFT sizes of
512, 1024, and 2048 are 2.3999, 3.4143, and 5.1320, respectively. As an example, for 512-point FFT,
the boosted PA-Preamble at kth sub-carrier is ak ¼ 2.3999 bk where bk denotes the kth sub-carrier of
the PA-Preamble before boosting. The sub-carrier levels before boosting are þ1 or �1.

The SA-Preamble sequences are partitioned and each partition is dedicated to a specific base
station type, such as macro BS, macro Hot-zone BS,vii femto BS, etc. The partition information is
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Performance with and without constellation rearrangement in the downlink [87]

viiMacro hot-zone BS is a base station/access point with lower transmission power relative to macro BS (higher transmit
power than a femto BS) and is possibly deployed overlaid with another macro BS. The macro hot-zone BS may be
deployed by a service provider or, unlike a femto BS, it may be deployed in an outdoor environment.

9.13 Synchronization channel 421



broadcast in the secondary superframe header. For support of femto-cell deployments, a femto BS
is expected to configure the segment or sub-carrier set for SA-Preamble transmission based on the
segment information of the overlay macro-cell BS for minimized interference to macro-cell, if the
femto BS is synchronized to the macro-cell base station. The segment information of the overlay
macro-cell BS may be obtained through communication with the macro-cell BS via a backhaul
network or active scanning of the SA-Preamble transmitted by neighbor macro-cell base stations.
The sectors/cells are distinguished by the SA-Preamble. Each segment uses an SA-Preamble
composed of a carrier-set out of the three available carrier-sets. For 512-point FFT, corresponding
to the 5 MHz transmission bandwidth, the 288-bit SA-Preamble sequence is divided into eight
main blocks, namely A, B, C, D, E, F, G, and H. The length of each block is 36 bits. Each segment
has different sequence blocks. For 512-point FFT size, A, B, C, D, E, F, G, and H are modulated
and mapped sequentially in ascending order onto the SA-Preamble sub-carrier set corresponding to
the segment identifier. For larger FFT sizes, the basic blocks A, B, C, D, E, F, G, and H are
repeated in the same order. For instance, in 1024-point FFT size, corresponding to a 10 MHz
transmission bandwidth, E, F, G, H, A, B, C, D, E, F, G, H, A, B, C, D are modulated and mapped
sequentially in ascending order onto the SA-Preamble sub-carrier-set corresponding to a certain
segment.
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Performance with and without constellation rearrangement in the uplink [87]
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A circular shift is applied over three consecutive sub-carriers after applying sub-carrier mapping.
Each sub-block has a common offset. The circular shift pattern for each sub-block is defined as
[2,1,0. ...,2,1,0. ...,2,1,0, 2,1,0, DC, 1,0,2, 1,0,2, . .,1,0,2, . . .1,0,2] where the shift is
right-circular. As an example, for the 512-point FFT size, the blocks (A, B, C, D, E, F, G, H) are
circularly shifted as [0, 2, 1, 0, 1, 0, 2, 1,2], respectively. Figures 9-60 and 9-61 illustrate the structure
of the SA-Preamble in the frequency-domain for 512-point FFT.

When multiple antennas are supported at the base station, the SA-Preamble blocks are interleaved
on the number of transmit-antennas (1, 2, 4 or 8). The multi-antenna transmission is supported using

UL UL

DL DL DL DL

DL DL DL

DL DL

DL DL DL UL ULDL DL DL UL ULDL DL DL

DL DL DL DL DL DL DL DL DL DL DL DL DL DL DL DL DL DL DL DL DL

Subframe

Radio Frame

Superframe

Secondary Advanced 
Preamble

FDD Idle Time/
TDD Switching Gaps

FDD
Duplex
Mode

TDD
Duplex
Mode

Primary Advanced 
Preamble

Superframe
Headers

DL

DL

UL DL ULDL UL DL

DLDL

DL

DL

DLDLUL DLUL UL

System Bandwidth

Fr
eq

ue
nc

y

DL

FIGURE 9-58

Structure of the IEEE 802.16m advanced preambles in time and frequency [2]

Table 9-11 PA-Preamble Information Content [2]

PA-Preamble Index Carrier Configuration Bandwidth (MHz)

0 Fully configured 5

1 7, 8.75, and 10

2 20

3 Reserved

4 Reserved

5 Reserved

6 Reserved

7 Reserved

8 Reserved

9 Reserved

10 Partially configured N/A
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Cyclic Delay Diversity (CDD) with antenna-specific delay values defined for the PA-Preamble and
interleaving within a symbol (multiple antennas can transmit within a single symbol but on distinct
sub-carriers) for the SA-Preamble (see Figure 9-62).

Each SA-Preamble segment uses a carrier-set from the three available carrier-sets in the following
manner: segment 0 uses SA-Preamble carrier-set0, segment 1 uses SA-Preamble carrier-set1, and
segment 2 uses SA-Preamble carrier-set2. Each Cell ID has an integer value IDcell from 0 to 767. The
IDcell parameter is defined by segment index and an index per segment as IDcell ¼ 256n þ 2(mmod
128) þ [m/128] where n and m are the index of the SA-Preamble carrier-set and a running index from
0 to 255, respectively. The SA-Preamble sequences are partitioned and each partition is dedicated to
a specific base station type, such as a macro-cell BS, macro hot-zone BS, or femto BS. The base
stations are categorized into macro BS and non-macro BS through hard partition with 258 sequences
(86 sequences per segment� 3 segments) dedicated for the macro BS. The non-macro BS information
is broadcast in a hierarchical structure which consists of S-SFH SP3 and an AAI_SCD MAC control
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The allocation of SA-preamble sequence blocks for different FFT sizes [2]
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Multi-antenna transmission of SA-preamble at 5 MHz bandwidth [2]
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SA-preamble structure for 512-point FFT [2]

9.13 Synchronization channel 425



message. In S-SFH SP3, the non-macro BS cell type is partitioned as open and closed subscriber group
femto base stations. A total of 16 cases of IDcell partitioning for open and closed subscriber group
femto base stations are specified in reference [2], consisting of Cell ID partitions based on 30
sequences, i.e., 10 sequences per segment, in each group.

The magnitude of sub-carriers corresponding to the SA-Preamble is amplified. The value of the
boosting factor depends on the FFT size and the number of antennas [2]. For a single transmit antenna,
the SA-Preamble is transmitted with a magnitude boosting factor of 1.87. The boosted SA-Preamble at
kth sub-carrier is denoted as ak ¼ 1.87 bk where bk denotes the magnitude of the kth sub-carrier of the
SA-Preamble prior to boosting (i.e., þ1, �1, þj or �j). In order to reduce the PAPR of the SA-
Preamble sequences, a block cover sequence that is transparent to the receiver is defined and multiplied
by each sub-block. Each bit of block cover sequence is mapped to a real number {þ1, �1}, and then
multiplied by all the sub-carriers in the corresponding sub-block. The SA-Preamble sequences for tone
dropping support are obtained by dropping the farthest sub-blocks of the reference bandwidth from the
DC sub-carrier on both sides.

9.14 SUPERFRAME HEADERS (BROADCAST CHANNEL)
Mobile WiMAX networks may be configured differently according to specific deployment scenarios
by various operators (e.g., urban micro-cell, urban macro-cell, and suburban). The system configu-
ration information is periodically transmitted by a mobile WiMAX-compliant base station which
provides details of operational parameters of the air interface. In the IEEE 802.16-2009 standard, the
system configuration information is transmitted by a BS using Downlink Channel Descriptor (DCD)
and Uplink Channel Descriptor (UCD) broadcast MAC management messages [1]. The DCD and
UCD messages contain system configuration information and physical layer characteristics related to
the downlink and uplink channels, respectively. The DCD and UCD messages are transmitted by every
BS at regular intervals. The information contained in the DCD and UCD messages is received by the
mobile stations within the coverage area of the BS. The mobile stations use the information contained
in the DCD and UCD messages to learn about the downlink and uplink channel parameters, respec-
tively. The DCD message is always transmitted on a DL burst described by a DL MAP IE with
Downlink Interval Usage Code (DIUC) ¼ 0; DIUC ¼ 0 has burst profile parameters that are the same
as those used for the transmission of the DL MAP message. Note that HARQ operation is optional in
the IEEE 802.16-2009 standard. For FDD/H-FDD operation, if two parameters for a particular type
occur in the UCD, the first parameter corresponds to H-FDD Group 1 and the second parameter
corresponds to H-FDD Group 2 [1].

The contents of the DCD andUCDmessages for theOFDMAphysical layer are shown in Table 9-12
and Table 9-13, respectively. The different fields of these two messages are used for different purposes.
While some of these fields are present in the DCD/UCDmessages in all types of system configurations,
other fields are presentwhen certain system configurations are used. This is shown in the second columns
of Table 9-12 and Table 9-13 for DCD and UCD messages, respectively. The information fields of the
DCD message that are used for all types of system configurations are referred to as mandatory DCD
information fields. On the other hand, the information fields of the DCD message that are used only for
some system configurations are referred to as configuration-dependent DCD information fields. For
example, BS Equivalent Isotropic Radiated Power (EIRP), Transmit/Receive Transition Gap (TTG),
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Table 9-12 Contents of a DCD MAC Management Message [1]

Information Field in DCD Message Usage Description

Downlink_Burst_Profile Always The Downlink_Burst_Profile is a compound TLV encoding that
defines and associates a particular DIUC and the physical
characteristics that are used with that DIUC which includes a list of
physical layer attributes, encoded as TLV values. A
Downlink_Burst_Profile is included for each DIUC to be used in the
DL-MAP.

BS EIRP Always BS Effective Isotropic Radiated Power in units of 1 dBm

Channel Number Always The channel center frequency is defined as Channel_
Center_Frequency (MHz)¼ 5000þ 5 nchwhere nch ¼ 0, 1,., 199
is the Channel Number. This provides an 8-bit unique numbering
system for all channels in 5 MHz Steps.

TTG TDD Mode Transmit/Receive Transition Gap for TDD and H-FDD.

RTG TDD Mode Receive/Transmit Transition Gap for TDD and H-FDD.

EIRxPIR-max Always Initial ranging maximum equivalent isotropic received power at BS.
Signed in units of 1 dBm.

Channel Switch Frame Number Always A BS informs its associated terminals of the new channel using the
Channel Number in the DCD message. The new channel will be
used starting from the frame with the number given by the Channel
Switch Frame Number in the DCD message.

Frequency Always DL Center Frequency (kHz).

BS-ID Always 48-bit Base Station Identifier.

HARQ ACK Delay for UL Burst When HARQ is enabled 1, 2, or 3 frame offset.

Permutation Type of Broadcast
Region In HARQ Zone

When HARQ is enabled PUSC, FUSC, Optional FUSC, AMC.

Maximum Number of HARQ
Retransmission

When HARQ is enabled Maximum number of re-transmissions in DL HARQ and the default
value is four re-transmissions.

Default RSSI And CINR
Averaging Parameters

Always Default averaging parameter for physical CINR measurements in
multiples of 1/16 and the default averaging parameter for RSSI
measurements in multiples of 1/16.

(Continued)
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Table 9-12 Contents of a DCD MAC Management Message [1] Continued

Information Field in DCD Message Usage Description

DL AMC Allocated Physical Bands
Bitmap

When AMC is Used A bitmap describing the physical bands allocated to the segment in
the DL when allocating AMC subchannels through the HARQMAP,
or through the normal MAP, or for band AMC CINR reports, or
using the optional AMC permutation.

Available DL Radio Resources Always Indicates the average ratio of non-assigned DL radio resources to
the total usable DL radio resources. The average ratio is calculated
over a time interval defined by the DL_RADIO_RESOURCES_
WINDOW_SIZE parameter. The reported average ratio will serve as
a relative load indicator. This value can be adjusted by the operator
provided that it reflects a consistent indication of the average
loading condition of BSs across the operator network.

FDD DL Gap FDD Mode Indicates the location of the residual frame time (this is known as
Idle Time in IEEE 802.16m).

FDD Frame Partition
Change Timer

FDD Mode Minimum number of frames (excluding current frame) before next
possible change is given by FDD Frame Partition Change Timer
parameter.

DL Region Definition Always OFDMA symbol offset (8 bits), Subchannel offset (6 bits), Number
of OFDMA symbols (8 bits), Number of subchannels (6 bits).

Handover Type Support Bitmap Always Hard HO, MDHO, FBSS HO, BS_Controlled_HO.

H_Add_Threshold Always Threshold used by the MS to add a neighbor BS to the diversity set.
When the CINR of a neighbor BS is higher than H_Add, the MS
should send MOB_MSHO-REQ message to request adding this
neighbor BS to the diversity set. This threshold is used for the MS
that performs MDHO/FBSS HO. It is in the unit of decibels. If the BS
does not support FBSS HO/MDHO, this value is not set.

H_Delete_Threshold Always Threshold used by the MS to drop a BS from the diversity set. When
the CINR of a BS is lower than H_Delete, the MS should send
MOB_MSHO-REQ to request dropping this BS from the diversity set.
This threshold is used for theMS that performsMDHO/FBSSHO. It is
in the unit of decibels. If the BS does not support FBSS HO/MDHO,
this value is not set.
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Anchor Switch Report Slot
Length and Switching Period

Always For values see reference [1].

Paging Group ID Always Paging Group Identifier; i.e., One or more logical affiliation grouping
of BS.

TUSC1 Permutation Active
Subchannels Bitmap

When TUSC1
Permutation is Used

This is a bitmap describing the subchannels allocated to the
segment in the DL, when using the TUSC1 permutation.

TUSC2 Permutation Active
Subchannels Bitmap

When TUSC2
Permutation is Used

This is a bitmap describing the subchannels allocated to the
segment in the DL, when using the TUSC2 permutation.

Hysteresis Margin Always Hysteresis margin is used by the MS to include a neighbor BS to
a list of possible target BSs. When the CINR of a neighbor BS is
larger than the sum of the CINR of the current serving BS and the
hysteresis margin for the time-to-trigger duration, then the
neighbor BS is included in the list of possible target BSs in
MOB_MSHO-REQ. It is the unit of dB and applicable only for
handover.

Time-To-Trigger Duration Always Time-to-trigger duration is the time, measured in number of
frames, used by the MS to decide to select a neighbor BS as
a possible target BS. It is applicable only for handover.

Trigger Always The Trigger is a compound TLV value that indicates trigger metrics.
The trigger in this encoding is defined for serving BS or commonly
applied to neighbor BSs.

Noise þ Interference Always The operator will define the N þ I (Noise þ Interference) based on
the related RF system design calculations.

Downlink Burst Profiles for
Multiple FEC Types

When Multiple FEC
Types are Used

The DL burst profile is encoded with a type of 1, an 8-bit length,
and a 4-bit DIUC. The DIUC field is associated with the DL burst
profile and thresholds. The DIUC value is used in the DL-MAP
message to specify the burst profile to be used for a specific DL
burst.

MBS Zone Identifier List When MBS is Used This parameter includes all MBS zone identifiers (i.e., n � MBS
zone identifier) with which BS is associated. An MBS zone identifier
is 1 byte long.

BS Restart Count Always The value is incremented by one whenever BS restarts.

CDD STC Descriptor When CDD is Used This parameter may be transmitted to specify CDD parameters to
the MS. It applies to zones with 2 logical antennas and dedicated
pilots in STC DL zone IE.

(Continued)
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Table 9-12 Contents of a DCD MAC Management Message [1] Continued

Information Field in DCD Message Usage Description

CDD SISO/SIMO Descriptor When CDD is Used This parameter may be transmitted to specify CDD parameters to
the MS. It applies to the first PUSC zone as well as zones with 1
logical antenna and dedicated pilots in STC DL zone IE.

Connection Identifier Descriptor Always For values see reference [1]

MAC Version Always This parameter specifies the version of IEEE 802.16 to which the
message originator conforms. If the MAC version values
exchanged between a BS and MS during network entry differ such
that the BS/MS version is greater than the MS/BS version, the MS
may attempt to perform normal operations. The BS may attempt to
communicate with the MS per the version specified by the MS, or
may decline to interoperate with the MS.

Default HO RSSI and CINR Averaging
Parameter

Always For values see reference [1].

Emergency Service Always The Emergency Service is a compound TLV that defines the
parameters required for Emergency Service.

DL Coordinated Zone Indication Always For values see reference [1].

Cell Type Always Cell type parameter may be used by the MS in the network for cell
selection and reselection.

NSP Change Count When BS transmits NSP List
Parameter

The value of NSP Change Count is programmable. NSP Change
Count is an incrementing value. A change in NSP Change Count
signals to an MS that NSP List and/or Verbose NSP Name List has
changed. Inclusion of the NSP Change Count is only required if the
base station transmits NSP List parameter in MAC management
message.

MIH Capability Support Always Indicates the IEEE 802.21 Media Independent Handover Services
capability of the BS.
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Table 9-13 Content of a UCD MAC Management Message [1]

Information Field in UCD
Message Usage Description

Uplink_Burst_Profile Always The Uplink_Burst_Profile is a compound TLV encoding that defines
and associates a particular Uplink Interval Usage Code (UIUC) and
the physical characteristics that are used with that UIUC which
includes a list of physical layer attributes, encoded as TLV values.
An Uplink_Burst_Profile is included for each UIUC to be used in the
UL-MAP.

Contention-Based Reservation
Timeout

Always Number of UL-MAPs to receive before contention-based
reservation is attempted again for the same connection.

Frequency Always UL center frequency (kHz).

HO_Ranging_Start Always Initial backoff window size for MS performing initial ranging during
handover process, expressed as a power of 2.

HO_Ranging_End Always Final back-off window size for MS performing initial ranging during
handover process, expressed as a power of 2.

Available UL Radio Resources Always Indicates the average ratio of non-assigned UL radio resources to
the total usable UL radio resources. The average ratio is calculated
over a time interval defined by the UL_RADIO_RESOURCES_
WINDOW_SIZE parameter. The reported average ratio will serve as
a relative load indicator. This value can be adjusted by the operator
provided it reflects a consistent representation of the average
loading condition of BSs across the operator network.

Initial Ranging Codes Always Number of initial ranging CDMA codes. Possible values are from
0 to 255. The total number of codes is less than 256.

Periodic Ranging Codes Always Number of periodic ranging CDMA codes. Possible values are from
0 to 255. The total number of codes is less than 256.

Bandwidth Request Codes Always Number of bandwidth request codes. Possible values are from 0 to
255. The total number of codes is less than 256.

Periodic Ranging Back-off Start Always Initial back-off window size for periodic ranging contention,
expressed as a power of 2.

Periodic Ranging Back-off End Always Final back-off window size for periodic ranging contention,
expressed as a power of 2.

(Continued)
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Table 9-13 Content of a UCD MAC Management Message [1] Continued

Information Field in UCD
Message Usage Description

Start of Ranging Codes Group Always Indicates the starting number of the group of codes used for this
UL. If not specified, the default value is set to zero.

Permutation Base Always Determines the UL_PermBase parameter for the sub-carrier
permutation to be used on this UL channel.

UL Allocated Subchannels Bitmap When PUSC is used in the UL This is a bitmap describing the physical subchannels allocated to
the segment in the UL, when using the UL PUSC permutation.

Optional Permutation UL Allocated
Subchannels Bitmap

When optional PUSC is used
in the UL

This is a bitmap describing the physical subchannels allocated to
the segment in the UL, when using the UL optional PUSC
permutation.

Band AMC Allocation Threshold When band AMC is used in
the UL

Threshold of the maximum of the standard deviations of the
individual bands CINR measurements over time to trigger mode
transition from normal subchannel to band AMC expressed in
decibel unit which ranges from �128 to þ127 dB.

Band AMC Release Threshold When band AMC is used in
the UL

Threshold of the maximum of the standard deviations of the
individual bands CINR measurements over time to trigger mode
transition from band AMC to normal subchannel expressed in
decibel unit which ranges from �128 to þ127 dB.

Band AMC Allocation Timer When band AMC is used in
the UL

Minimum required number of frames to measure the average and
standard deviation for the event of band AMC triggering, which
ranges from 0 to 255 frames.

Band AMC Release Timer When band AMC is used in
the UL

Minimum required number of frames to measure the average and
standard deviation for the event triggering from band AMC to
normal subchannel, which ranges from 0 to 255 frames.

Band Status Reporting Maximum
Period

When band AMC is used in
the UL

Maximum period between refreshing the band CINR measurement
by the unsolicited REP-RSP, which ranges from 0 to 255 frames.

Band AMC Retry Timer When band AMC is used in
the UL

Back-off timer between consecutive mode transitions from normal
subchannel to band AMC when the previous request is failed, which
ranges from 0 to 255 frames.

Safety Channel Allocation Threshold Always In decibels.

Safety Channel Release Threshold Always In decibels.

Safety Channel Allocation Timer Always In the number of frames.

Safety Channel Release Timer Always In the number of frames.

Bin Status Reporting Maximum
Period

Always In the number of frames.

Safety Channel Retry Timer Always In the number of frames.
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H-ARQ ACK Delay for DL burst When HARQ is enabled 1, 2, or 3 frame offset.

UL AMC Allocated Physical Bands
Bitmap

When AMC is used in the UL A bitmap describing the physical bands allocated to the segment in
the UL. When using the optional AMC permutation with regular
MAPs.

CQICH Band AMC-Transition Delay When band AMC is used in
the UL

In the number of frames from 0 to 255.

Maximum Number of HARQ
Retransmission

When HARQ is enabled Maximum number of re-transmissions in UL HARQ, where the
default value is 4 re-transmissions.

Normalized C/N Override Always This is a list of numbers, where each number is encoded by one
nibble (i.e., half an octet or 4 bits) and interpreted as a signed
integer. The number encoded by each nibble represents the
difference in normalized C/N relative to the previous one.

Size of CQICH_ID Field Always 0 (default), 3, 4, 5, 6, 7, 8, or 9 bits.

Normalized C/N Override 2 Always Bits 0–7 are interpreted as a signed integer in dB corresponding to
the normalized C/N value, and Bits 8–63 are list of numbers, where
each number is encoded by one nibble, and interpreted as
a signed integer. The number encoded by each nibble represents
the difference in normalized C/N relative to the previous one.

Band AMC Entry Average CINR When band AMC is used in
the UL

Threshold of the average CINR over the entire bandwidth to trigger
mode transition from normal subchannel to AMC which ranges
from �128 to þ127 dB.

UpperBoundAAS-Preamble When AAS is used in the UL Signed in units of 0.25 dB.

LowerBoundAAS-Preamble When AAS is used in the UL Signed in units of 0.25 dB.

Allow AAS Beam Select Messages When AAS is used in the UL A binary flag to indicate whether unsolicited Advanced Antenna
System (AAS) Beam Select messages may be sent by the MS.

Use CQICH Indicator Flag Always The NMSB values of this field represent the N-bit payload value on
the fast-feedback channel reserved as indication flag for MS to
initiate feedback on the feedback header, where N is the number of
payload bits used for S/N measurement feedback on the fast-
feedback channel.

MS-Specific Up Power Offset
Adjustment Step

MS-specific and not always
present

Unsigned value in units of 0.01 dB.

MS-Specific Down Power Offset
Adjustment Step

MS-specific and not always
present

Unsigned value in units of 0.01 dB.

(Continued)
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Table 9-13 Content of a UCD MAC Management Message [1] Continued

Information Field in UCD
Message Usage Description

Minimum Level of Power Offset
Adjustment

Always Signed value in units of 0.1 dB.

Maximum Level of Power Offset
Adjustment

Always Signed value in units of 0.1 dB.

Handover Ranging Codes Always Number of handover ranging CDMA codes. Possible values are
0–255.

Initial Ranging Interval Always Number of frames between initial ranging interval allocation.

Transmit Power Report Always –

Normalized C/N for Channel
Sounding

Always Signed integer for the required C/N (dB) for Channel Sounding
which overrides C/N for the channel sounding.

Initial_Ranging_ Back-off_Start Always Initial back-off window size for initial ranging contention expressed
as a power of 2.

Initial_Ranging_ Back-off_End Always Final back-off window size for initial ranging contention expressed
as a power of 2.

Bandwidth_Request_Back-off_Start Always Initial back-off window size for contention-based bandwidth
request expressed as a power of 2.

Bandwidth_Request_Back-off_End Always Final back-off window size for contention-based bandwidth
request expressed as a power of 2.

Uplink_Burst_Profile for Multiple FEC
Types

When multiple FEC types are
used

It defines the format of the Uplink Burst Profile parameter, which is
used in the UCD message. The UL burst profile is encoded with
a type of 1, an 8-bit length, and a 4-bit UIUC. The UIUC field is
associated with the UL burst profile and thresholds. The UIUC
value is used in the UL-MAP message to specify the burst profile to
be used for a specific UL burst.

Fast Feedback Region Always It contains same fields as in the FAST FEEDBACK Allocation IE, as
well as the number of subchannels, number of OFDM symbols,
subchannel offset, OFDM symbol offset, etc. Note that up to two
parameters may be used for FDD/H-FDD, to indicate two fast-
feedback regions in two groups.

HARQ ACK Region Always It contains the number of subchannels, number of OFDM symbols,
subchannel offset, OFDM symbol offset, etc. Note that up to two
parameters may be used for FDD/H-FDD.
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Ranging Region Always The value of the parameter consists of up to four concatenated
sections (one section per ranging method), each describing
dedicated ranging indicator, ranging method, number of
subchannels, number of OFDM symbols, subchannel offset,
OFDM symbol offset, etc.

Sounding Region Always Five bytes per each sounding region, PAPR Reduction/Safety
zone, number of subchannels, number of OFDM symbols,
subchannel offset, OFDM symbol offset, etc.

MS Transmit Power Limitation Level Always An unsigned 8-bit integer which specifies the maximum allowed
MS transmit power whose values indicate power levels in 1 dB
steps starting from 0 dBm.

H-FDD Group Switch Delay FDD/H-FDD Mode The delay (in number of frames) of H-FDD Group Switching
transition. If this parameter is not present, H-FDD Group Switching
Delay is set to H-ARQ ACK Delay. For H-FDD, either H-FDD Group
Switch Delay or H-ARQ ACK Delay should be included in the UCD.

Frame offset Always The offset between the frame of the corresponding CQI channel
and the current frame. The offset between the frame of the
corresponding UL burst and the current frame.

Country Code Always Country code according to List of Mobile Country or Geographical
Area Code.

Number of Power Control Command
Bits

Always The value in the Power Control Bitmap is the change that MS
applies to its transmit power by changing the offset value.
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Receive/Transmit Transition Gap (RTG), and Base Station Identifier (BS-ID) are mandatory DCD
information fields, whereas DL Adaptive Modulation and Coding (AMC) allocated physical bands
bitmap is configuration-dependent in DCD information fields where it is present when AMC permu-
tation is used. Similarly, Tile Usage of Subchannels Type 1 (TUSC1) permutation active subchannels
bitmap is also a configuration-dependent DCD information field when TUSC1 permutation is used. In
a similar note, the information fields of the UCD message that are used for all types of system config-
urations are referred to as mandatory UCD information fields. On the other hand, the information fields
of the UCDmessage that are used only for some system configurations are referred to as configuration-
dependent UCD information fields. For example, frequency, and periodic ranging codes are mandatory
UCD information fields, whereas Band AMC Allocation Threshold is a configuration-dependent DCD
information field when Band AMC permutations are used. For mandatory-DCD/UCD information
fields, the third columns of Table 9-12 and Table 9-13 show “Always,” whereas configuration-dependent
DCD information fields the third column of these tables show the configuration for which configuration-
dependent information is included in the DCD/UCDmessages. It is noted that the information fields of
the DCD/UCDmessages are not categorized and transmitted based on necessity and time-sensitivity of
the parameters for different system operations such as handover, network entry, etc.

A drawback of the above legacy mechanism to the broadcast system configuration is that the
location and content of the DCD/UCD messages would not be known to the MS until the DL MAP
(i.e., downlink control channel) is successfully decoded. If the location of the system configuration
information (i.e., the broadcast channel) is fixed so that on successful DL synchronization and
preamble detection, the broadcast channel containing the system configuration information can be
acquired, this would enable the MS to make a decision for attachment to the BS without acquiring and
decoding the legacy Frame Control Header (FCH) and DL MAP and waiting for arrival of the DCD/
UCD messages (DCD/UCD messages are transmitted every few hundred milliseconds). This modi-
fication would further result in power saving in the MS due to shortening and simplification of the
initialization procedure, thereby facilitating cell selection or re-selection.

In the IEEE 802.16m, the Superframe Header (SFH) carries essential system parameters and
configuration information. The SFH consists of two components, i.e., Primary Superframe Header
(P-SFH); and Secondary Superframe Header (S-SFH). The primary superframe header is transmitted
every superframe, whereas the secondary superframe header is transmitted every few superframes. The
primary and secondary superframe headers are located in the first subframe within a superframe and
are time-division-multiplexed with the secondary advanced preamble. The superframe header
occupies a narrower bandwidth relative to the system bandwidth (i.e., 5 MHz). The primary super-
frame header is transmitted using a predetermined modulation and coding scheme. The secondary
superframe header is also transmitted using a predetermined modulation scheme, while its repetition
factor is signaled via primary superframe header. The primary and secondary superframe headers are
transmitted using two spatial streams and space-frequency block coding to improve coverage and
reliability. The MS is not required to know the antenna configuration prior to decoding the primary
superframe header. The information transmitted in the secondary superframe header is divided into
three sub-packets. The secondary superframe header Sub-Packet 1 (SP1) includes information
required for network re-entry. The secondary superframe header Sub-Packet 2 (SP2) contains infor-
mation for initial network entry. The secondary superframe header Sub-Packet 3 (SP3) contains the
remaining system information for maintaining communication with the BS. The contents of the
superframe header components are shown in Table 9-14.

436 CHAPTER 9 The IEEE 802.16m Physical Layer (Part I)



Table 9-14 Contents of Superframe Header [2]

Superframe Header
Component Periodicity (ms) Parameters Size (Bits) Description

P-SFH 20 LSB of Superframe Number 4 Four least significant bits of
superframe number.

S-SFH Change Count 4 The value of S-SFH change count
associated with the S-SFH SP1,
SP2, or SP3 IE transmitted in this
superframe.

S-SFH Size Extension 2

S-SFH Number of Repetitions 2 The transmission format (repetition
factor) used for S-SFH (1, 3, 6).

S-SFH Scheduling Information 2 0b00: S-SFH includes SP1 IE;
0b01: S-SFH includes SP2 IE;
0b10: S-SFH includes SP3 IE;
0b11: No S-SFH.

S-SFH SP Change Bitmap 3 The change of S-SFH SP1, SP2, or
SP3 IE associated with the S-SFH
change count:

0b000: No change in SP1-SP3;
0b001: SP1 has changed;
0b010: SP2 has changed;
0b100: SP3 has changed.

S-SFH Applying Offset 1 This one-bit flag informs the MS of
the S-SFH change count that is
considered for applying the system
parameters in the S-SFH SPx IEs. If
the S-SFH applying offset is set to
“0,” the MS uses the system
parameters of S-SFH SPx IEs
associated with the current S-SFH
change count. Otherwise, if the
S-SFH applying offset is “1,” the
MS uses the parameters
associated with previous S-SFH
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Table 9-14 Contents of Superframe Header [2] Continued

Superframe Header
Component Periodicity (ms) Parameters Size (Bits) Description

change count. If the S-SFH
contents associated with previous
S-SFH change count is not
available, the MS will acquire the
relevant S-SFH contents by
decoding the S-SFH sub-packets
at their corresponding scheduled
timing.

S-SFH SP1 40 MSB of superframe number 8 Remaining bits of superframe
number except those already in
P-SFH.

LSB of 48-bit BS MAC ID
(BS-ID)

12 Twelve least significant bits of
BS-ID.

Number of UL ACK/NACK
Channels per HARQ Feedback
Region

2 Channel numbers represented by
the two bits (0, 1, 2, 3) are as
follows:

For 5 MHz band, 6, 12, 18, 24;
For 10 MHz band, 6, 12, 24, 30;
For 20 MHz band, 12, 24, 48, 60.

Number of DL ACK/NACK
Channels per HARQ Feedback
A-MAP Region

2 Channel numbers represented by
the two bits (0, 1, 2, 3) are as
follows:

For 5 MHz band, 4, 8, 12, 16;
For 10 MHz band, 8, 16, 24, 32;
For 20 MHz band, 16, 32, 48, 64.

Power Control Channel
Resource Size Indicator

2 Size of power control channel.

Primary Frequency Partition
Location

1 0b0: Reuse-1 partition;
0b1: Power-boosted reuse-3
partition.

Assignment A-MAP MCS
Selection

1 0b0: QPSK 1/2 and QPSK 1/4 can
be used for Assignment A-MAP in
reuse-1 partition. QPSK 1/2 is
used for Assignment A-MAP in the
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power-boosted reuse-3 partition
of FFR.
0b1: QPSK 1/2 and QPSK 1/8 can
be used for Assignment A-MAP in
reuse-1 partition and QPSK 1/4 is
used for Assignment A-MAP in the
power-boosted reuse 3 partition
of FFR.

DCASSB0 5/4/3 For 2048-point FFT size, 5 bits;
For 1024-point FFT size, 4 bits;
For 512-point FFT size, 3 bits.

DCASMB0 5/4/3 For 2048-point FFT size, 5 bits;
For 1024-point FFT size, 4 bits;
For 512-point FFT size, 3 bits.

DCASi 3/2/1 For 2048-point FFT size, 3 bits;
For 1024-point FFT size, 2 bits;
For 512-point FFT size, 1 bit.

Frame Configuration Index 6 The mapping between value of this
index and frame configuration is
listed in the reference [2]
specification.

Legacy Support 1 Indicates whether frame
configuration supports legacy
system:

0b0: No legacy support;
0b1: Legacy is supported.

If Legacy System is Supported Note: The following parameters are
transmitted only if legacy systems
are supported.

Allocation Periodicity of Ranging
Channel

2 The periodicity of ranging channel
allocation.

Subframe Offset of Ranging
Channel

2 The value of the subframe offset
of ranging channel allocation
0 � OSF � 3.

Start code Information of
Ranging Channel

4 The value of the parameter for
the beginning of code group (S)
0 � ks � 15.

Ranging Preamble Code
Partition Information

4 The number of initial, handover and
periodic codes (N, O and M).

UL_PermBase 7 The UL_PermBase parameter
used in the legacy system.

(Continued)
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Table 9-14 Contents of Superframe Header [2] Continued

Superframe Header
Component Periodicity (ms) Parameters Size (Bits) Description

If Legacy System is not
Supported

Note: The following parameters are
transmitted only if legacy systems
are supported.

If S-SFH is Transmitted by an
IEEE 802.16m Femto-cell

Note: The following parameters are
transmitted by femto BS.

Allocation Periodicity of
Ranging Channel for
Synchronized
Mobile Stations

2 The periodicity of ranging channel
allocation.

Subframe Offset of Ranging
Channel

2 The value of the subframe offset
of ranging channel allocation
0 � OSF � 3.

Start code Information of
Ranging Channel for
Synchronized Mobile Stations

4 The value of the parameter
controlling the start root index
of ranging preamble codes (rns0)
0 � kns � 15.

Ranging Preamble Code
Partition Information

4 The number of initial, handover,
and periodic codes (N, O, and M).

If S-SFH is not transmitted by an
IEEE 802.16m femtocell

Note: The following parameters are
transmitted by non-femto BS.

Allocation periodicity of ranging
channel for non-synchronized
mobile stations

2 The periodicity of ranging channel
allocation.

Subframe Offset of Ranging
Channel

2 The value of subframe offset
of ranging channel allocation
0 � OSF � 3.

Start Code Information of
Ranging Channel for Non-
synchronized Mobile Stations

4 The value of the parameter
controlling the start root index
of ranging preamble codes (rns0)
0 � kns � 15.

Ranging preamble code partition
information for non-
synchronized mobile stations

4 The number of initial ranging and
handover ranging preamble codes
(NIN and NHO).

Number of cyclic shifted ranging
preamble codes per root index
for non-synchronized mobile
stations

2 The number of cyclic shifted codes
per root index (Mns) for ranging
preamble codes.
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Ranging Channel Formats for
Non-Synchronized Mobile
Stations

1 The ranging channel formats.

UCASSB0 5/4/3 UL CRU/DRU allocation:

For 2048-point FFT size, 5 bits;
For 1024-point FFT size, 4 bits;
For 512-point FFT size, 3 bits.

UCASMB0 5/4/3 UL CRU/DRU allocation:

For 2048-point FFT size, 5 bits;
For 1024-point FFT size, 4 bits;
For 512-point FFT size, 3 bits.

UCASi 3/2/1 UL CRU/DRU allocation:

For 2048-point FFT size, 3 bits;
For 1024-point FFT size, 2 bits;
For 512-point FFT size, 1 bits.

Uplink Subframes for Sounding 3 The number of uplink subframes
with sounding symbols:

0b000 – No sounding symbols;
0b001 – 1 subframe;
0b010 – 2 subframes;
0b011 – 3 subframes;
0b100 – 4 subframes.

The sounding symbols are located
in subframes based on their type.
Sounding symbols are allocated in
uplink subframes with 6 OFDM
symbols starting from the first in
time subframe. If the number of
uplink subframe of type 2 is less
than the number of subframes for
sounding, sounding symbols are
allocated in the subframes of other
types in the following order. The
uplink subframes with 5 OFDM
symbols are not used for sounding.

BS EIRP 7 Effective Isotropic Radiated Power
of the BS in units of 1 dBm.

Cell Bar Information 1 A network load indicator, if Cell Bar
bit ¼ 1, the cell does not allowed
for network entry or re-entry due to
excessive load.

(Continued)
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Table 9-14 Contents of Superframe Header [2] Continued

Superframe Header
Component Periodicity (ms) Parameters Size (Bits) Description

UL_N_MAX_ReTx 1 The maximum number of re-
transmissions for UL HARQ:

0b0: 4 (default);
0b1: 8.

DL_N_MAX_ReTx 1 The maximum number of re-
transmissions for DL HARQ:

0b0: 4 (default);
0b1: 8.

TUL_RX_Processing 1 Specifies the base station’s receive
processing time for UL HARQ:

0b0: 3 AAI subframes;
0b1: 4 AAI subframes.

S-SFH SP2 80 If Duplex Mode is FDD The duplex mode information is
obtained from the frame
configuration index.
Note: The following parameters are
transmitted only if operating in FDD
mode.

UL Carrier Frequency 6

UL Bandwidth 3 The frequency spacing for UL
channel is the same as DL channel:

0b000: 512-point FFT;
0b001: 1024-point FFT;
0b010: 2048-point FFT.

MSB of 48-bit BS MAC ID 36 36 most significant bits of BS-ID.

MAC Protocol Revision 4 Version number of IEEE 802.16m
MAC supported on this channel.

DSAC 5/4/3 DL frequency partitioning:

For 2048-point FFT size, 5 bits;
For 1024-point FFT size, 4 bits;
For 512-point FFT size, 3 bits.

DFPC 4/3/3 DL frequency partitioning:

For 2048-point FFT size, 4 bits;
For 1024-point FFT size, 3 bits;
For 512-point FFT size, 3 bits.

DFPSC 3/2/1 DL frequency partitioning:

For 2048-point FFT size, 3 bits;
For 1024-point FFT size, 2 bits;
For 512-point FFT size, 1 bit.
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USAC 5/4/3 UL frequency partitioning:

For 2048-point FFT size, 5 bits;
For 1024-point FFT size, 4 bits;
For 512-point FFT size, 3 bits.

UFPC 4/3/3 UL frequency partitioning:

For 2048-point FFT size, 4 bits;
For 1024-point FFT size, 3 bits;
For 512-point FFT size, 3 bits.

UFPSC 3/2/1 UL frequency partitioning:

For 2048-point FFT size, 3 bits;
For 1024-point FFT size, 2 bits;
For 512-point FFT size, 1 bits.

MS Transmit Power Limitation
Level

5 The maximum allowed MS transmit
power whose values indicate
power levels in 1 dB steps starting
from 0 dBm.

EIRxPIR,min 5 This is an initial ranging channel
power control parameter indicating
the minimum receive power. The
BS_EIRP is the transmission power
of the BS

S-SFH SP3 160/320 Rate of Change of S-SFH
Information

4 Minimum time interval in which the
contents of the S-SFH do not
change (S-SFH SP change bitmap
determines which S-SFH sub-
packet):

0b0000: 16 � the periodicity of
S-SFH SPx superframes;
0b0001: 32 � the periodicity of
S-SFH SPx superframes;
0b0010: 64 � the periodicity of
S-SFH SPx superframes.

SA-Preamble Sequence Soft
Partitioning Information

4 Information on SA-Preamble
sequence partitioning for non-
macro BS as open and closed
subscriber group femto BS.

FFR Partition Resource Metrics 0/4/8 When an MS enters a network with
Frequency Partition Count (FPCT)
>1, it initially uses the frequency
partition indicated by the BS. Once

(Continued)
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Table 9-14 Contents of Superframe Header [2] Continued

Superframe Header
Component Periodicity (ms) Parameters Size (Bits) Description

the MS has receives the first
superframe with resource metric
information, it will start to use the
resource metric to recommend its
preferred partition to the BS in case
of mini-band CRU/DRU, or select
the preferred sub-bands
in case of sub-band CRU
subchannelization.
Resource metric of frequency
partition FP0 (reuse-1 partition) has
fixed value equal to 1. Resource
metric of frequency partition FP1

with power boosting is calculated
as Resource_Metric_FP1 ¼ 3-
Resouce_Metric_FP2 –Resouce_
Metric_FP3. The number of bits
depends on the value of FPCT and
the frequency partition size
parameters.

IoT Correction Value for UL
Power Control

10 10-bit IoT value is used to support
the correction of 5 IoT values
(IoT_Sounding, IoT_FP0, IoT_FP1,
IoT_FP2, IoT_FP3) defined in
AAI_ULPC-NI message (UL Noise
and Interference Level Broadcast
message), each 2 bits are
expressed as the correction value:

0b00: þ1 dB;
0b01: þ0.5 dB;
0b10: 0 dB;
0b11: �0.5 dB.

The correction value is
accumulated on IoT values from
the latest AAI_ULPC-NI message
until the new AAI_ULPC-NI
message is received and
processed.

Number of Distributed LRUs for
UL Feedback Channel per a UL
AAI Subframe

4 The number of UL feedback
channels according to
UL_FEEDBACK_SIZE.
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Number of BS Transmit
Antennas

2 Number of BS transmit antennas:

0b00: 2 antennas;
0b01: 4 antennas;
0b10: 8 antennas;
0b11: reserved.

SP Scheduling Periodicity
Information

4 The S-SFH sub-packet IEs (i.e.,
S-SFH SP1 IE, SP 2 IE and SP3 IE)
are transmitted by the BS at the
scheduled times with different
periodicity (i.e., TSP1< TSP2< TSP3).

HO Ranging Back-off Start 4 Initial back-off window size for MS
performing initial ranging during
HO process expressed as a power
of 2 (0 � n � 15).

HO Ranging Backoff End 4 Final back-off window size for MS
performing initial ranging during
HO process expressed as a power
of 2 (0 � n � 15).

Initial Ranging Backoff Start 4 Initial back-off window size for
initial ranging contention
expressed as a power of
2 (0 � n � 15).

Initial Ranging Backoff End 4 Final back-off window size for initial
ranging contention expressed as
a power of 2 (0 � n � 15).

UL BW-REQ Channel
Information

3 0b000: First UL subframe in every
superframe;
0b001: First UL subframe in every
frame;
0b010: Every UL subframes in
every frame.

Bandwidth Request S-SFH SP3
Backoff Start

4 Initial back-off window size for
contention bandwidth request
expressed as a power of 2
(0 � n � 15).

Bandwidth Request Backoff End 4 Final back-off window size for
contention bandwidth request
expressed as a power of 2
(0 � n � 15).

fpPowerConfig 4 Power level of each frequency
partition in fractional frequency
reuse scheme (power boosting/de-
boosting values).
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The last five OFDM symbols of the first subframe of a superframe are used to transmit the
superframe header. All PRUs in the first subframe of a superframe have five OFDM symbols with
a two-stream pilot pattern, as defined earlier. Note that the first OFDM symbol of this subframe is
allocated to the secondary advanced preamble. The subframe, where the SFH is located, always
contains one frequency partition, FP0. All NPRU PRUs in the subframe where the SFH is located are
permuted to generate the distributed LRUs. The permutation and frequency partition of the SFH
subframe is described by the parameters DSAC ¼ 0 (all mini-bands with no sub-band), DFPC ¼
0 (frequency reuse-1), DCASSB0 ¼ 0 (no sub-band CRU allocated), and DCASMB0 ¼ 0 (no mini-band
CRU allocated). The following parameters are further defined:

� NSFH is the number of distributed LRUs which are occupied by the SFH where NSFH ¼ NP-SFH þ
NS-SFH;

� NP-SFH (fixed) is the number of distributed LRUs which are occupied by the P-SFH (NP-SFH ¼ 4);
� NS-SFH (variable) is the number of distributed LRUs which are occupied by the S-SFH.

The SFH occupies the first NSFH distributed LRUs in the first subframe of the superframe where
NSFH � 24. The remaining distributed LRUs in that subframe are used for control and data
transmission. The first NP-SFH distributed LRUs of the first subframe are allocated for P-SFH
transmission, where NP-SFH has a fixed value. The S-SFH is mapped to the NS-SFH distributed LRUs
following the NP-SFH distributed LRUs. The value of parameter NS-SFH is determined by the S-SFH
repetition factor and the total number of information bits in S-SFH IE (variable depending on the
type of S-SFH subpacket being transmitted) plus the 16-bit S-SFH CRC. The S-SFH can be
repeated over two consecutive superframes to achieve time diversity. The information transmitted in
S-SFH is divided into three sub-packets. The sub-packets of S-SFH are transmitted periodically
where each sub-packet has a different transmission periodicity, as illustrated in Figure 9-63. The SP
Scheduling Periodicity Information field of S-SFH SP3 is used to indicate the transmission peri-
odicity of the S-SFH SP1, SP2, and SP3. When no S-SFH sub-packet is contained in the SFH, the
S-SFH resources may be used for transmitting other control information or the A-MAPs.

The P-SFH and S-SFH are transmitted using predetermined modulation and coding schemes.
The modulation for the P-SFH and the S-SFH is QPSK. The effective coding rate for the P-SFH is
1/24 and the effective coding rate for the S-SFH is configurable and signaled by the P-SFH. The
physical processing of the P-SFH IE is shown in Figure 9-64. A 5-bit CRC is appended to P-SFH
IE whose generating polynomial is described as G(x) ¼ x5 þ x4 þ x2 þ 1. The CRC length for the
S-SFH is 16 bits.

A Tail-Biting Convolutional Coder with a rate of 1/4 is used as the minimum code rate for the P-
SFH and S-SFH. The modulated symbols are mapped to two transmission streams using an SFBC
transmit diversity scheme. The two streams using SFBC are precoded and mapped to the transmit
antennas. The MS is not required to know the antenna configuration prior to decoding the P-SFH.
When using more than two transmit-antennas, the P-SFH and S-SFH are transmitted using two-stream
SFBC with precoding, which is decoded by the MS without any information on the precoding and
antenna configuration.

The S-SFH sub-packet IEs (i.e., S-SFH SP1 IE, SP 2 IE, and SP3 IE) are transmitted by the BS
with certain period for each sub-packet where TSP1 < TSP2 < TSP3. The periodicity of S-SFH sub-
packet scheduling is transmitted in the S-SFH SP3 IE, as shown in Table 9-14. The BS transmits
P-SFH IE containing the S-SFH scheduling information bitmap, S-SFH change count, S-SFH SP
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change bitmap, and start superframe offset where new S-SFH information is used in every super-
frame. The S-SFH change count remains unchanged as long as all of the values (except MSB of
superframe number in S-SFH SP1 IE) of the S-SFH SP IEs remain unchanged. The S-SFH change
count is incremented by one (modulo 16) whenever any of the values (except MSB of superframe
number in S-SFH SP1 IE) of the S-SFH IEs change. The changed S-SFH SP IEs are transmitted at
the scheduled superframes intervals corresponding to each S-SFH SP IE. If the MS determines that
the S-SFH Change Count field in P-SFH has not changed, then it concludes that its copy of the
system information is up-to-date.

Each bit of the S-SFH sub-packet change bitmap is an indication of the change of the corre-
sponding S-SFH sub-packet IE where the least and most significant bits are mapped to the S-SFH SP1
IE and S-SFH SP3 IE, respectively. The Start Superframe Offset parameter indicates the time relevance
of the S-SFH change where the new system parameters are applied. Using the S-SFH Change Count,
S-SFH SP Change Bitmap, and Start Superframe Offset parameters, an MS can determine whether it
needs to decode S-SFH IE in the current superframe and to update its system parameters. Therefore,
the MS does not have to decode the entire superframe headers at every superframe instance, if there is
no change in system information.

40 ms
80 ms

160 ms
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S-SFH SP3S-SFH SP2P-SFH S=SFH SP1

Time

Data and Control 
Blocks

NPRU

NP-SFH

NS-SFH

6 OFDMA Symbols

Transm
ission Bandw

idth

NSFH
Distributed

Logical
Resource 

Units

P-SFH

S-SFHSA-Pream
ble

FIGURE 9-63

Structure and timing of superframe header components [2]
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9.15 3GPP LTE PHYSICAL LAYER PROTOCOLS
This section describes the physical layer procedures in 3GPP LTE Releases 8 through 10, in order to
provide the reader with sufficient technical background to understand and contrast the similarities and
differences between the IEEE 802.16m and 3GPP LTE. The main functional elements of the physical
layer processing and control signaling are described in the following sections [95–117].

9.15.1 Multiple Access Schemes

The 3GPP LTE uses asymmetric multiple access schemes in the downlink and uplink. The multiple-
access scheme in the downlink is based on OFDMAwith a cyclic prefix and a single-carrier frequency
division multiple-access with cyclic prefix is used in the uplink. The OFDMA scheme is particularly
suited for frequency-selective channels and high data rates. It transforms a wideband frequency-
selective channel into a set of parallel flat-fading narrowband channels. This ideally, allows the
receiver to perform a less complex equalization process in the frequency-domain, i.e., single-tap
frequency-domain equalization. The 10 ms radio frame is divided into 10 equally sized subframes.
Each subframe is further sub-divided into two slots of 0.5 ms length. The basic transmission
parameters in the downlink are shown in Table 9-15.

The CP length is chosen to be longer than twice the maximum delay spread and propagation delays
in the radio channel. For 3GPP LTE, the normal CP length is set to 4.69 ms, enabling the system to
tolerate delay variations due to propagation over cells up to 0.7 km. Note that the insertion of CP
increases the Layer 1 overhead and hence reduces the overall throughput. An extended CP length of
16.67 ms would allow support of cell radii as large as 2.5 km. To provide enhanced multicast and
broadcast services, LTE has the capability to transmit Multicast and Broadcast content over a Single
Frequency Network (MBSFN), where a time-synchronized common waveform is transmitted from
multiple eNBs, allowing macro-diversity combining of multi-cell transmissions at the UE. The cyclic
prefix is utilized to cover the difference in the propagation delays, which makes the MBSFN trans-
mission appear to the UE as a transmission from a single large cell. Transmission on a dedicated carrier
for MBSFN with the possibility of using a longer CP with a sub-carrier bandwidth of 7.5 kHz is
supported, as well as transmission of MBSFN on a carrier with both MBMS and unicast transmissions
using time division multiplexing [116].

E-UTRA is designed to operate in the frequency bands defined in Table 9-16. The requirements are
defined for 1.4, 3, 5, 10, 15, and 20 MHz bandwidth with a specific configuration in terms of number of
resource blocks. Figure 9-65 illustrates the relationship between the total channel bandwidth and the
transmission bandwidth, i.e., the number of resource blocks. The channel raster is 100 kHz, which
means the center frequency must be a multiple of 100 kHz. To support transmission in paired and

P-SFH IE/
S-SFH IE

Physical
Mapping
to P-SFH/

S-SFH

CRC 
Insertion

Channel 
Encoding

QPSK
Modulation

MIMO
Encoding/
Precoding

FIGURE 9-64

Physical processing of the P-SFH/S-SFH information element [2]
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unpaired spectrums, two duplexing schemes are supported: frequency division duplex (allowing both
full and half duplex terminal operation); as well as time division duplex.

The basic transmission scheme in the uplink is single-carrier transmission (SC-FDMA) with
a cyclic prefix to achieve uplink inter-user orthogonality and to enable efficient frequency-domain
equalization at the receiver side. The frequency-domain generation of the SC-FDMA signal, also
known as DFT-spread OFDM, is similar to OFDMA and is illustrated in Figure 9-10. This allows for
a relatively high degree of commonality with the downlink OFDMA baseband processing using the
same parameters, e.g., clock frequency, sub-carrier spacing, FFT/IFFT size, etc. The use of SC-FDMA
in the uplink is mainly due to the relatively inferior peak-to-average power ratio properties of OFDMA
that result in worse uplink coverage compared to SC-FDMA. The PAPR characteristics are important
for cost-effective design of UE power amplifiers.

The sub-carrier mapping determines which part of the spectrum is used for transmission by
inserting a suitable number of zeros at the upper and/or lower end, as shown in Figure 9-10. Between
each DFT output sample L � 1 zeros are inserted. A mapping with L ¼ 1 (as shown in Figure 9-10)
corresponds to localized transmissions, i.e., transmissions where the DFT outputs are mapped to
consecutive sub-carriers. There are two sub-carrier mapping schemes (localized and distributed) that
could be used in the uplink. However, 3GPP LTE only specifies localized sub-carrier mapping in the
uplink.

9.15.2 Frame Structure

Downlink and uplink transmissions are organized into radio frames with 10 ms duration. 3GPP LTE
supports two radio frame structures, Type 1, applicable to an FDD duplex scheme, and Type 2,
applicable to a TDD duplex scheme. Frame structure Type 1 is illustrated in the upper portion of
Figure 9-66. Each 10 ms radio frame is divided into 10 equally sized subframes. Each subframe
consists of two equally sized slots. For FDD, 10 subframes are available for downlink transmission and

Table 9-15 3GPP LTE OFDMA Parameters [30,97]

Parameter Value

Channel Bandwidth (MHz) 1.4 3 5 10 15 20

Number of Resource Blocks 6 15 25 50 75 100

Number of Occupied Sub-Carriers 72 180 300 600 900 1200

FFT Size 128 256 512 1024 1536 2048

Sub-Carrier Spacing Df (kHz) 15 (7.5)

Sampling Rate (MHz) 1.92 3.84 7.68 15.36 23.04 30.72

Samples per Slot 960 1920 3840 7680 11520 15360

CP Size (ms) Normal CP (Df ¼ 15 kHz) 5.21 (first symbol of the slot) 4.69 (other symbols of the slot)
7 symbols/slot

Extended CP (Df ¼ 15 kHz) 16.67
6 symbols/slot

Extended CP (Df¼ 7.5 kHz) 33.33
3 symbols/slot
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10 subframes are available for uplink transmissions in each radio frame. Uplink and downlink
transmissions are separated in the frequency-domain. The transmission time interval in the downlink
and uplink is 1 ms [107].

Frame structure Type 2 is illustrated in the lower portion of Figure 9-66. Each 10 ms radio frame
consists of two half-frames of 5 ms each. Each half-frame consists of eight slots 0.5 ms long and three

Table 9-16 3GPP Band Classes [111,112]

Band Class

Uplink Operating Band eNB
Receive/UE Transmit (MHz)

Downlink Operating Band eNB
Transmit/UE Receive (MHz)

Duplex ModeFUL_low–FUL_high FDL_low–FDL_high

1 1920 – 1980 2110 – 2170 FDD

2 1850 – 1910 1930 – 1990 FDD

3 1710 – 1785 1805 – 1880 FDD

4 1710 – 1755 2110 – 2155 FDD

5 824 – 849 869 – 894 FDD

6 830 – 840 865 – 875 FDD

7 2500 – 2570 2620 – 2690 FDD

8 880 – 915 925 – 960 FDD

9 1749.9 – 1784.9 1844.9 – 1879.9 FDD

10 1710 – 1770 2110 – 2170 FDD

11 1427.9 – 1447.9 1475.9 – 1495.9 FDD

12 698 – 716 728 – 746 FDD

13 777 – 787 746 – 756 FDD

14 788 – 798 758 – 768 FDD

15 Reserved – -

16 Reserved – -

17 704 – 716 734 – 746 FDD

18 815 – 830 860 – 875 FDD

19 830 – 845 875 – 890 FDD

20 832 – 862 791 – 821 FDD

21 1447.9 – 1462.9 1495.9 – 1510.9 FDD

22 3410 – 3500 3510 – 3600 FDD

. – –

33 1900 – 1920 1900 – 1920 TDD

34 2010 – 2025 2010 – 2025 TDD

35 1850 – 1910 1850 – 1910 TDD

36 1930 – 1990 1930 – 1990 TDD

37 1910 – 1930 1910 – 1930 TDD

38 2570 – 2620 2570 – 2620 TDD

39 1880 – 1920 1880 – 1920 TDD

40 2300 – 2400 2300 – 2400 TDD

41 3400 – 3600 3400 – 3600 TDD
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special fields: Downlink Pilot Time Slot (DwPTS); Guard Period (GP); and Uplink Pilot Time Slot
(UpPTS). The length of DwPTS and UpPTS is configurable subject to the total length of DwPTS, GP,
and UpPTS being equal to 1 ms. Different configurations of the special subframe, as specified in 3GPP
LTE, have been shown in Table 9-17. In this table Ts denotes the sampling time which is equal to the

s0

Radio Frame = 10ms
Subframe

s1 s18 s19

Slot

s2

Frame Structure Type 1

Radio Frame = 10 ms

Half Frame = 5 ms

DwPTS UpPTSGPDwPTS UpPTSGP
Frame Structure Type 2

SF0 SF2 SF3 SF4 SF5 SF7 SF8 SF9

1 ms

FIGURE 9-66

3GPP LTE frame structures for FDD and TDD modes [107]
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R
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FIGURE 9-65

Illustration of the relationship between channel bandwidth and transmission bandwidth [111,112]
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inverse of sampling frequency, i.e., Ts ¼ 1/(15000 � 2048) [107]. The length of the radio frame,
subframe, and slot can alternatively be expressed in the number of time samples which are integer
values. Both 5 ms and 10 ms switching-point periodicity are supported. The first subframe in all
configurations and the sixth subframe in configuration with 5 ms switching-point periodicity consist of
DwPTS, GP, and UpPTS. The sixth subframe in configuration with 10 ms switching-point periodicity
consists of DwPTS only. All other subframes consist of two equally sized slots.

For TDD systems, the GP is reserved for downlink to uplink transition. Other subframes/fields are
assigned for either downlink or uplink transmission, as shown in Table 9-18. The uplink and downlink
transmissions are separated in the time domain.

Table 9-17 Configuration of Special Subframe (DwPTS/GP/UpPTS) [107]

Special
Subframe
Configu-
ration

Normal Cyclic Prefix in Downlink Extended Cyclic Prefix in Downlink

DwPTS

UpPTS

DwPTS

UpPTS

Normal
Cyclic
Prefix in
Uplink

Extended
Cyclic
Prefix in
Uplink

Normal
Cyclic
Prefix in
Uplink

Extended
Cyclic
Prefix in
Uplink

0 6592 $ Ts 2192 $ Ts 2560 $ Ts 7680 $ Ts 2192 $ Ts 2560 $ Ts
1 19760 $ Ts 20480 $ Ts
2 21952 $ Ts 23040 $ Ts
3 24144 $ Ts 25600 $ Ts
4 26336 $ Ts 7680 $ Ts 4384 $ Ts 5120 $ Ts
5 6592 $ Ts 4384 $ Ts 5120 $ Ts 20480 $ Ts
6 19760 $ Ts 23040 $ Ts
7 21952 $ Ts – – –

8 24144 $ Ts – – –

Table 9-18 Various Permissible Uplink/Downlink Configurations in Frame Structure Type 2
where “S” Denotes the Special Subframe [107]

Configuration
Switching-Point
Periodicity

Subframe Number

0 1 2 3 4 5 6 7 8 9

0 5 ms DL S UL UL UL DL S UL UL UL

1 5 ms DL S UL UL DL DL S UL UL DL

2 5 ms DL S UL DL DL DL S UL DL DL

3 10 ms DL S UL UL UL DL DL DL DL DL

4 10 ms DL S UL UL DL DL DL DL DL DL

5 10 ms DL S UL DL DL DL DL DL DL DL

6 10 ms DL S UL UL UL DL S UL UL DL
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9.15.3 Physical Resource Blocks

The smallest time-frequency resource unit used for downlink/uplink transmission is called
a resource element, defined as one sub-carrier over one OFDM/SC-FDMA symbol [107,116]. For
both TDD and FDD duplex schemes, as well as in both downlink and uplink, a group of 12 sub-
carriers contiguous in frequency over one slot in time form a Resource Block (RB), as shown in
Figure 9-67 (corresponding to one slot in the time-domain and 180 kHz in the frequency-domain).
Transmissions are allocated in units of resource blocks. One downlink/uplink slot using the normal
CP length contains seven symbols. There are 6, 15, 25, 50, 75, and 100 resource blocks corre-
sponding to 1.4, 3, 5, 10, 15, and 20 MHz channel bandwidths, respectively [107]. Note that the

OFDM/SC-FDMA Symbols

One Slot

0l 1symbNl

R
B

sc
R

B
N

N
Su

b-
ca

rri
er

s

R
B

sc
N

SU
b-

ca
rri

er
s

RB
scsymb NN

Resource block
resource elements

Resource element ),( lk

0k

1RB
scRB NNk

symb

Time

Frequency

N

FIGURE 9-67

Structure of the 3GPP LTE physical resource block [107]
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resource block size is the same for all bandwidths. The resource blocks are allocated in pairs in the
time-domain by the scheduler.

In the uplink, the transmitted signal in each slot is described by a resource grid of NUL
RBN

RB
sc

subcarriers and NUL
symb SC-FDMA symbols. The resource grid is illustrated in Figure 9-67. The number

of resource blocks NUL
RBdepends on the uplink transmission bandwidth configured in the cell and

is bounded as Nmin;UL
RB � NUL

RB � Nmax;UL
RB where Nmin;UL

RB ¼ 6 and Nmax;UL
RB ¼ 110 are the minimum

and maximum number of resource blocks in the uplink which depend on the transmission bandwidth
(see Figure 9-65). A physical resource block in the uplink thus consists of NUL

symbN
RB
sc resource

elements, corresponding to one slot in the time domain and 180 kHz in the frequency domain.
In the downlink, similarly, the transmitted signal in each slot is described by a resource grid of

NDL
RBN

RB
sc sub-carriers and NDL

symb OFDM symbols. The resource grid structure is illustrated in Figure
9-67. The quantity NDL

RB depends on the downlink transmission bandwidth configured in the cell and
satisfies Nmin;DL

RB � NDL
RB � Nmax;DL

RB , where Nmin;DL
RB ¼ 6 and Nmax;DL

RB ¼ 110 are the lower and upper
bounds, respectively. The set of allowed values for NDL

RB is given in reference [107]. The number of
OFDM symbols in a slot depends on the cyclic prefix length and the sub-carrier spacing. A physical
resource block is defined as NDL

symb consecutive OFDM symbols in the time-domain and
NRB
sc consecutive sub-carriers in the frequency-domain, where NDL

symb and NRB
sc are the number of

symbols per slot and the number of sub-carriers per physical resource block, respectively. A physical
resource block thus consists of NDL

symbN
RB
sc resource elements, corresponding to one slot in the time-

domain and 180 kHz in the frequency-domain. Physical resource blocks are numbered from 0 to
NDL
RB � 1 in the frequency-domain.
For multi-antenna transmission, there is one resource grid defined per antenna port. An antenna

port is defined by its associated reference signal. The antenna ports are logical entities and there is no
one-to-one mapping to the physical antennas. The physical antennas are dynamically mapped to the
antenna ports per slot in the time-domain. The set of antenna ports supported depends on the reference
signal configuration in the cell and are as follows:

1. Cell-specific reference signals support 1, 2, or 4 antenna ports where the antenna port number p,
p ¼ 0 for one transmit antenna, p ¼ 0,1 for two transmit antennas, and p ¼ 0,1,2,3 for four
transmit antennas;

2. MBSFN reference signals are transmitted on antenna port p ¼ 4;
3. UE-specific reference signals are transmitted on antenna ports p ¼ 5, p ¼ 7, p ¼ 8, or p ¼ 7,8;
4. Positioning reference signals are transmitted on antenna port p ¼ 6.

The cell-specific reference signals and UE-specific reference signals cannot be simultaneously used;
rather, they are time-multiplexed across subframes.

A virtual resource block is defined as the same size as a physical resource block. There are two
types of virtual resource blocks: virtual resource blocks of localized type; and virtual resource blocks
of distributed type. For each type of virtual resource block, a pair of virtual resource blocks over two
slots in a subframe is assigned together by a single virtual resource block number nVRB. Virtual
resource blocks of the localized type are mapped directly to physical resource blocks such that virtual
resource block nVRB corresponds to physical resource block nPRB ¼ nVRB. Virtual resource blocks are
numbered from 0 to NDL

VRB � 1, where NDL
VRB ¼ NDL

RB. In the localized allocations, there is a one-to-one
mapping between virtual and physical resource blocks, whereas in the distributed case of resource
allocation, the virtual resource block numbers are mapped to physical resource block numbers
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according to the rule specified in reference [107], and inter-slot hopping is utilized. In the latter, the
first part of a virtual resource block pair is mapped to one physical resource block and the other part of
the virtual resource block pair is mapped to a physical resource block which is at a predefined gap
away (which causes the inter-slot hopping) in order to achieve frequency diversity. This mechanism is
especially important for small resource block allocations, due to inherently lower frequency diversity.
Note that the localized and distributed allocations in 3GPP LTE are conceptually similar to contiguous
and distributed resource units in IEEE 802.16m.

9.15.4 Modulation and Coding

The baseband modulation schemes supported in the downlink and uplink of 3GPP LTE are QPSK,
16 QAM, and 64 QAM. While all three modulation schemes are supported in the downlink in all UE
categories, the uplink 64 QAM is only supported in the highest UE category and lower UE cate-
gories only support QPSK and 16 QAM. The channel coding scheme for transport blocks in LTE is
turbo coding similar to UTRA, with a minimum coding rate of R ¼ 1/3, two 8-state constituent
encoders, and a contention-free Quadratic Permutation Polynomial (QPP) turbo interleaver [108].
Trellis termination is performed by taking the tail bits from the shift register feedback after all
information bits are encoded. Tail bits are padded after the encoding of information bits. Before the
turbo coding, transport blocks are segmented into octet-aligned segments with a maximum infor-
mation block size of 6144 bits. Error detection is supported by the use of a 24-bit CRC. Link
adaptation (adaptive modulation and coding) with various modulation schemes and channel coding
rates is applied to the shared data channel. The same coding and modulation is applied to all groups
of resource blocks belonging to the same MAC PDU scheduled to one user within one TTI and
within a single stream.

The downlink procedures for transport block processing are shown in Figure 9-68. The coding
steps for each transport block include addition of CRC to the transport block, code block segmentation
and code block CRC attachment, channel coding, rate matching, and code block concatenation. The
input bits to the CRC calculation and appending unit are denoted as a0, a1,., aA�1 and the parity bits
by p0 , p1,., pL�1 where A is the size of the input sequence and L is the number of parity bits. The
output bits after appending CRC bits are denoted by b0, b1,., bB�1 where B ¼ A þ L. The input bit
sequence to the code block segmentation is denoted by b0, b1,., bB�1 where B > 0. If B is larger than
the maximum block size of 6144, the input bit sequence is segmented an additional CRC sequence of
length L ¼ 24 bits is attached to each code block. The output bits from block segmentation unit are
denoted by cr0, cr1,., cr(k�1) where r is the block number and Kr is the number of bits in block number r.

The input bit sequence for a given input block to the channel coding unit is denoted by c0, c1,
c2, c3,., ck�1, where K is the number of bits to be encoded. After encoding the bits are denoted by
d
ðiÞ
0 ; d

ðiÞ
1 ; d

ðiÞ
2 ; d

ðiÞ
3 ;.; d

ðiÞ
D�1 where D is the number of encoded bits per output stream and the super-

script i identifies the encoder output stream. The relationship between ck and d
ðiÞ
k and further between K

and D is determined by the channel coding scheme that is used for the transport block. Tail-biting
convolutional coding and turbo coding schemes are used to encode control and traffic channels,
respectively. The use of a coding scheme and coding rate for different types of control and traffic
information is shown in Table 9-19. The value of D in a tail-biting convolutional coding with a rate of
1/3 is given asD¼ K, and for the turbo coding with a rate of 1/3 is given asD¼ Kþ 4. The value of the
output stream index i is 0, 1, and 2 for both coding schemes.
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A tail-biting convolutional code with constraint length 7 and coding rate 1/3 is used in 3GPP LTE.
The turbo encoder used in 3GPP LTE is a Parallel Concatenated Convolutional Code (PCCC) with
two 8-state constituent encoders and one turbo code internal interleaver. The minimum coding rate of
the turbo encoder is 1/3. Trellis termination is performed by taking the tail bits from the shift
register feedback after all information bits are encoded. Tail bits are padded after the encoding of
information bits.

The rate matching for turbo coded transport channels is defined per coded block and consists of
interleaving of the three information bit streams d

ð0Þ
k , d

ð1Þ
k and d

ð2Þ
k followed by the collection of bits

and the generation of a circular buffer, as depicted in Figure 9-69. The output bits for each code block
are transmitted as described in the next section. The rate matching output bit sequence is denoted as
ek, k ¼ 0,.,E � 1 where E denotes the rate matching output sequence length. The input bit sequence
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Downlink/uplink transport block processing [107]
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to the code block concatenation module is the sequence erk, r¼ 0,.,C� 1 and k¼ 0,.,Er � 1. The
output bit sequence from the code block concatenation block is the sequence fk, k ¼ 0,.,G � 1.
The code block concatenation consists of sequentially concatenating the rate matching outputs for
the different code blocks.

The downlink control information transports downlink or uplink scheduling information, requests
for aperiodic CQI reports, notifications of MCCH change, or uplink power control commands asso-
ciated with one RNTI (user identifier). The RNTI is implicitly encoded in the CRC; that is CRC is
masked with RNTI. The physical layer processing for the downlink control information includes
information element multiplexing, CRC attachment, channel coding, and rate matching.

Figure 9-69 shows the physical layer processing of the UL-SCH transport channel. The data bits
a0, a1,., aA�1 enter the coding module in the form of one transport block every transmission time
interval. Error detection is provided for UL-SCH transport blocks through a cyclic redundancy check.

Table 9-19 Coding Schemes for Various Channel Types [107]

Channel Types Channel Types Coding Scheme Coding Rate

Traffic Channels Uplink Shared Channel (UL-SCH) Turbo Coding 1/3

Downlink Shared Channel (DL-SCH)

Paging Channel (PCH)

Multicast Channel (MCH)

Broadcast Channel (BCH) Tail-Biting Convolutional
Coding

1/3

Control Channels Downlink Control Information (DCI) Tail-Biting Convolutional
Coding

1/3

Control Format Indicator (CFI) Block Code 1/16

HARQ Indicator (HI) Repetition Code 1/3

Uplink Control Information (UCI) Block Code Variable

Tail-Biting Convolutional
Coding

1/3
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Rate matching for turbo coded transport channels [107]
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The entire transport block is used to calculate the CRC parity bits p0, p1,., pL�1 and the output bits
b0, b1,., bB�1 are generated. Code blocks are then delivered to the channel coding module. The bits in
a code block are denoted by cr0, cr1,., cr (K�1), where r is the code block number, and Kr is the number
of bits in code block number r. The total number of code blocks is denoted by C and each code block is
individually turbo encoded. After encoding the bits are denoted by d

ðiÞ
r0 ; d

ðiÞ
r1 ;.; d

ðiÞ
rðDr�1Þ, with i ¼ 0, 1,

and 2 and where Dr is the number of bits in the ith coded stream for code block number r, thus Dr ¼
Kr þ 4. After rate matching, the bits are denoted by er0, er1,., er(Er�1), where r is the coded block
number, and where Er is the number of rate matched bits for code block number r. The bits after code
block concatenation are denoted by f0, f1,., fG�1, where G is the total number of coded bits for
transmission excluding the bits used for control transmission, when control information is multiplexed
with the UL-SCH transmission. Uplink control data is fed to the coding unit in the form of channel
quality information (CQI and/or PMI), HARQ-ACK, and rank indication. Different coding rates for
the control information are achieved by allocating a different number of coded symbols for the
transmission. When uplink control data are transmitted in the PUSCH, the channel coding for HARQ-
ACK, rank indication, and CQI information o0, o1,., o(O�1), where O is the number of HARQ-ACK
bits or rank indicator bits, is individually performed. Two HARQ-ACK feedback modes are supported
by higher layer configuration in TDD: HARQ-ACK bundling; and HARQ-ACK multiplexing. For
TDD HARQ-ACK bundling, HARQ-ACK consists of one or two bits of information, whereas for the
HARQ-ACK multiplexing the HARQ-ACK consists of one to four bits of information.

The control and datamultiplexing is performed such thatHARQ-ACK information is present on both
slots and is mapped to resources around the demodulation reference signals. The multiplexing ensures
that control and data information aremapped to differentmodulation symbols. The inputs to the data and
control multiplexing are the coded bits of the control information denoted by q0; q1;.; qQCQ=�1

and the
coded bits of the UL-SCH denoted by f0, f1,., fG�1. The output of the data and control multiplexing
operation is denoted by g0, g1,., g

H�1
where H is the total number of coded bits allocated for UL-SCH

data and CQI/PMI information. The channel interleaver, in conjunction with the resource element
mapping for PUSCH, implements a time-first mapping of modulation symbols onto the transmit
waveform while ensuring that the HARQ-ACK information is present on both slots in the subframe and
is mapped to resources around the uplink demodulation reference signals.

When uplink control information is transmitted via PUSCH without UL-SCH data, the coding
procedure includes channel coding of control information, control information mapping, and channel
interleaver. In the physical layer processing of the BCH transport channel, the information arrives at
the coding module in the form of one transport block every 40 ms and the coding steps include addition
of CRC to the transport block, channel coding, and rate matching. The 16-bit parity is calculated and
attached to the BCH transport block. After the attachment, the CRC bits are scrambled according to the
eNB transmit antenna configuration, i.e., the CRC bits of the PBCH are masked with the cell identifier.
The permissible modulation schemes for various physical channels in the downlink and uplink of LTE
are shown in Table 9-20 [116].

9.15.5 Physical Channel Processing

Figure 9-70 illustrates different stages of 3GPP LTE physical channel processing in the downlink and
uplink. In the downlink, the coded bits in each of the codewords are scrambled for transmission on
a physical channel. The scrambled bits are modulated to generate complex-valued modulation symbols
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that are later mapped to one or several transmission layers. The complex-valued modulation symbols
on each layer are precoded for transmission and are further mapped to resource elements for each
antenna port. The complex-valued time-domain OFDMA signal for each antenna port is then gener-
ated following these stages [107]. The continuous-time signal s

ðpÞ
l ðtÞ on antenna port p in OFDM

symbol l in a downlink slot can be expressed as follows:

s
ðpÞ
l ðtÞ ¼

X�1

k¼�PNDL
RBN

RB
sc =2R

a
ðpÞ
k0l e

j2pkDf ðt�NCP;lTsÞ þ
XQNDL

RBN
RB
sc =2S

k¼ 1

a
ðpÞ
k}le

j2pkDf ðt�NCP;lTsÞ; 0 � t < ðNCP;l þ NÞTs

(9-40)

where k0 ¼ k þ PNDL
RBN

RB
sc =2R and k} ¼ k þ PNDL

RBN
RB
sc =2R� 1. The variable N is equal to 2048 for

Df ¼ 15 kHz sub-carrier spacing and 4096 for Df ¼ 7.5 kHz sub-carrier spacing.

Table 9-20 Physical Channels, Signals, and their Corresponding Modulation Schemes for 3GPP
LTE Downlink and Uplink [107,108]

Downlink Physical Channels Physical Broadcast Channel
(PBCH)

QPSK

Physical Downlink Control
Channel (PDCCH)

QPSK

Physical Downlink Shared
Channel (PDSCH)

QPSK, 16 QAM, 64 QAM

Physical Multicast Channel
(PMCH)

QPSK, 16 QAM, 64 QAM

Physical Control Format
Indicator Channel (PCFICH)

QPSK

Physical HARQ Indicator
Channel (PHICH)

BPSK modulated on I and Q
with the spreading factor 2 or 4
orthogonal codes

Physical Signals Reference Signals (RS) Complex IþjQ pseudo-random
sequence of length 31 Gold
sequence derived from cell ID

Primary Synchronization Signal One of 3 Zadoff-Chu
sequences

Secondary Synchronization
Signal

Two 31-bit BPSK M-sequence

Uplink Physical Channels Physical Uplink Shared
Channel (PUSCH)

QPSK, 16QAM, 64QAM

Physical Uplink Control Channel
(PUCCH)

BPSK, QPSK

Physical Random Access
Channel (PRACH)

u root Zadoff-Chu sequence

Physical Signals Demodulation Reference
Signal (DRS) (narrowband)

Zadoff-Chu

Sounding Reference Signal
(SRS) (wideband)

Based on Zadoff-Chu
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In the uplink, the baseband signal is processed by scrambling the input coded bits and then by
modulation of the scrambled bits to generate complex-valued symbols. The complex-valued modu-
lation symbols are transform-precoded (DFT-based precoding) to generate complex-valued symbols
that are later mapped to resource elements. The complex-valued time-domain SC-FDMA signal for
each antenna port is then generated. The continuous-time signal sl(t) in SC-FDMA symbol l in an
uplink slot is defined as follows:

S1ðtÞ ¼ PQNUL
RBN

RB
sc =2S�1

k¼�PNUL
RBN

RB
sc =2R

ak0le
j2pðkþ1=2ÞDf ðt�NCP;lTsÞ; 0 � t < ðNCP;l þ NÞTs (9-41)

where k0 ¼ k þ PNUL
RBN

RB
sc =2R, N¼ 2048, Df¼ 15 kHz, and akl is the content of resource element (k, l).

The detailed physical channel processing in the downlink, as shown in Figure 9-70, can be described
as follows. For each codewordNc¼ 0, 1, the block of bits bðNcÞð0Þ; bðNcÞð1Þ;.; bðNcÞðMðNcÞ

bit � 1Þ, where
M

ðNcÞ
bit is the number of bits in codeword Nc transmitted on the physical channel in one subframe, are

scrambled prior to modulation, resulting in a block of scrambled bits ~b
ðNcÞð0Þ; ~bðNcÞð1Þ;.; ~b

ðNcÞ

ðMðNcÞ
bit � 1Þ. The scrambling sequence generator is initialized at the start of each subframe, where the

initialization value depends on the transport channel type. There are up to two codewords that can be
transmitted in one subframe. In the case of single codeword transmission, Nc is equal to zero. For each
codeword Nc, the block of scrambled bits ~bðNcÞð0Þ; ~bðNcÞð1Þ;.; ~bðNcÞðMðNcÞ

bit � 1Þ are modulated using
one of the permissible modulation schemes (QPSK, 16 QAM, and 64 QAM modulation schemes are
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used for PDSCH and PMCH), resulting in a block of complex-valued modulation symbols
dðNcÞð0Þ; dðNcÞð1Þ;.; dðNcÞðMðNcÞ

symb � 1Þ. The complex-valued modulation symbols for each of the
codewords to be transmitted are mapped onto one or several layers. The complex-valued modulation
symbols dðNcÞð0Þ; dðNcÞð1Þ;.; dðNcÞðMðNcÞ

symb � 1Þfor codeword Nc are mapped onto the layer
xðiÞ ¼ ðxð0ÞðiÞ; xð1ÞðiÞ;.; xðNl�1ÞðiÞÞt, i ¼ 0; 1;.;M

layer
symb � 1 where Nl is the number of layers and

M
layer
symb is the number of modulation symbols per layer.
For transmission on a single antenna port, a single layer is used, i.e., Nl ¼ 1 and the mapping is

defined as x(0)(i) ¼ d(0)(i) with M
layer
symb ¼ M

ð0Þ
symb. For spatial multiplexing, the number of layers Nl is

less than or equal to the number of antenna ports Np that are used for transmission of the physical
channel. A single codeword can only be mapped to two layers, when the number of antenna ports
Nl ¼ 4. For transmit diversity, there is only one codeword and the number of layers Nl is equal to the
number of antenna ports Np.

The precoder input is a block of vectors xðiÞ ¼ ðxð0ÞðiÞ; xð1ÞðiÞ;.; xðNl�1ÞðiÞÞt, where
i ¼ 0; 1;.;M

layer
symb � 1 from the layer mapping module, and the output of the precoder module is

a block of vectors yðiÞ ¼ ðyð0ÞðiÞ; yð1ÞðiÞ;.; yðp�1ÞðiÞÞt, i ¼ 0; 1;.;Mp
symb � 1 that is mapped to

resources on each of the antenna ports, where y(p)(i) represents the signal for antenna port p. For
transmission on a single antenna port, the precoding function is performed as y(p)(i) ¼ x(0)(i) where
p ¼ 0, 4, 5, 7, 8 is the number of the single antenna port used for transmission of the physical channel,
i ¼ 0; 1;.;M

p
symb � 1, and M

p
symb ¼ M

layer
symb . The precoding function for the spatial multiplexing

using antenna ports with cell-specific reference signals is only used in conjunction with layer mapping
for spatial multiplexing. The spatial multiplexing supports two or four antenna ports and the set of
antenna ports used is p ¼ 0,1 or p ¼ 0,1,2,3, respectively. If cyclic delay diversity is not used, then the
precoding operation for spatial multiplexing can be expressed as follows:

2
64

yð0ÞðiÞ
«

yðNp�1ÞðiÞ

3
75 ¼ WðiÞ

2
64

xð0ÞðiÞ
«

xðNl�1ÞðiÞ

3
75 (9-42)

where the precoding matrix W(i) is an Np � Nl matrix, i ¼ 0; 1;.;M
p
symb � 1, andM

p
symb ¼ M

layer
symb.

For spatial multiplexing, the precoding matrix W(i) is selected from subsets of the base codebook
configured in the eNB and the UE. The eNB may further limit the precoding matrix selection in the UE
to a subset of the elements in the base codebook using codebook subset restrictions. For a large-delay
CDD scheme, the precoding for spatial multiplexing is defined by:

2
64

yð0ÞðiÞ
«

yðNp�1ÞðiÞ

3
75 ¼ WðiÞLðiÞU

2
64

xð0ÞðiÞ
«

xðNl�1ÞðiÞ

3
75 (9-43)

where the precoding matrix W(i) is of size Np � Nl, i ¼ 0; 1;.;Mp
symb � 1, Mp

symb ¼ Mlayer
symb , L(i) is

a diagonal Nl � Nl matrix, supporting cyclic delay diversity, and U is a Nl � Nl matrix. The precoding
matrix W(i) is selected among the precoder elements in the codebook configured in the eNB and the
UE. The eNB can further confine the precoder selection in the UE to a subset of the elements in the
codebook using a codebook subset restriction. As an example, for transmission on two antenna ports
p ¼ 0,1, the precoding matrix W(i) is selected from Table 9-21 [107].
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Precoding for transmit diversity is only used in conjunction with layer mapping for transmit
diversity. The precoding operation for transmit diversity is defined for two and four antenna ports. For
transmission on two antenna ports, p¼ 0,1, the output yðiÞ ¼ ðyð0ÞðiÞ; yð1ÞðiÞÞt, i ¼ 0; 1;.;Mp

symb � 1
of the precoding operation is defined by:

2
66664

yð0Þð2iÞ
yð1Þð2iÞ

yð0Þð2iþ 1Þ
yð1Þð2iþ 1Þ

3
77775 ¼ 1ffiffiffi

2
p

2
66664

1 0 j 0

0 �1 0 j

0 1 0 j

1 0 �j 0

3
77775

2
66664

Reðxð0ÞðiÞÞ
Reðxð1ÞðiÞÞ
Imðxð0ÞðiÞÞ
Imðxð1ÞðiÞÞ

3
77775 (9-44)

where i ¼ 0; 1;.;Mlayer
symb � 1 with Mp

symb ¼ 2Mlayer
symb . The precoding for spatial multiplexing using

antenna ports with UE-specific reference signals is only used in conjunction with layer mapping for
spatial multiplexing. Spatial multiplexing using antenna ports with UE-specific reference signals
supports two antenna ports and the set of antenna ports used is p ¼ 7, 8. As an example, for trans-
mission over two antenna ports p ¼ 7, 8, the precoding operation is defined as:"

yð7ÞðiÞ
yð8ÞðiÞ

#
¼
"
xð0ÞðiÞ
xð1ÞðiÞ

#
(9-45)

where i ¼ 0; 1;.;MP
symb � 1 and Mp

symb ¼ M
layer
symb. For each of the antenna ports used for trans-

mission of the physical channels, the block of complex-valued symbols yðpÞð0Þ;.; yðpÞðMsymb � 1Þ
are then mapped in sequence starting with y(p)(0) to resource element (k,l) such that they are in the
resource blocks corresponding to the virtual resource blocks assigned for transmission, and that those
resource elements are not used for transmission of PBCH, synchronization signals, cell-specific
reference signals, MBSFN reference signals, or UE-specific reference signals, and further those
resource elements are not in an OFDM symbol used for PDCCH. The mapping to resource element
(k, l) on antenna port p that is not reserved for other purposes is in increasing order of index k and then
index l, starting with the first slot in a subframe.

The detailed physical channel processing in the uplink, as shown in Figure 9-70, can be described
as follows. The block of bits b0; b1;.; bMbit�1where Mbit denotes the number of bits transmitted on

Table 9-21 Codebook for Transmission on Antenna Ports p¼ 0,1 [107]

Codebook Index

Number of Layers Nl

1 2

0 1ffiffi
2

p
h
1
1

i
1ffiffi
2

p
h
1 0
0 1

i

1 1ffiffi
2

p
h

1
�1

i
1
2

h
1 1
1 �1

i

2 1ffiffi
2

p
h
1
j

i
1
2

h
1 1
j �j

i

3 1ffiffi
2

p
h 1
�j

i
–
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the physical uplink shared channel in one subframe, are scrambled with a UE-specific scrambling
sequence prior to modulation, resulting in a block of scrambled bits ~b0; ~b1;.; ~bMbit�1 according to
a pseudo code. The block of scrambled bits ~b0; ~b1;.; ~bMbit�1 are modulated with QPSK, 16 QAM, or
64 QAM, resulting in a block of complex-valued symbols d0; d1;.; dMsymb�1. Note that the 64 QAM
modulation scheme is not supported by all UE categories. The block of complex-valued symbols
d0; d1;.; dMsymb�1 is then divided into Msymb=M

PUSCH
sc sets, each corresponding to one SC-FDMA

symbol. Transform precoding is further applied according to the following expression, resulting in
a block of complex-valued symbols z0; z1;.; zMsymb�1:

zðlMPUSCH
sc þ kÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

MPUSCH
sc

p XMPUSCH
sc �1

i¼ 0

dðlMPUSCH
sc þ iÞe�j 2pik

MPUSCH
sc ;

k ¼ 0;.;MPUSCH
sc � 1; l ¼ 0;.;Msymb=M

PUSCH
sc � 1

(9-46)

The parameter MPUSCH
sc ¼ MPUSCH

RB NRB
sc , where MPUSCH

RB denotes the bandwidth of the PUSCH in
terms of resource blocks, and MPUSCH

RB ¼ 2a23a35a5 � NUL
RB , where a2, a3, and a5 is a set of non-

negative integers.
The block of complex-valued symbols z0; z1;.; zMsymb�1 are multiplied by the amplitude scaling

factor bPUSCH in order to conform to the transmit power PPUSCH for the physical uplink shared
channel, and sequentially mapped starting with z0 to physical resource blocks that are allocated for
transmission of PUSCH. The mapping to resource elements (k, l), which are assigned for data
transmission and not used for transmission of reference signals and not reserved for possible
synchronization reference signal transmission, is in increasing order of first the index k, then the
index l, starting with the first slot in the subframe. If uplink frequency-hopping is disabled, the set of
physical resource blocks to be used for transmission is given by nPRB ¼ nVRB where nVRB is obtained
from the uplink scheduling grant [107]. The hopping mode is decided by higher layers and deter-
mines whether the hopping is inter-subframe or intra- and inter-subframe. The set of physical
resource blocks to be used for transmission are determined based on the type of uplink frequency-
hopping. The set of physical resource blocks to be used for transmission in slot ns is given by the
scheduling grant together with a predefined pattern.

9.15.6 Reference Signals

Four types of downlink reference signals are defined: cell-specific reference signals associated with
non-MBSFN transmission; MBSFN reference signals associated with MBSFN transmission; UE-
specific reference signals (for single-layer and dual-layer transmission); and positioning reference
signals. There is one reference signal transmitted per downlink antenna port [107]. The cell-
specific downlink reference signals consist of predetermined reference symbols that are inserted in
the first and the third before last OFDM symbols of each slot and are used for downlink channel
estimation [116]. The exact sequence is derived from cell identifiers. The number of downlink
antenna ports with common reference signals equals 1, 2, or 4 (this number has been extended to 8
in 3GPP LTE-Advanced). The reference signal sequence is derived from a pseudo-random
sequence and results in a QPSK type constellation. Cell-specific frequency shifts are applied when
mapping the reference signal sequence to the sub-carriers. The two-dimensional reference signal
sequence is generated as the symbol-by-symbol product of a two-dimensional orthogonal sequence
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and a two-dimensional pseudo-random sequence. There are three different two-dimensional
orthogonal sequences and 168 different two-dimensional pseudo-random sequences. Each cell
identity corresponds to a unique combination of one orthogonal sequence and one pseudo-random
sequence, thus allowing for 504 unique cell identities (i.e., 168 cell identity groups with three cell
identities in each group).

Cell-specific reference signals are transmitted in all downlink subframes in a cell supporting
PDSCH transmission. As mentioned earlier, cell-specific reference signals are transmitted on antenna
ports 0 to 3 and are defined for sub-carrier spacing of Df ¼ 15 kHz. In an MBSFN subframe, the cell-
specific reference signals are only transmitted in the non-MBSFN region of the MBSFN subframe. The
MBSFN reference signals are transmitted only when the PMCH is transmitted and are defined for an
extended cyclic prefix. In that case, the MBSFN reference signals are transmitted on antenna port 4.
The UE-specific reference signals (alternatively known as precoded reference signals) are supported
for single-antenna-port transmission of PDSCH and are transmitted on antenna ports 5, 7, or 8. The
UE-specific reference signals are also supported for spatial multiplexing on antenna ports 7 and 8.
These reference signals are utilized for PDSCH demodulation, if the PDSCH transmission is asso-
ciated with the corresponding antenna port. They are transmitted only on the resource blocks upon
which the corresponding PDSCH is mapped. The UE-specific reference signals are not transmitted in
resource elements (k, l) on which one of the physical channels or physical signals other than UE-
specific reference signal are transmitted using resource elements with the same index pair (k, l),
regardless of their antenna port p.

Positioning reference signals are only transmitted in downlink subframes configured for posi-
tioning reference signal transmission. If both normal and MBSFN subframes are configured as
positioning subframes within a cell, the OFDM symbols in an MBSFN subframe configured for
positioning reference signal transmission use the same cyclic prefix as that used for the first
subframe. Otherwise, if only MBSFN subframes are configured as positioning subframes within
a cell, the OFDM symbols configured for positioning reference signals in these subframes use the
extended cyclic prefix. The positioning reference signals are transmitted on antenna port 6 and are
not mapped to resource elements (k, l) allocated to physical broadcast, primary, and secondary
synchronization channels, regardless of their antenna port p. Moreover, these reference signals are
only defined for sub-carrier spacing Df ¼ 15 kHz. Figures 9-71 and 9-72 illustrate the mapping of
downlink reference signals to antenna ports 0, 1, 2, 3, 4, 5, 7, and 8 [107]. The downlink MBSFN
reference signals consist of known reference symbols inserted every other sub-carrier in the 3rd,
7th, and 11th OFDM symbols of subframe in the case of 15 kHz sub-carrier spacing and extended
cyclic prefix.

Two types of reference signals are used in the uplink: demodulation reference signals (embedded in
each PUCCH and PUSCH transmission and use the same bandwidth as control/data transmission) that
are associated with transmission of PUSCH or PUCCH; and sounding reference signals (located in last
symbol of a subframe and which can be configured by the network to support uplink frequency-domain
scheduling and channel sounding for downlink transmissions, especially for TDD mode; it uses
interleaving in frequency-domain to provide additional support for multiple users transmitting
sounding signals in the same bandwidth), which is not associated with transmission of PUSCH or
PUCCH. The same set of base sequences is used for demodulation and sounding reference signals.

Uplink demodulation reference signals are used for channel estimation in coherent demodulation
and are transmitted in the 4th SC-FDMA symbol of the slot assuming normal CP length. The uplink
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Mapping of downlink reference signals, antenna ports 0, 1, 2, and 3 with 4 transmit antennas [107]
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Mapping of downlink reference signals, antenna ports 4 (MBSFN), 5, 7, and 8 (UE-specific single-layer and dual-

layer transmission) [107]
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reference signals’ sequence length equals the size (number of sub-carriers) of the assigned resource.
The uplink reference signals are based on prime-length Zadoff-Chu sequencesviii that are cyclically
extended to the desired length. Multiple reference signals can be created either based on different
Zadoff-Chu sequences from the same set of Zadoff-Chu sequences or different shifts of the same
sequence. The demodulation and sounding reference signals are shown in Figure 9-73.

9.15.7 Physical Control Channels

The Physical Downlink Control Channel (PDCCH) is primarily used to carry scheduling information to
individual UEs, i.e., resource assignments for uplink and downlink data and control information. The
PDCCH is located in the first few OFDM symbols of a subframe. For frame structure Type 2, PDCCH
can also be mapped to the first two OFDM symbols of the DwPTS field. An additional Physical Control
Format Indicator Channel (PCFICH), located on specific resource elements in the first OFDM symbol of
the subframe, is used to indicate the number of OFDM symbols occupied by the PDCCH (1, 2, 3, or 4
OFDM symbols may be consumed where 4-OFDM-symbol PDCCH is only used when operating in the
minimum supported system bandwidth). Depending on the number of users in a cell and the signaling
formats conveyed on PDCCH, the size of PDCCH may vary. The information carried in PDCCH is
referred to as Downlink Control Information (DCI), where depending on the purpose of the control
message, different DCI formats are defined [108]. Note that DCI formats in 3GPP LTE are analogous to
IEEE 802.16mA-MAP information elements. As an example, the information content of DCI format 1 is
shown inTable 9-22. DCI format 1 is used for the assignment of downlink shared channel resourceswhen
no spatial multiplexing is used (i.e., the scheduling information is only provided for one codeword). This

viiiA Zadoff–Chu sequence is a complex-valued sequence with constant amplitude property whose cyclically-shifted
versions exhibit low cross-correlation. Thus, under certain conditions, the cyclically-shifted versions of each sequence
remains orthogonal to one another. A Zadoff–Chu sequence that has not been shifted is referred to as a Root Sequence. The
uth root Zadoff–Chu sequence of prime length N is defined as follows [125]:

xuðnÞ ¼D
�
e�j½punðnþ1Þ�=N 0 � n < N � 1 ðN is an odd integerÞ
e�jpun2=N 0 � n < N � 1 ðN is an even integerÞ

where N is an integer, which denotes the length of the Zadoff-Chu sequence. It is easily verified that xuðnÞis periodic with
period N; i.e.,xuðnÞ ¼ xuðnþ NÞ;cn. In other word, the sequence index u is prime relative to N. For a fixed value of u, the
Zadoff-Chu sequence has an ideal periodic auto-correlation property (i.e., the periodic auto-correlation is zero for all time
shifts other than zero). For different values of index u, the Zadoff-Chu sequences are not orthogonal, rather exhibit low
cross-correlation. If the sequence length N is selected as a prime number, there are different sequences with periodic cross-
correlation of1=

ffiffiffiffi
N

p
between any two sequences regardless of time shift. The Zadoff–Chu sequences are a subset of

Constant Amplitude Zero Autocorrelation (CAZAC) sequences. The properties of Zadoff-Chu sequences can be
summarized as follows [125]:

1. They are periodic with period N if N is a prime number; i.e., xuðnþ NÞ ¼ xuðnÞ
2. Given N is a prime number, the DFT of a Zadoff–Chu sequence is another Zadoff–Chu sequence conjugated and time-

scaled multiplied by a constant factor; i.e., Xu½k ¼ x�uðvkÞXu½0�
�

where v is the multiplicative inverse of u modulo N. It
can be shown thatx�uðvkÞ ¼ x�vðkÞejpð1�vÞk=N .

3. The autocorrelation of a prime-length Zadoff–Chu sequence with a cyclically shifted version of itself also yields zero
auto-correlation sequence; i.e., it is non-zero only at one instant which corresponds to the cyclic shift 0.

4. The cross correlation between two prime-length Zadoff–Chu sequences; i.e., different u, is constant and equal to1=
ffiffiffiffi
N

p
.

5. The Zadoff-Chu sequences have low PAPR.
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Uplink physical resource blocks and reference signals

Table 9-22 Information Content of DCI Format 1 [108]

Information Type
Number of Bits in
PDCCH Usage

Resource allocation header 1 Indicates whether resource
allocation type 0 or 1 is used.

Resource block assignment Depending on resource
allocation type

Indicates resource blocks to be
assigned to the UE.

Modulation and coding scheme 5 Indicates modulation scheme and,
together with the number of
allocated physical resource blocks,
the transport block size.

HARQ process number 3 (TDD), 4 (FDD) Identifies the HARQ process to
which the packet is associated.

New data indicator 1 Indicates whether the packet
is a new transmission or
a re-transmission.

Redundancy version 2 Identifies the redundancy version
used for coding the packet.

Transmit Power Control (TPC)
command for PUCCH

2 Transmit power control command
for adapting the transmit power on
the physical uplink control channel.

Downlink assignment index
(TDD only)

2 Number of downlink subframes for
uplink ACK/NACK bundling.
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information enables the UE to identify the location and size of the resources in that subframe, as well as
provide the UE with information on the modulation and coding scheme, and HARQ operation.

As mentioned earlier, the information fields in the downlink scheduling grant are used to convey
the information needed to demodulate the downlink shared channel. They include resource allocation
information such as resource block size and duration of assignment, transmission format such as multi-
antenna mode, modulation scheme, payload size, and HARQ operational parameters such as process
number, redundancy version, and new data indicator. Similar information is also included in the uplink
scheduling grants. There are 11 DCI formats specified as follows [108]:

1. Format 0: uplink allocation (scheduling of PUSCH);
2. Format 1: downlink allocation for one PDSCH codeword;
3. Format 1A: compact downlink allocation for one PDSCH codeword and random access procedure

initiated by a PDCCH order;
4. Format 1B: compact downlink allocation for one PDSCH codeword with precoding information;
5. Format 1C: very compact downlink allocation for one PDSCH codeword and notifying MCCH

change;
6. Format 1D: compact downlink allocation for one PDSCH codeword with precoding and power

offset information;
7. Format 2: downlink allocation for UEs configured in closed-loop spatial multiplexing mode;
8. Format 2A: downlink allocation for UEs configured in open-loop spatial multiplexing mode;
9. Format 2B: downlink allocation with dual-layer transmission (corresponding to antenna ports

7 and 8) with spatial multiplexing;
10. Format 3: transmission of Transmit Power Control (TPC) commands for PUCCH and PUSCH

with 2-bit power adjustments;
11. Format 3A: transmission of TPC commands for PUCCH and PUSCH with 1-bit power

adjustments.

TheCRCof theDCI is scrambledwith theUE identity that is used to find the allocation by theUE. In order
to efficiently use the resources in PDCCH, other DCI formats are definedwhich are optimized for specific
use cases and transmission modes, including scheduling of paging channel, random access response, and
system information blocks. DCI formats 2 and 2A provide downlink shared channel assignments in case
of closed-loop or open-loop spatial multiplexing, respectively. In these cases, scheduling information is
provided for two codewords within one control message. In addition, DCI format 0 conveys uplink
scheduling grants, and DCI formats 3 and 3A carry transmit power control commands for the uplink.

There are different ways to signal the resource allocation within the DCI, in order to trade-off
between signaling overhead and flexibility. For example, DCI format 1 may use resource allocation
types 0 or 1 as described in the following. An additional resource allocation type 2 is specified for other
DCI formats. In resource allocation type 0, a bitmap indicates the resource block groups that are
allocated to a UE. A Resource Block Group (RGB) is defined which consists of a set of consecutive
physical resource blocks (1 to 4 depending on system bandwidth). The allocated resource block groups
do not have to be adjacent in frequency-domain. Figure 9-74 illustrates example resource block groups
for a 20 MHz bandwidth. In resource allocation type 1, a bitmap indicates physical resource blocks
inside a selected resource block group subset. The information field for the resource block assignment
on PDCCH is divided into three fields: one field indicates the selected resource block group subset;
a 1-bit field indicates whether an offset shall be applied when the bitmap is mapped to the resource
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blocks; and another field contains the bitmap that indicates specific physical resource blocks inside the
resource block group subset.

In resource allocation type 2, physical resource blocks are not directly allocated. Instead, virtual
resource blocks are allocated which are then mapped to physical resource blocks. The information field
for the resource block assignment carried on PDCCH contains a Resource Indication Value (RIV) from
which the starting virtual resource block and a length in terms of contiguously allocated virtual resource
blocks can be derived. Both localized and distributed virtual resource block assignment is possible; they
are differentiated by a one-bit flag within the DCI. In the localized case, there is a one-to-one mapping
between virtual and physical resource blocks. In the distributed case of resource allocation type 2, the
virtual resource block numbers are mapped to physical resource block numbers according to a certain
rule, [30] and inter-slot hopping is applied. Frequency diversity is achieved if the first part of a virtual
resource block pair is mapped to one physical resource block and the other part of the virtual resource
block pair is mapped to a physical resource block which is at a predefined distance in frequency from the
first one, resulting in inter-slot hopping. This mechanism is especially useful for small resource block
allocations. The UE decodes the resource allocation field depending on the PDCCH DCI format. A
resource allocation field in each PDCCH includes two parts: a resource allocation header field; and
information consisting of the actual resource block assignment. The PDCCH DCI formats 1, 2, 2A, and
2Bwith type 0, and PDCCHDCI formats 1, 2, 2A, and 2B with type 1 resource allocation have the same
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FIGURE 9-74

Resource block groups for resource allocation type 0/1 (example: 20 MHz bandwidth and each resource block

group contains 4 resource blocks)
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format and are distinguished from each other via the single bit resource allocation header field which
exists depending on the downlink system bandwidth. The PDCCHwith DCI format 1A, 1B, 1C, and 1D
have a type 2 resource allocation while PDCCH with DCI format 1, 2, 2A, and 2B have a type 0 or type
1 resource allocation. The PDCCHDCI formats with a type 2 resource allocation do not have a resource
allocation header field. The UE would discard the PDSCH resource allocation in the corresponding
PDCCH, if consistent control information is not detected (see Figures 9-75 and 9-76).

In 3GPP LTE, several downlink control channels are scheduled in one subframe and a UE is
expected to monitor a number of those control channels in two search spaces (blind detection): (1)
common search space; and (2) UE-specific search space. Each channel carries information associated
with an RNTI (UE identifier). The minimum code rate R ¼ 1/3 with constraint length K ¼ 7 tail-biting
convolution code is used with QPSK modulation for the control channel. Higher and lower code rates
are generated through rate matching. The control and data regions are time-division multiplexed. Each
scheduling grant is defined based on fixed-size Control Channel Elements (CCEs), which are combined
in a predetermined manner to achieve different coding rates. Each CCE consists of multiple mini-Ces,
also known as Resource Element Groups (REGs), that are distributed across time and frequency control
resource. Interleaving of the REGs is performed using a sub-block interleaver that is configured on
a cell-specific basis. Note that the number of control channel elements or the number of control channel
symbols in the subframe is transmitted by the eNB in every subframe. Since multiple control channel
elements can be combined in order to reduce the effective coding rate, a UE control channel assignment
would then be based on channel quality information reported. The UE monitors a set of candidate
control channels in the common and/or UE-specific search spaces, as shown in Table 9-23, which may
be configured by higher layer signaling. The size of the control channel elements varies with different
bandwidth allocation and is a multiple of 6. It may be noted that 1, 2, 4, and 8 control channel elements
can be aggregated to obtain approximate code rates of 2/3, 1/3, 1/6, and 1/12 (i.e., code repetition).

The control region consists of a set of CCEs numbered from 0 to NCCEk
� 1, where NCCEk

is the
total number of CCEs in the control region of subframe k. The UE monitors a set of PDCCH candidates
for control information in every non-DRX subframe, where monitoring implies attempting to decode
each of the PDCCHs in the set according to all the monitored DCI formats. The set of PDCCH
candidates to monitor are defined in terms of search spaces, where a search space at an aggregation
level L ¼ 1, 2, 4, 8 is defined by a set of PDCCH candidates [109].

The UE is required to monitor one common search space at each of the aggregation levels 4 and 8,
and one UE-specific search space at each of the aggregation levels 1, 2, 4, 8. The common and UE-
specific search spaces may overlap. The aggregation levels defining the search spaces are listed in
Table 9-23. The DCI formats that the UE monitors depend on the configured transmission mode.

As mentioned earlier, a physical control channel is transmitted on an aggregation of one or several
consecutive CCEs, where a control channel element corresponds to nine resource element groups. The
number of resource-element groups not assigned to PCFICH or PHICH is NREG. The CCEs available in
the system are numbered from 0 to NCCE � 1, where NCCE ¼ floor(NREG/9). The PDCCH supports
multiple formats as listed in Table 9-24. The PDCCH format should not be confused with the DCI
format. A PDCCH consisting of n consecutive CCEs may only start on a CCE satisfying imod n ¼ 0,
where i is the CCE number. Multiple PDCCHs can be transmitted in a subframe.

ThePhysicalHARQIndicatorChannel (PHICH) is used to acknowledgeuplinkdata transmission.The
resources used for the HARQ acknowledgment channel are configured on a semi-static basis and are
defined independently of the grant channel (i.e., a set of resource elements are semi-statically allocated for
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Structure of 3GPP LTE downlink control channels [92]
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Structure of P-SCH, S-SCH, and PBCH in time and frequency

Table 9-23 PDCCH Candidates Monitored by a UE [109]

Search Space
Number of
PDCCH
candidates DCI FormatType

Aggregation
Level

Size in Number of
CCEs

UE-specific search
space

1 6 6 0, 1, 1A,1B, 2

2 12 6

4 8 2

8 16 2

Common search
space

4 16 4 0, 1A, 1C, 3/3A

8 16 2
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this purpose). Since only one information bit is to be transmitted, a combination of CDM/FDM multi-
plexing among acknowledgments is used. Hybrid CDM/FDM allows for power control between
acknowledgments for different users and provides good interference averaging. In addition, it can provide
frequency diversity for different users. The ACK/NACK resource assignment is based on an implicit
relationship based on the resource block assignment. With BPSKmodulation and I/Q multiplexing, each
PHICH channel can carry up to eight acknowledgments for a normal cyclic prefix [107].

The Physical Control Format Indicator Channel (PCFICH) is used to dynamically indicate the
number of OFDM symbols used for the control region in a subframe. The PCFICH is transmitted in the
first OFDM symbol of the subframe and the three values are indicated by three sequences 16 QPSK
symbols in length. Predefined codewords based on (3, 2) simplex coding with repetition and systematic
bits with dmin ¼ 21 is used. To provide maximum frequency diversity, the PCFICH is transmitted over
the entire system bandwidth. Transmit diversity is also supported using the same diversity scheme as
the PDCCH. In addition, cell specific scrambling, tied to the cell ID, is utilized.

The PBCH has a fixed and predefined transmission format and is broadcast over the entire coverage
area of the cell. In 3GPP LTE, the broadcast channel is used to transmit the System Information which
is essential for network access. Due to the large size of the System Information field, it is divided into
two segments: Master Information Block (MIB) which is transmitted in PBCH; and System Infor-
mation Blocks (SIB) that are transmitted in PDSCH. The PBCH contains the basic system configu-
ration parameters necessary to demodulate the PDSCH which contains the remaining System
Information Blocks. The PBCH is characterized by a single fixed-size transport block per TTI, QPSK
modulation scheme, it is transmitted on 72 active sub-carriers that are centered around the DC sub-
carrier, and no HARQ is used for PBCH (see Figure 9-76). The Master Information Block is trans-
mitted on the PBCH over 40 ms as shown in Figure 9-77. The CRC masking is used to implicitly
provide the UE the number of transmit antennas at the eNB (1, 2 or 4). Tail-biting convolutional coding
with minimum rate of R ¼ 1/3 and repetition is used, and the coded bits are rate-matched to 1920 bits
for normal CP and 1728 bits for extended cyclic prefix. The coded BCH transport block is mapped to
four subframes within a 40 ms interval and the 40 ms timing is blindly detected, i.e., there is no explicit
signaling indicating 40 ms timing, and each subframe is assumed to be self-decodable, i.e., the BCH
can be decoded from a single reception, assuming sufficiently good channel conditions.

The Physical Uplink Control Channel (PUCCH) carries Uplink Control Information (UCI)
including ACK/NACK information related to data packets received in the downlink, CQI reports,
precoding matrix index, Rank Indication (RI) for MIMO, and Scheduling Requests (SR). The PUCCH
is transmitted on a reserved frequency region in the uplink which is configured by higher layers.
Figure 9-78 shows an example for a PUCCH resource allocation. One resource block is reserved at the

Table 9-24 PDCCH Formats [107]

PDCCH Format Number of CCEs
Number of Resource-
Element Groups Number of PDCCH Bits

0 1 9 72

1 2 18 144

2 4 36 288

3 8 72 576
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edge of the bandwidth and inter-slot hopping is applied. In TDD mode, the PUCCH is not transmitted
in special subframes. Note that a UE only uses PUCCH when it does not have any data to transmit on
PUSCH. If a UE has data to transmit on PUSCH, it will multiplex the control information with data on
PUSCH. Depending on the type of information that PUCCH can carry, different PUCCH formats are
specified, see Table 9-25. When a UE sends a HARQ ACK/NACK in response to a downlink PDSCH
transmission, it will derive the exact PUCCH resource to use from the PDCCH transmission (i.e., the
number of the first control channel element used for the transmission of the corresponding downlink
resource assignment). When a UE has a scheduling request or CQI to send, higher layers will configure
the exact PUCCH resource. The PUCCH formats 1, 1a, and 1b are based on cyclic shifts from
a Zadoff-Chu type of sequence [102,107]; i.e., the modulated data symbol is multiplied by the
cyclically shifted sequence. The cyclic shift varies between symbols and slots. The higher layers may
impose a limitation that disallows some of the cyclic shifts available in a cell. In addition, a spreading
with an orthogonal sequence is applied. The PUCCH formats 1, 1a, and 1b carry three reference
symbols per slot in case of a normal cyclic prefix (located on SC-FDMA symbols 2, 3, and 4 as shown
in Figure 9-78). For PUCCH formats 1a and 1b, when both ACK/NACK and SR are transmitted in the

Channel Coding and Rate Matching R=1/3

Scambling

Modulation (QPSK)

Antenna Mapping (SFBC)

16-bit CRC Insertion

One BCH Transport Block

Demultiplexing

Frame 4i Frame 4i+1 Frame 4i+2 Frame 4i+3

4 Radio Frame = 40 ms

FIGURE 9-77

Master information block transmission over PBCH
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same subframe, the UE transmits ACK/NACK on its assigned ACK/NACK resource for negative SR
transmission, and transmits ACK/NACK on its assigned SR resource for positive SR transmission. In
PUCCH formats 2, 2a, and 2b, the bits for transmission are first scrambled and QPSK modulated. The
resulting symbols are then multiplied with a cyclically shifted Zadoff-Chu type of sequence, where
again the cyclic shift varies between symbols and slots [30]. PUCCH formats 2, 2a, and 2b carry two
reference symbols per slot in case of normal cyclic prefix (located on SC-FDMA symbol numbers 1, 5).
A resource block can either be configured to support a mix of PUCCH formats 2/2a/2b and 1/1a/1b, or
to support formats 2/2a/2b exclusively [102].

As mentioned earlier, 3GPP LTE supports intra-subframe and inter-subframe frequency hopping,
which is configured per cell by higher layers. Either both intra-subframe and inter-subframe hopping
or only inter-subframe hopping is supported. In intra-subframe hopping or inter-slot hopping, the UE
hops to another frequency allocation from one slot to another within one subframe. In inter-subframe

1 ms sub-frame (2 slots)

Demodulation Reference Signal for PUCCHPhysical Uplink Control Channel

FIGURE 9-78

Structure of physical uplink control channel for frame structure type 1 and PUCCH format 1, 1a, and 1b

Table 9-25 PUCCH Formats and Contents

PUCCH Format Contents Modulation Scheme
Number of Bits per
Subframe

1 Scheduling Request (SR) N/A N/A (Information is carried
by presence or absence of
transmission)

1a ACK/NACK, ACK/NACK þ SR BPSK 1

1b ACK/NACK, ACK/NACK þ SR QPSK 2

2 CQI/PMI or RI (any CP length),
(CQI/PMI or RI) þ ACK/NACK
(extended CP)

QPSK 20

2a (CQI/PMI or RI)þACK/NACK
(normal CP)

QPSK þ BPSK 21

2b (CQI/PMI or RI)þACK/NACK
(normal CP)

QPSK þ QPSK 22
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hopping, the frequency resource allocation changes from one subframe to another. The uplink
scheduling grant in DCI format 0 contains a single-bit flag for switching hopping on or off. Also, the
UE is instructed to use type 1 or type 2 frequency-hopping and it receives the index of the first resource
block of the uplink allocation. Type 1 hopping corresponds to the use of an explicit offset in the second
slot resource allocation. The offset between the consecutive slots can be different and adjustable. The
offset is indicated to the UE within the resource block assignment or hopping resource allocation field
in DCI format 0. Type 2 hopping refers to the use of a predefined hopping pattern [102]. The bandwidth
available for PUSCH is divided into sub-bands (e.g., 4 sub-bands with 5 resource blocks each in 5 MHz
bandwidth), and the hopping is performed between sub-bands (from one slot or subframe to another,
depending on whether intra- or inter-subframe is configured). Furthermore, mirroring can be applied
according to a mirroring function, which means that the resource block allocation starts from the other
direction of the sub-band they are located in. Note that in case of type 2 hopping, the resource allo-
cation for the UE cannot be larger than the sub-band configured. The UE will first determine the
allocated resource blocks after applying all frequency hopping rules. Then the data is mapped into
these resources, first in sub-carrier order and then in symbol order.

9.15.8 Downlink and Uplink HARQ

An asynchronous HARQ protocol is supported in the downlink. The UE can request re-transmission of
data packets that were incorrectly received on PDSCH. ACK/NACK information is transmitted in
uplink, either on PUCCH or multiplexed within uplink data transmission on PUSCH. Up to eight HARQ
concurrent processes are supported in the downlink. The ACK/NACK transmission in FDD mode refers
to the downlink packet that was received four subframes earlier. In TDD mode, the uplink ACK/NACK
timing depends on the uplink/downlink configuration. For TDD, the use of a single ACK/NACK
response for multiple PDSCH transmissions is possible; this is referred to as ACK/NACK bundling.

A synchronous HARQ re-transmission protocol is supported in the uplink. The eNB can request re-
transmissions of incorrectly received data packets on PUSCH. The ACK/NACK feedback in the
downlink is sent on PHICH. After a PUSCH transmission, the UE will monitor the corresponding
PHICH resource four subframes later in FDD mode. In TDD mode, the PHICH subframe to monitor is
derived from the uplink/downlink configuration and from the PUSCH subframe number. The PHICH
resource is determined from the lowest index physical resource block of the uplink resource allocation
and the uplink demodulation reference symbol cyclic shift associated with the PUSCH transmission,
both indicated in the PDCCH with DCI format 0 granting the PUSCH transmission. A PHICH group
consists of multiple PHICHs that are mapped to the same set of resource elements and are separated
through different orthogonal sequences. The UE derives the PHICH group number and a specific
PHICH inside that group from the information on the lowest resource block number in the PUSCH
allocation and the cyclic shift of the demodulation reference signal. The UE can derive the redundancy
version to use on PUSCH from the uplink scheduling grant in DCI format 0. The 3GPP LTE supports
up to eight HARQ concurrent processes in the uplink for FDD, while for TDD the number of HARQ
processes depends on the uplink-downlink configuration.

9.15.9 Physical Random Access Channel

The physical layer random access preamble, illustrated in Figure 9-79 consists of a cyclic prefix of
length TCP and a sequence part of length TSEQ. There are five random access preamble formats
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specified by the standard, as shown in Table 9-26, where the parameter values depend on the frame
structure and the random access configuration. Higher layers control the preamble format. Each
random access preamble occupies a bandwidth corresponding to six consecutive resource blocks for
both frame structures. The transmission of a random access preamble, if triggered by the MAC layer, is
restricted to certain time and frequency resources. These resources are enumerated in increasing order
of the subframe number within the radio frame and the physical resource blocks in the frequency
domain, such that index 0 correspond to the lowest numbered physical resource block and subframe
within the radio frame.

The random access preambles are generated from Zadoff-Chu sequences with a zero correlation
zone. The network configures the set of preamble sequences the UE is allowed to use. There are 64
preambles available in each cell. The set of 64 preamble sequences in a cell is found by including
first, in the order of increasing cyclic shift, all the available cyclic shifts of a root Zadoff-Chu
sequence with the logical index RACH_ROOT_SEQUENCE, where RACH_ROOT_SEQUENCE is
broadcast as part of the system information [107]. The random access procedure in 3GPP LTE
consists of four steps. In step 1, the preamble is sent by UE. The time/frequency resource where the
preamble is sent is associated with a Random Access Radio Network Temporary Identifier (RA-
RNTI). In step 2, a random access response is generated by the eNB and sent on the downlink shared
channel. It is addressed to the UE using the temporary identifier and contains a timing advance value,
an uplink grant, and a temporary identifier C-RNTI. Note that the eNB may generate multiple
random access responses for different UEs which can be concatenated inside one MAC protocol data
unit. The preamble identifier is contained in the MAC sub-header of each random access response so
that the UE can detect whether a random access response for the used preamble exists. In step 3, the
UE will send an RRC CONNECTION REQUEST message on the uplink common control channel,

TCP TSEQ
Guard 
Time

CP Preamble Sequence

FIGURE 9-79

Random access preamble structure

Table 9-26 Random Access Parameters [107]

Preamble Format TCP TSEQ

0 (w100 ms) 3168Ts (w800 ms) 24576Ts
1 (w680 ms) 21024Ts (w800 ms) 24576Ts
2 (w200 ms) 6240Ts (w1600 ms) 245762Ts
3 (w680 ms) 21024Ts (w1600 ms) 245762Ts
4 (frame structure type 2) (w15 ms) 448Ts (w130 ms) 4096Ts
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based on the uplink grant received in the previous step. In step 4, the eNB sends back a MAC PDU
containing the uplink CCCH service data unit that was received in step 3. The message is sent on the
downlink shared channel and addressed to the UE via the temporary identifier C-RNTI. When the
received message matches the one sent in step 3, the contention resolution is considered successful;
[30,109] otherwise the procedure is restarted at step 1. Paging is used for setting up network-initiated
connection. A power-saving and efficient paging procedure should allow the UE to sleep without
having to process any information and only to briefly wake up at predefined intervals to monitor
paging information (as part of control signaling in the beginning of each subframe) from the network
[30,109].

9.15.10 Cell Search

Cell search is a procedure performed by a UE to acquire timing and frequency synchronization with
a cell and to detect the cell ID of that cell. 3GPP LTE uses a hierarchical cell search scheme similar to
WCDMA. E-UTRA cell search is based on successful acquisition of the following downlink signals:
(1) the primary and secondary synchronization signals that are transmitted twice per radio frame; and
(2) the downlink reference signals based on the broadcast channel that carries system information such
as system bandwidth, number of transmit antennas, and system frame number. The 504 available
physical layer cell identities are grouped into 168 physical layer cell identity groups, each group
containing three unique identities. The secondary synchronization signal carries the physical layer cell
identity group, and the primary synchronization signal carries the physical layer identity 0, 1, or 2
[95,102,116].

As shown in Figure 9-76, the primary synchronization signal is transmitted on the sixth
symbol of slots 0 and 10 of each Type 1 radio frame and occupies 62 sub-carriers, centered on the
DC sub-carrier. The primary synchronization signal is generated from a frequency-domain
Zadoff-Chu sequence. The secondary synchronization signal is transmitted on the fifth symbol of
slots 0 and 10 of each radio frame. It occupies 62 sub-carriers centered on the DC sub-carrier.
The secondary synchronization signal is an interleaved concatenation of two length-31 M-
sequences. The concatenated sequence is scrambled with a scrambling sequence given by the
primary synchronization signal [30,95,102,116]. As shown in Figure 9-72, PBCH is transmitted
on symbols 0 to 3 of slot 1 and occupies 72 sub-carriers centered on the DC sub-carrier. The
coded BCH transport block is mapped to four subframes within a 40 ms interval (see
Figure 9-77). The 40 ms timing is blindly detected, i.e., there is no explicit signaling to indicate
40 ms timing [30]. These channels are contained within the central 1.08 MHz (corresponding to
six resource blocks) frequency band so that the system operation can be independent of the channel
bandwidth.

As shown in Figure 9-80, during cell search different types of information need to be identified by
the UE. This information includes symbol and radio frame timing, frequency, cell identification,
overall transmission bandwidth, antenna configuration, and cyclic prefix length. The first step of cell
search in 3GPP LTE is based on specific synchronization signals, a primary synchronization signal,
and a secondary synchronization signal. The synchronization signals are transmitted twice per 10 ms
on predefined slots. In addition, the Master Information Block carried on PBCH which contains the
basic physical layer information such as system bandwidth, number of transmit antennas, and system
frame number must be detected.
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9.15.11 PDSCH Transmission Modes

The eNB determines the downlink transmit energy per resource element. A UE may assume downlink
cell-specific RS Energy per Resource Element (EPRE) is constant across the downlink system band-
width and constant across all subframes until a different cell-specific RS power information is received.
The downlink reference-signal EPRE can be derived from the downlink reference-signal transmit-
power given by the parameter reference-signal-power provided by higher layers. The downlink
reference-signal transmit power is defined as the linear average over the power contributions of all
resource elements that carry cell-specific reference signals within the operating system bandwidth. The
UE is semi-statically configured via higher layer signaling to receive PDSCH data transmissions
signaled via PDCCH according to one of eight transmission modes denoted by mode 1 to mode 8.

In FDD mode, the UE is not expected to receive PDSCH resource blocks transmitted on antenna
port 5 in any subframe in which the number of OFDM symbols for PDCCH with normal CP is equal to
four. Furthermore, the UE is not expected to receive PDSCH resource blocks transmitted on antenna
port 5, 7, or 8 in the two PRBs to which a pair of VRBs is mapped if either one of the two PRBs
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Cell search procedure
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overlaps in frequency with a transmission of either PBCH or primary or secondary synchronization
signals in the same subframe. The UE is also not expected to receive PDSCH resource blocks
transmitted on antenna port 7, for which distributed VRB resource allocation is assigned. The UE may
skip decoding the transport block(s) if it does not receive all assigned PDSCH resource blocks. If the
UE skips decoding, the physical layer indicates to higher layer that the transport block(s) are not
successfully decoded.

Table 9-27 PDCCH and PDSCH Configured by C-RNTI [109]

Transmission
Mode DCI Format Search Space

Transmission Scheme of
PDSCH Corresponding to
PDCCH

Mode 1 DCI format 1A Common and UE specific
by C-RNTI

Single-Antenna Port, Port 0

DCI format 1 UE specific by C-RNTI Single-Antenna Port, Port 0

Mode 2 DCI format 1A Common and UE specific
by C-RNTI

Transmit Diversity

DCI format 1 UE specific by C-RNTI Transmit Diversity

Mode 3 DCI format 1A Common and UE specific
by C-RNTI

Transmit Diversity

DCI format 2A UE specific by C-RNTI Large Delay CDD or Transmit
Diversity

Mode 4 DCI format 1A Common and UE specific
by C-RNTI

Transmit Diversity

DCI format 2 UE specific by C-RNTI Closed-loop Spatial Multiplexing
or Transmit Diversity

Mode 5 DCI format 1A Common and UE specific
by C-RNTI

Transmit Diversity

DCI format 1D UE specific by C-RNTI Multi-User MIMO

Mode 6 DCI format 1A Common and UE specific
by C-RNTI

Transmit Diversity

DCI format 1B UE specific by C-RNTI Closed-loop Spatial Multiplexing
using a Single Transmission Layer

Mode 7 DCI format 1A Common and UE specific
by C-RNTI

If the Number of PBCH Antenna
Ports is One, Single-Antenna Port,
Port 0 is used; Otherwise,
Transmit Diversity

DCI format 1 UE specific by C-RNTI Single-Antenna Port; Port 5

Mode 8 DCI format 1A Common and UE specific
by C-RNTI

If the Number of PBCH Antenna
Ports is One, Single-Antenna Port,
Port 0 is used, Otherwise,
Transmit Diversity

DCI format 2B UE specific by C-RNTI Dual-Layer Transmission; Port 7
And 8 or Single-Antenna Port;
Port 7 or 8
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In TDD mode, the UE is not expected to receive PDSCH resource blocks transmitted on antenna
port 5 in any subframe in which the number of OFDM symbols for PDCCH with normal CP is equal to
four. In addition, the UE is not expected to receive PDSCH resource blocks transmitted on antenna port
5 in the two PRBs to which a pair of VRBs is mapped if either one of the two PRBs overlaps in
frequency with a transmission of PBCH in the same subframe. The UE is not expected to receive
PDSCH resource blocks transmitted on antenna port 7 or 8 in the two PRBs to which a pair of VRBs is
mapped if either one of the two PRBs overlaps in frequency with a transmission of primary or
secondary synchronization signals in the same subframe. With normal CP configuration, the UE is not
expected to receive PDSCH on antenna port 5 for which distributed VRB resource allocation is
assigned in the special subframe with configuration 1 or 6. The UE is not expected to receive PDSCH
on antenna port 7 for which distributed VRB resource allocation is assigned. The UE may skip
decoding the transport blocks, if it does not receive all assigned PDSCH resource blocks. If the UE
skips decoding, the physical layer indicates to higher layer that the transport block(s) are not
successfully decoded. If a UE is configured by higher layers to decode PDCCH with CRC scrambled
by the C-RNTI, the UE decodes the PDCCH and any corresponding PDSCH according to the
respective combinations defined in Table 9-27.

References
[1] IEEE 802.16-2009, IEEE Standard for Local and Metropolitan Area Networks, Part 16: Air Interface for

Broadband Wireless Access Systems, May 2009.
[2] P802.16m/D6, IEEE Standard for Local and metropolitan area networks – Part 16: Air Interface for

Broadband Wireless Access Systems, Advanced Air Interface, May 2010.
[3] IEEE 802.16m-07/002r10, IEEE 802.16m System Requirements, January 2010 <http://ieee802.org/16/

tgm/index.html>.
[4] IEEE 802.16m–08/004r5, IEEE 802.16m Evaluation Methodology Document, January 2009 <http://

ieee802.org/16/tgm/index.html>.
[5] IEEE 802.16m–08/0034r3, IEEE 802.16m System Description Document, May 2010 <http://ieee802.

org/16/tgm/index.html>.
[6] WiMAX Forum Mobile System Profile, Release 1.0 Approved Specification (Revision 1.7.1: 2008-11-

07), <http://www.wimaxforum.org/technology/documents>.
[7] WiMAX Forum Network Architecture Release 1.5 Version 1, Stage 2: Architecture Tenets, Reference

Model and Reference Points, September 2009 <http://www.wimaxforum.org/resources/documents/
technical/release>.

[8] Report ITU-R M.2135-1, Guidelines for Evaluation of Radio Interface Technologies for IMT-Advanced,
December 2009.

[9] Report ITU-R M.2134, Requirements Related to Technical System Performance for IMT-Advanced
Radio Interface(s), November 2008.

[10] IMT-Advanced submission and evaluation process <http://www.itu.int/ITU-R/>.
[11] WiMAX System Evaluation Methodology, July 2008 <http://www.wimaxforum.org/technology/

documents>.
[12] Bernard Sklar, “Rayleigh Fading Channels in Mobile Digital Communication Systems. I. Characteriza-

tion,” IEEE Communications Magazine Volume 35 (Issue 7), July 1997.
[13] Bernard Sklar, “Rayleigh Fading Channels in Mobile Digital Communication Systems. II. Mitigation,”

IEEE Communications Magazine Volume 35 (Issue 7), July 1997.

482 CHAPTER 9 The IEEE 802.16m Physical Layer (Part I)



[14] Bernard Sklar, Digital Communications: Fundamentals and Applications, second ed., Prentice Hall,
January 2001.

[15] Arogyaswami Paulraj, et al., Introduction to Space-Time Wireless Communications Cambridge
University Press, June 2008.

[16] Y. Okumura, E. Ohmori, K. Fukuda, “Field Strength and its Variability in VHF and UHF Land Mobile
Radio Service,” Review of the Electrical Communication Laboratory No. 16, September-October, 1968.

[17] M. Hata, “Empirical Formulae for Propagation Loss in Land Mobile Radio Services,” IEEE Transactions
on Vehicular Technology vol. VT-29 (No. 3), 1980.

[18] William C. Jakes, Microwave Mobile Communications John Wiley & Sons, 1974.
[19] 3GPP TR 25.892, Feasibility Study for Orthogonal Frequency Division Multiplexing (OFDM) for

UTRAN Enhancement, March 2004.
[20] Yiyan Wu, William Y. Zou, “Orthogonal Frequency Division Multiplexing: A Multi-Carrier Modulation

Scheme,” IEEE Transactions on Consumer Electronics vol. 41 (No. 3), August 1995.
[21] Hu Su, et al., “Analysis of Tone Reservation Method for WiMAX System,” International Symposium on

Communications and Information Technologies, ISCIT ’06, October 2006.
[22] Savo G. Glisic, Advanced Wireless Communications: 4G Cognitive and Cooperative Broadband Tech-

nology, second ed., Wiley Inter-science, September 2007.
[23] A. Osseiran, Jiann-Ching Guey, “Hopping Pilot Pattern for Interference Mitigation in OFDM,” IEEE 19th

International Symposium on Personal, Indoor and Mobile Radio Communications, September 2008.
[24] Richard Nilsson, Ove Edforst, Magnus Sandellt, Per Ola Borjesson, “An Analysis of Two-Dimensional

Pilot-Symbol Assisted Modulation for OFDM,” 1997 IEEE International Conference on Personal
Wireless Communications Publication, December 1997.

[25] D.E. Dudgeon, R.M. Mersereau, Multidimensional Digital Signal Processing Prentice Hall, 1984.
[26] IEEE 802.16m–07/244r1, Yang Song, Liyu Cai, Keying Wu, Hongwei Yang, Collaborative MIMO,

November 2007.
[27] IEEE C802.16m–10/0042, Zheng Yan-Xiu, et al., Modification to Resource Allocation in Sub-band

Assignment A-MAP IE, March 2010.
[28] IEEE C802.16m–10/0320r1, Sudhir Ramakrishna, et al., Simplifications to the Specifications of the Sub-

band Assignment A-MAP IE Proposed Amendment Text, March 2010.
[29] David Tse, Pramod Viswanath, Fundamentals of Wireless Communication Cambridge University Press,

June 2005.
[30] Stefania Sesia, Issam Toufik, Matthew Baker, LTE, The UMTS Long Term Evolution: From Theory to

Practice John Wiley & Sons, 2009.
[31] Ezio Biglieri, et al., MIMO Wireless Communications Cambridge University Press, 2010.
[32] Andrea Goldsmith, Wireless Communications Cambridge University Press, 2005.
[33] Hemanth Sampath, Petre Stoica, Arogyaswami Paulraj, “Generalized Linear Precoder and Decoder

Design for MIMO Channels Using the Weighted MMSE Criterion,” IEEE Transactions on Communi-
cations vol. 49 (No. 12), December 2001.

[34] Yang-Seok Choi, J. Peter Voltz, A. Frank Cassara, “On Channel Estimation and Detection for Multicarrier
Signals in Fast and Selective Rayleigh Fading Channels,” IEEE Transactions on Communications vol. 49
(No. 8), August 2001.

[35] M. Siavash Alamouti, “A Simple Transmit Diversity Technique for Wireless Communications,” IEEE
Journal on Selected Areas in Communications vol. 16 (No. 8), October 1998.

[36] Aria Nosratinia, E. Todd Hunter, Ahmadreza Hedayat, “Cooperative Communication in Wireless
Networks,” IEEE Communications Magazine, October 2004.

[37] G. Jeffrey Andrews, “Interference Cancellation for Cellular Systems: A Contemporary Overview,” IEEE
Wireless Communications, April 2005.

9.15 3GPP LTE physical layer protocols 483



[38] David Gesbert, et al., “From Theory to Practice: An Overview of MIMO Space–Time Coded Wireless
Systems,” IEEE Journal on Selected Areas in Communications vol. 21 (No. 3), April 2003.

[39] D. RossMurch, Khaled Ben Letaief, “Antenna Systems for Broadband Wireless Access,” IEEE
Communications Magazine, April 2002.

[40] Severine Catreux, et al., “Adaptive Modulation and MIMO Coding for Broadband Wireless Data
Networks,” IEEE Communications Magazine, June 2002.

[41] J. Arogyaswami Paulraj, A. Dhananjay Gore, U. Rohit Nabar, Helmut Bölcskei, “An Overview of MIMO
Communications – A Key to Gigabit Wireless,” Proceedings of the IEEE vol. 92 (No. 2), February 2004.

[42] G. Matthew Parker, G. Kenneth Paterson, Chintha Tellambura, Golay Complementary Sequences,
January 2004.

[43] J. David Love, W. Robert Heath Jr., “Grassmannian Beamforming for Multiple-Input Multiple-Output
Wireless Systems,” IEEE Transactions on Information Theory vol. 49 (No. 10), October 2003.

[44] Vahid Tarokh, Hamid Jafarkhani, “On the Computation and Reduction of the Peak-to-Average Power
Ratio in Multicarrier Communications,” IEEE Transactions on Communications vol. 48 (No. 1), January
2000.

[45] M. Timothy Schmid, C. Donald Cox, “Robust Frequency and Timing Synchronization for OFDM,”
IEEE Transactions on Communications vol. 45 (No. 12), December 1997.

[46] Markku Pukkila, Channel Estimation Modeling, Postgraduate Course in Radio-communications, Fall
2000.

[47] Muhammad Saad Akram, Pilot-based Channel Estimation in OFDM Systems Master Thesis, June 2007.
[48] Freescale Semiconductor Application Note, Channel Estimation in OFDM Systems AN3059 Rev. 0,

January 2006.
[49] Vineet Srivastava, et al., “Robust MMSE Channel Estimation in OFDM Systems with Practical Timing

Synchronization,” IEEE Wireless Communications and Networking Conference, 2004.
[50] Lizhong Zheng, N.C. David Tse, “Diversity and Multiplexing: A Fundamental Tradeoff in Multiple-

Antenna Channels,” IEEE Transactions on Information Theory vol. 49 (No. 5), May 2003.
[51] Hanan Weingarten, Yossef Steinberg, Shlomo Shamai, “The Capacity Region of the Gaussian Multiple-

Input Multiple-Output Broadcast Channel,” IEEE Transactions on Information Theory vol. 52 (No. 9),
September 2006.

[52] Florian Kaltenberger et al., “Capacity of Linear Multi-User MIMO Precoding Schemes with Measured
Channel Data,” EURECOM, Sophia-Antipolis, France.

[53] V. Stankovic and M. Haardt, “Multi-User MIMO Downlink Precoding for Users With Multiple
Antennas,” Proceedings of the 12th meeting of the Wireless World Research Forum (WWRF), Toronto,
Canada, November 2004.

[54] Q.H. Spencer, A.L. Swindlehurst, M. Haardt, “Zero-ForcingMethods for Downlink Spatial Multiplexing in
Multiuser MIMO Channels,” IEEE Transactions on Signal Processing vol. 52 (No. 2), February 2004.

[55] Nihar Jindal, “MIMO Broadcast Channels with Finite-Rate Feedback,” IEEE Transactions on Informa-
tion Theory vol. 52 (No. 11), November 2006.

[56] H. Quentin Spencer, B. Christian Peel, A. Lee Swindlehurst, Martin Haardt, “An Introduction to the
Multi-User MIMO Downlink,” IEEE Communications Magazine, October 2004.

[57] David Gesbert, et al., “Shifting the MIMO Paradigm,” IEEE Signal Processing Magazine, September
2007.

[58] Lu Wei, “Capacity of Hybrid Open-loop and Closed-loop MIMO with Channel Uncertainty at Trans-
mitter,” Helsinki University of Technology, ESPOO, March 2008.

[59] J. David Love, W. Robert Heath Jr., “Grassmannian Precoding for Spatial Multiplexing Systems,” Proc.
of the Allerton Conference on Communication Control and Computing, Monticello, October 2003.

484 CHAPTER 9 The IEEE 802.16m Physical Layer (Part I)



[60] Tetsushi Abe, Gerhard Bauch, “Differential Codebook MIMO Precoding Technique,” 2007 IEEE Global
Telecommunications Conference, 2007.

[61] Bernd Bandemer, Martin Haardt, Samuli Visuri, “Linear MMSE Multi-User MIMO Downlink Precoding
for Users with Multiple Antennas,” 17th Annual IEEE International Symposium on Personal, Indoor and
Mobile Radio Communications (PIMRC ’06), 2006.

[62] Gavin Mitchell, Frank R. Kschischang, “An Augmented Orthogonal Code Design for the Non-coherent
MIMO Channel,” 24th Biennial Symposium on Communications, June 2008.

[63] Yong Fan, Petteri Lundén, Markku Kuusela, Mikko Valkama, “Efficient Semi-Persistent Scheduling for
VoIP on EUTRA Downlink,” IEEE 68th Vehicular Technology Conference, VTC, 2008. Fall 2008.

[64] S. Lawrence Marple, Digital Spectral Analysis: With Applications Prentice Hall, 1987.
[65] H. GeneGolub, F. CharlesVan Loan,Matrix Computations, third ed., JohnsHopkins University Press, 1996.
[66] Athanasios Papoulis, Probability, Random Variables and Stochastic Processes, fourth ed., McGraw Hill

Higher Education, 2002.
[67] Lennart Rade, Mathematics Handbook for Science and Engineering Springer, Berlin Heidelberg, 2010.
[68] A. Granino Korn, Theresa M. Korn, Mathematical Handbook for Scientists and Engineers: Definitions,

Theorems, and Formulas for Reference and Review (Revised edition) Dover Publications, 2000.
[69] Goldsmith, et al., “Capacity Limits of MIMO Channels,” IEEE Journal on Select Areas in Communi-

cations vol. 21, June 2003.
[70] H. Weingarten, Y. Steinberg and S. Shamai, “The Capacity Region of the Gaussian MIMO Broadcast

Channel,” Proceedings of Conference Information Sciences and Systems (CISS), Princeton, NJ, March
2004.

[71] M. Costa, “Writing on Dirty Paper,” IEEE Transactions on Information Theory vol. 29, May 1983.
[72] T. Svantesson and A.L. Swindlehurst, “A Performance Bound for Prediction of a Multipath MIMO

Channel,” Proc. 37th Asilomar Conference on Signals, Systems, and Computers, Session: Array Pro-
cessing for Wireless Communications, Pacific Grove, California, November 2003.

[73] C.B. Peel, B.M. Hochwald, A.L. Swindlehurst, “A Vector-Perturbation Technique for Near-Capacity
Multi-Antenna Multi-User Communication,” IEEE Transactions on Communications, June 2003.

[74] M. Bengtsson, B. Ottersten, Optimal and Suboptimal Beamforming,” in: L.C. Godara (Ed.), Handbook of
Antennas in Wireless Communications CRC Press, 2001.

[75] M. Schubert, H. Boche, “Solution of the Multiuser Downlink Beamforming Problem with Individual
SINR Constraints,” IEEE Transactions on Vehicular Technology vol. 53, January 2004.

[76] Q.H. Spencer, A.L. Swindlehurst, M. Haardt, “Zero-Forcing Methods for Downlink Spatial Multiplexing
in Multi-User MIMO Channels,” IEEE Transactions on Signal Processing vol. 52, February 2004.

[77] G. Caire, S. Shamai, “On the Achievable Throughput of a Multi-Antenna Gaussian Broadcast Channel,”
IEEE Transactions Information Theory vol. 49, July 2003.

[78] U. Erez, S. Shamai, R. Zamir, “Capacity and Lattice Strategies for Cancelling Known Interference,”
Proceedings International Symposium Information Theory and its Applications, November 2000.

[79] C. Windpassinger, R.F.H. Fischer, J.B. Huber, Lattice-Reduction-Aided Broadcast Precoding,”
Proceedings of 5th ITG Conference Source and Channel Coding, January 2004.

[80] Glavieux Berrou, Thitimajshima, Near Shannon Limit Error-Correcting Coding and Decoding: Turbo-
codes, Proceedings of 1993 International Communication Conference, May 1993.

[81] Q.H. Spencer, A.L. Swindlehurst, “Channel Allocation in Multi-user MIMO Wireless Communications
Systems,” Proceedings of 2004 International Communication Conference, June 2004.

[82] Seghers Perez, Costello, “A Distance Spectrum Interpretation of Turbo Codes,” IEEE Transactions on
Information Theory vol. 42 (No. 6), November 1996.

[83] Shu Lin, Daniel J. Costello, Error Control Coding, second ed., Prentice Hall, 2004.
[84] J. Rothweller, “Turbo Codes,” IEEE Potentials vol. 18 (Issue: 1), February–March 1999.

9.15 3GPP LTE physical layer protocols 485



[85] C. Berrou, A. Glavieux, P. Thitimajshima, Near Shannon Limit Error-Correcting Coding and Decoding:
Turbo Codes, Proceedings of 1993 International Communication Conference, May 1993.

[86] C. Berrou, A. Glavieux, “Near Optimum Error Correcting Coding and Decoding: Turbo-Codes,” IEEE
Transactions on Communications vol. 44 (No. 10), October 1996.

[87] IEEEC802.16m–09/1259, Jin Xu, Bo Sun, Evaluation Simulation for Channel Coding andHARQ, July 2009.
[88] E. Claude Shannon, Warren Weaver, The Mathematical Theory of Communication University of Illinois

Press, 1998.
[89] Farid Dowla, Handbook of RF and Wireless Technologies, first ed., Newnes, 2003.
[90] Chris Heegard, B. Stephen Wicker, Turbo Coding Springer, 2010.
[91] C. Berrou, R. Pyndiah, P. Adde, C. Douillard, R. Le Bidan, An Overview of Turbo Codes and Their

Applications, The European Conference on Digital Wireless Technology, 2005.
[92] H. Ma, J. Wolf, “On Tail Biting Convolutional Codes,” IEEE Transactions on Communications vol.

COM-34 (No. 2), February 1986.
[93] C. Weiss, C. Bettstetter, S. Riedel, “Code Construction and Decoding of Parallel Concatenated Tail-

Biting Codes,” IEEE Transactions on Information Theory vol. 47 (No. 1), January 2001.
[94] Y.E.Wang,R.Ramesh, “ToBite or not toBite –A study ofTail Bits versusTail-Biting,” 7th IEEE International

Symposium Personal, Indoor and Mobile Radio Communications, PIMRC’96 vol. 2, October 1996.
[95] 3GPP Long Term Evolution, System Overview, Product Development, and Test Challenges, Agilent

Technologies, June 2009.<http://www.agilent.com>.
[96] G. Hyung Myung, “Technical Overview of 3GPP LTE,” <http://hgmyung.googlepages.com/scfdma>,

May 2008.
[97] E. Dahlman, et al., 3G Evolution: HSPA and LTE for Mobile Broadband, second ed., Academic Press, 2008.
[98] E. Basuki Priyanto, Humbert Codina, “Initial Performance Evaluation of DFT-Spread OFDM Based

SC-FDMA for UTRA LTE Uplink,” IEEE 65th Vehicular Technology Conference VTC2007, 2007.
[99] 3G Americas, MIMO and Smart Antennas for 3G and 4G Wireless Systems, May 2010.<http://www.

3gamericas.org/>.
[100] Hyung G. Myung, “Single Carrier FDMA,” <http://hgmyung.googlepages.com/scfdma>, May 2008.
[101] Juho Lee, Jin-Kyu Han, Jianzhong Zhang, “MIMO Technologies in 3GPP LTE and LTE-Advanced,”

EURASIP Journal on Wireless Communications and Networking, 2009.
[102] Rohde & Schwarz Application Notes, LTE-Advanced Technology Introduction, March 2010.
[103] 3G Americas, 3GPP Mobile Broadband Innovation Path to 4G: Release 9, Release 10 and Beyond:

HSPAþ, SAE/LTE and LTE-Advanced, February 2010.
[104] 3GAmericas, HSPA to LTE-Advanced: 3GPP Broadband Evolution to IMT-Advanced (4G), September 2009.
[105] 3G Americas, The Mobile Broadband Evolution: 3GPP Release 8 and Beyond HSPAþ, SAE/LTE and

LTE-Advanced, February 2009.
[106] 3GPP TS 36.201, Evolved Universal Terrestrial Radio Access (E-UTRA) Physical Layer – General

Description, March 2010.
[107] 3GPP TS 36.211, Evolved Universal Terrestrial Radio Access (E-UTRA), Physical Channels and

Modulation, March 2010.
[108] 3GPP TS 36.212, Evolved Universal Terrestrial Radio Access (E-UTRA) Multiplexing and Channel

Coding, March 2010.
[109] 3GPP TS 36.213, Evolved Universal Terrestrial Radio Access (E-UTRA); Physical Layer Procedures,

March 2010.
[110] 3GPP TS 36.214, Evolved Universal Terrestrial Radio Access (E-UTRA); Physical Layer – Measure-

ments, March 2010.
[111] 3GPP TS 36.104, Evolved Universal Terrestrial Radio Access (E-UTRA); Base Station (BS) Radio

Transmission and Reception, March 2010.

486 CHAPTER 9 The IEEE 802.16m Physical Layer (Part I)



[112] 3GPP TS 36.101, Evolved Universal Terrestrial Radio Access (E-UTRA); User Equipment (UE) Radio
Transmission and Reception, March 2010.

[113] 3GPP TS36.321, Evolved Universal Terrestrial Radio Access (E-UTRA); Medium Access Control
(MAC) Protocol Specification, March 2010.

[114] 3GPP TR 36.912, Feasibility Study for Further Advancements for E-UTRA (LTE-Advanced), March 2010.
[115] 3GPP TR 36.913, Requirements for Evolved UTRA (E-UTRA) and Evolved UTRAN (E UTRAN),

March 2010.
[116] 3GPP TS 36.300, Evolved Universal Terrestrial Radio Access (E-UTRA) and Evolved Universal

Terrestrial Radio Access Network (E-UTRAN) Overall Description, Stage 2, March 2010.
[117] 3GPP TR 36.814, Feasibility Study for Further Advancements for E-UTRA (LTE-Advanced), March 2010.
[118] IEEE C802.16m–09/1940r1, Ping Wang, et al., Assignment A-MAP Group Size Indication in Non-User

Specific A-MAP IE, August 2009.
[119] IEEE C802.16m–10/0445r1, Roshni Srinivasan, Alexei Davydov, et al., UL MIMO Transmission Format

in the 802.16m UL Basic Assignment A-MAP Information Element, March 2010.
[120] MATLAB CENTRAL, An Open Exchange for the MATLAB and SIMULINK User Community <http://

www.mathworks.com/matlabcentral>.
[121] 3GPP TS 25.101, User Equipment (UE) radio transmission and reception (FDD), March 2009.
[122] 3GPP R1-060385, Cubic Metric in 3GPP-LTE Motorola, February 2006.
[123] IEEE C802.16m–08/153, Bin-Chul Ihm, Jinsoo Choi, Wookbong Lee, Pilot Related to DL MIMO, March

2008.
[124] The Coded Modulation Library (The Iterative Solutions Coded Modulation Library (ISCML) is an open

source toolbox for simulating capacity approaching codes inMatlab)<http://www.iterativesolutions.com>.
[125] David Chu, “Polyphase codes with good periodic correlation properties,” IEEE Transaction on Infor-

mation Theory Vol. 18 (No. 4), July 1972.

9.15 3GPP LTE physical layer protocols 487



This page intentionally left blank



The IEEE 802.16m Physical
Layer (Part II) 10
INTRODUCTION
This chapter describes the control and signaling mechanisms, as well as the multi-antenna tech-
niques used in IEEE 802.16m and 3GPP LTE/LTE-Advanced. The theoretical aspects and basic
concepts of practical multi-antenna techniques including single-user and multi-user schemes,
transmit and receive diversity techniques, beamforming, feedback requirements, and collaborative
multi-antenna communication are discussed so that the multi-antenna operation at the physical layers
of IEEE 802.16m and 3GPP LTE/LTE-Advanced can be better understood. The control signaling
mechanisms of the legacy system have undergone a substantial change in IEEE 802.16m to improve
reliability and coverage, and to reduce the signaling overhead and control-plane and user-plane
latencies. The IEEE 802.16m system requirements called for improved link-budget in the downlink
and uplink for both traffic and control channels. As a result, the use of dual transmit-antenna at the
base station as a minimum configuration has been mandated. Unlike the legacy system, all downlink
control channels in IEEE 802.16m use frequency-domain transmit diversity as the default multi-
antenna mode of operation. The reduction in Layer 2 signaling overhead, use of more robust multi-
antenna techniques along with user-dedicated precoded reference signals, and improved feedback
schemes have resulted in a significant increase of VoIP and data capacity compared to the legacy
system.

We start with the description of the control channels and signaling mechanisms and compare them
to the corresponding techniques in the legacy system, and then will proceed to detailed discussion of
multi-input multi-output techniques. Similar to the previous topics, the corresponding methods in both
IEEE 802.16m and 3GPP LTE/LTE-Advanced are discussed to allow the reader to draw parallels and
to better understand the design philosophies in the 4th generation cellular systems.

10.1 CONTROL CHANNELS
In the IEEE 802.16-2009 standard, the control signaling for downlink or uplink resource allocations
and other operational aspects of the system is performed using downlink or uplink information
elements included in the Medium Access Protocol (MAP) MAC management messages. The infor-
mation elements of all active users in the cell, as well as broadcast messages, are jointly encoded and
transmitted using a robust transmission scheme. The information elements contained in the DL or UL
MAPs are distinguished using the connection identifiers that are associated with user connections.
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There are different types of MAP structure that are specified in the standards specification; never-
theless, due to inefficiency and lack of use cases for some of the variants, only normal MAPs,
compressed and HARQ MAPs, and sub-MAPs have been utilized in Release 1.5 of the mobile
WiMAX profile [6]. The sub-MAPs are inherently multicast messages that can be encoded with
different modulation and coding schemes, depending on the channel conditions of the users that are
assigned to each sub-MAP. While the main MAP is a broadcast message which is sent with the most
robust modulation and coding scheme and can be received across the base station’s coverage area, the
sub-MAPs are multicast to a group of users with similar geometries (i.e., statistical distribution of
SINR) and long-term channel conditions using optimized modulation and coding schemes. This can
reduce the overhead due to common control and traffic assignment messaging, which is the major part
of the MAP, while maintaining the reliability of broadcast and common control signaling.

Figure 10-1 shows various legacy MAP structures. The size of the DL/UL MAPs, DL/UL MAP
IEs, DL/UL subframes, and DL/UL data bursts are not drawn to scale and the actual sizes may differ
depending on the type of the MAP. Among the legacy MAP structures, the HARQMAP structure is of
more practical interest. The HARQ MAP management message includes a compressed/compact DL/
UL-MAP IE and defines the access information for the DL and UL burst of HARQ-enabled mobile
stations. This message is sent without a generic MAC header. The BS may broadcast multiple HARQ
MAP messages using multiple bursts after the MAP message. Each HARQ MAP message has
a different modulation and coding rate. The DL-MAP IEs in the MAP message describe the location
and coding and modulation schemes of the bursts. The order of DL-MAP IEs in the MAP message and
the bursts for HARQMAP messages is determined by the coding and modulation scheme of the burst.
The burst for a HARQ MAP message with a lower rate coding and modulation is placed before other
bursts for the HARQ MAP message. The presence of the HARQ MAP message format is indicated by
the contents of the of the first data byte of a burst [1]. The trade-off between the efficiency and
reliability of the control channels resulted in the design of new individually coded MAPs for the IEEE
802.16m systems. While the jointly coded MAPs can be more efficient, since the overhead is shared
among the users, they cannot be equally reliable for geographically-dispersed users in the cell with
various channel conditions. The individually-coded MAPs are conceptually similar to legacy sub-
MAPs when containing allocations of a single user. The main difference between the legacy jointly-
coded MAPs and the new individually-coded MAPs is that the legacy MAPs are time-division
multiplexed with data, whereas the new MAPs are frequency-division multiplexed with data. The
FDM and TDM schemes have advantages and disadvantages in terms of MS power-saving, efficiency
of user resource allocations, and transmission reliability of the control messages. As shown in
Figure 10-1, the control signaling in the legacy uplink subframe consists of three parts: HARQ
Acknowledgement Channel (ACKCH); Ranging and Fast-Feedback; and the Channel Quality Indi-
cation Channel (CQICH). The uplink control channels of the legacy system occupy the first three
OFDM symbols of the uplink subframe immediately following the downlink-to-uplink switching gap
in the TDD mode. The UL-PUSC subchannelization scheme is used in the uplink control region.

10.2 DOWNLINK CONTROL CHANNELS
In order to minimize the control signaling overhead, and to improve the reliability and coverage of the
control channels particularly at the cell edge, the control signaling schemes have been redesigned in
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IEEE 802.16m. The jointly-coded MAPs in the legacy system were replaced by individually-coded
Advanced MAPs (A-MAPs). As shown in Figure 10-2, the control signaling in IEEE 802.16m
comprises a superframe header for the broadcast of the essential system configuration information,
downlink control channels to carry HARQ feedback, power control signals, the downlink/uplink
assignment and allocation information for each user or a group of users, uplink control channels for
transmission of channel quality reports, channel state information, bandwidth request, synchronized
and non-synchronized ranging, and sounding.

Comparison of Figure 10-2 with Figure 10-1 reveals several structural differences between IEEE
802.16m control signaling and that of the legacy. Aside from migration from the concept of joint-
coding to individual-coding of the user control channels, the time-relevance of the downlink and
uplink assignments have also changed, control channels in the downlink and uplink are frequency-
division-multiplexed with traffic channels as opposed to the time-division-multiplex used in the legacy
system, and there has been the addition of new control channels such as the superframe header.

In the following sections, the physical structure and transmission characteristics of the A-MAPs
and the corresponding information elements will be discussed. The detailed description of the uplink
control channels will follow in later sections.
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Structure of IEEE 802.16m overhead channels in the downlink and uplink

492 CHAPTER 10 The IEEE 802.16m Physical Layer (Part II)



10.2.1 Physical Structure of Advanced MAPs

The Advanced MAP carries unicast control information for the active users in the cell. The unicast
control information consists of both user-specific and non-user-specific control information. The user-
specific control is further divided into assignment, HARQ feedback and power control fields, and is
transmitted in the assignment A-MAP, HARQ feedback A-MAP, and power control A-MAP,
respectively. These A-MAPs are contained in a physical region called the A-MAP region that is
frequency-division multiplexed with data. The A-MAP regions are located in all DL unicast
subframes. When the default TTI of one subframe is used, the DL data allocations corresponding to an
A-MAP region occupy resources in the subframe where the A-MAP region is located. If Fractional
Frequency Reuse (FFR) is used in a DL subframe, either reuse-1 or a power-boosted reuse-3 partition
may contain the A-MAP region. In a DL subframe, the non-user specific, HARQ feedback, and power
control A-MAPs are located in the primary frequency partition. The primary frequency partition can be
either reuse-1 or a power-boosted reuse-3 partition, which is identified by the S-SFH SP1 broadcast
channel, whereas the assignment A-MAP can be either in a reuse-1 or a power-boosted reuse-3
partition, or both. The number of assignment A-MAPs in each frequency partition is signaled through
a non-user specific A-MAP. The structure of an A-MAP region is illustrated in Figure 10-3. The
resources occupied by each A-MAP physical channel may vary depending on the system configuration
and scheduler operation. The A-MAP region consists of a number of distributed LRUs. In all DL
subframes except the first subframe of a superframe, an A-MAP region consists of the first NA-MAP

distributed LRUs in the primary frequency partition and the LRUs with Nsym symbols. In the first DL
subframe of a superframe, the A-MAP region is formed using the NA-MAP distributed LRUs after NSFH

distributed LRUs occupied by the superframe headers.
The non-user-specific control information consists of information that is not dedicated to a specific

user or a specific group of users. It includes information required to decode the user-specific control
blocks.

The Minimum A-MAP Logical Resource Unit (MLRU) is used for the assignment A-MAPs. The
minimum logical resource unit in the assignment A-MAP consists of NMLRU ¼ 56 sub-carriers. The
assignment A-MAP IE is transmitted with one MLRU or multiple concatenated MLRUs in the
A-MAP region. The number of logically contiguous MLRUs is determined based on the assignment
A-MAP IE size and channel coding rate where the channel coding rate is selected based on the
mobile station’s channel quality reports. The assignment A-MAP IEs are grouped together based on
the channel coding rate. Assignment A-MAP IEs in the same group are transmitted in the same
frequency partition with the same channel coding rate. Each assignment A-MAP group contains
several logically contiguous MLRUs. The number of assignment A-MAP IEs in each assignment
A-MAP group is signaled through a non-user specific A-MAP in the same subframe. If two
assignment A-MAP groups using two channel coding rates exist in an A-MAP region, the assign-
ment A-MAP group using the lower channel coding rate is allocated first, followed by the assign-
ment A-MAP group using higher channel coding rate.

If a broadcast assignment A-MAP IE (i.e., an assignment A-MAP IE sent to all mobile stations)
exists in a DL subframe, it is located at the beginning of either assignment A-MAP Group 1 or
assignment A-MAP Group 2. All the multicast assignment A-MAP Ies (i.e., assignment A-MAP IEs
that are sent to specific groups of users present in any assignment A-MAP group) occupy contiguous
set of MLRUs from the beginning of the assignment A-MAP group. If the broadcast assignment
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A-MAP IE is present in the assignment A-MAP group, the multicast assignment A-MAP IEs
are located immediately after the broadcast assignment A-MAP IE. The Group Resource Allocation
A-MAP IE is an example of a multicast assignment A-MAP IEs [2].

The unicast assignment A-MAP IE sent to a particular mobile station is transmitted in the same
assignment A-MAP group. The DL/UL Basic Assignment A-MAP IE is an example of unicast
assignment A-MAP IE. The BS may allocate a maximum of eight assignment A-MAP IEs to
a particular MS in any subframe. This number includes all of the assignment A-MAP IEs that are
decoded by the MS. For an assignment A-MAP IE that can be segmented (i.e., an assignment A-MAP
IE that occupies more than one MLRU when modulated with QPSK ½), each segment is counted as
one assignment A-MAP IE. The physical layer procedures for various A-MAP IE types are shown in
Figure 10-4.

The non-user specific A-MAP IE carries 12 bits of information and is encoded using Tail Biting
Convolutional Code (TBCC) with an effective code rate of 1/12. More specifically, when using
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494 CHAPTER 10 The IEEE 802.16m Physical Layer (Part II)



Fractional Frequency Reuse in frequency reuse-1 partition, the non-user-specific A-MAP is encoded
with an effective code rate of 1/12; otherwise, when the non-user-specific A-MAP is located in the
power-boosted frequency reuse-3 partition, it is encoded with code rate of 1/4. The encoded bit
sequence is modulated using QPSK modulation. As shown in Figure 10-5, for each transmit antenna,
the complex-valued symbols at the output of the SFBC encoder denoted by sN-US[0] to sN-US[LN-US� 1]
are mapped to renumbered tone-pairs A[(LHF þ LPC)/2] to A[(LHF þ LPC þ LN-US)/2 � 1], where A
refers to the array of renumbered A-MAP tone-pairs obtained via renumbering all tone pairs within the
distributed LRUs in the A-MAP region in a time first manner (i.e., tone-pairs of distributed LRUs in the
A-MAP region are rearranged into a one-dimensional array in a time first manner and subsequently an
A-MAP channel is formed by tone-pairs in a particular segment of that array), LHF is the number of
tones required to transmit the entire HARQ feedback A-MAP, LPC is the number of tones required to
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transmit the entire power control A-MAP; LN-US is the number of tones required to transmit the non-
user specific A-MAP. As shown in Figure 10-5, it is assumed that each distributed LRU consists of
LSP tone-pairs per symbol, the renumbered A-MAP tone-pairs are denoted by A[m], m ¼
0,1,.,LSPNsymNA-MAP � 1 where NA-MAP is the number of distributed LRUs allocated to the A-MAP
and Nsym is the number of OFDM symbols per subframe. The MS initially decodes the non-user-
specific A-MAP in the primary frequency partition to obtain the information for decoding the
assignment A-MAPs and HARQ feedback A-MAPs.

The non-user-specific A-MAP IE comprises: assignment A-MAP size (8 bits), i.e., the number of
assignment A-MAPs in each assignment A-MAP group; HARQ feedback A-MAP index (1 bit), i.e.,
a parameter that is used to calculate HARQ feedback A-MAP index; HARQ feedback channel index
(1 bit), i.e., a parameter that is used to calculate the HARQ feedback channel index; and the non-user-
specific A-MAP extension flag (1 bit), i.e., whether the non-user specific A-MAP is extended. The
extended non-user-specific part uses the same PHY structure as the non-user-specific A-MAP. The
provision for the potential extension of the non-user-specific A-MAP has been reflected in the location
of the non-user-specific A-MAP, as shown in Figure 10-5. A one-bit extension flag is also included to
allow future extensions of the non-user-specific A-MAP fields. If the non-user-specific A-MAP
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extension flag is set, it indicates that the non-user-specific A-MAP is extended. The extended non-user-
specific part has 12 bits and uses the same physical structure, i.e., channel coding, modulation, and
MIMO encoding, as the non-user-specific A-MAP. The number of assignment A-MAPs in each
assignment A-MAP group can be derived from the Assignment A-MAP Size indication field in the
non-user-specific A-MAP IE using a lookup table. The actual number of assignment A-MAP IEs in
each assignment A-MAP group is less than the value obtained from the lookup tables. The lookup
tables, each with 256 entries (see Table 10-1), can be generated by the following equations for
a particular assignment A-MAP modulation and coding set and fractional frequency reuse
configuration.

It must be noted that only one assignment A-MAP IE size of 56 bits inclusive of CRC is supported.
The maximum number of MLRUs for the assignment A-MAP is 48 per subframe and the maximum
number of assignment A-MAP information elements per subframe is limited to 32, whereas the
maximum number of assignment A-MAP information elements per subframe that the BS may allocate
to an MS is 8. Four assignment A-MAP group-sizes are defined: (1) when QPSK (1/2, 1/4) is used in
the non-FFR case, there are two assignment A-MAP groups with the minimum resource units of one
and two MLRUs in each group; (2) when QPSK (1/2, 1/8) is used in the non-FFR case, there are two
assignment A-MAP groups with the minimum resource units of one and four MLRUs in each group;
(3) when QPSK 1/2 is used in the FFR reuse-3 region assignment A-MAP and QPSK (1/2, 1/4) is used
for the reuse-1 region assignment A-MAP, there are three assignment A-MAP groups with the
minimum resource units of one, one, and two MLRUs in each group; and (4) when QPSK 1/2 is used
for the FFR reuse-3 assignment A-MAP and QPSK (1/2, 1/8) is used for the reuse-1 assignment
A-MAP, there are three assignment A-MAP groups with the minimum resource units of one, one, and
four MLRUs in each group. There is an 8-bit index that is used for assignment A-MAP group size
indication. The assignment A-MAP group with more robust MCS is located before the assignment
A-MAP group with less robust MCS. The exact size of the group with more robust MCS is signaled
when possible, to minimize resource consumption.

The following describes the methodology for allocation of MLRUs for non-FFR region assignment
A-MAPs using QPSK (1/2, 1/4). The total number of MLRUs for assignment A-MAP Ntotal is given by
Ntotal ¼ [2G1(I) þ G2(I)] where 0 � Ntotal � 48, 0 � G1(I) � 24 is the number of assignment A-MAPs
in Group 1 using QPSK 1/4 and 0�G2(I)� 48 is the number of assignment A-MAPs in Group 2 using
QPSK 1/2. For non-FFR configuration with Group 1 using QPSK 1/4 and Group 2 using QPSK 1/2, the
lookup tables shown in Table 10-1 can be generated iteratively using the following equations for all
values of Ntotal and k [2]:

G1ðIÞ ¼

8>>>>>>>>>>>><
>>>>>>>>>>>>:

k ; k ¼ 0; 1;.; PNtotal=2R; 0 � Ntotal � 24

Ntotal � 24þ 3k; k ¼ 0; 1; 2; 3; 25 � Ntotal � 29

Ntotal � 29þ 4k; k ¼ 0; 1; 2; 3; 30 � Ntotal � 32

Ntotal � 30þ 4k; k ¼ 0; 1; 2; 3; 33 � Ntotal � 34

Ntotal � 32þ 3k; k ¼ 0; 1; 2; 3; 35 � Ntotal � 39

Ntotal � 32þ 4k; k ¼ 0; 1; 2; 40 � Ntotal � 42

Ntotal � 32þ 3k; k ¼ 0; 1; 2; 43 � Ntotal � 48

G2ðIÞ ¼ Ntotal � 2G1ðIÞ

(10-1)
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Table 10-1 The Number of Assignment A-MAPs in each Assignment A-MAP Group for Non-FFR Configuration with Group 1
using QPSK 1/4 and Group 2 using QPSK 1/2 [118]

Index
(I)

Assign-
ment
A-MAP
Group
1 using
QPSK
1/4

Assign-
ment
A-MAP
Group
2 using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group
1 using
QPSK
1/4

Assign-
ment
A-MAP
Group
2 using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group
1 using
QPSK
1/4

Assign-
ment
A-MAP
Group
2 using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group
1 using
QPSK
1/4

Assign-
ment A-
MAP
Group 2
using
QPSK
1/2

0 0 0 64 0 15 128 7 7 192 0 31

1 0 1 65 1 13 129 8 5 193 3 25

2 0 2 66 2 11 130 9 3 194 7 17

3 1 0 67 3 9 131 10 1 195 11 9

4 0 3 68 4 7 132 0 22 196 14 3

5 1 1 69 5 5 133 1 20 197 2 28

6 0 4 70 6 3 134 2 18 198 6 20

7 1 2 71 7 1 135 3 16 199 10 12

8 2 0 72 0 16 136 4 14 200 13 6

9 0 5 73 1 14 137 5 12 201 1 31

10 1 3 74 2 12 138 6 10 202 5 23

11 2 1 75 3 10 139 7 8 203 8 17

12 0 6 76 4 8 140 8 6 204 12 9

13 1 4 77 5 6 141 9 4 205 16 1

14 2 2 78 6 4 142 10 2 206 4 26

15 3 0 79 7 2 143 11 0 207 8 18

16 0 7 80 8 0 144 0 23 208 12 10

17 1 5 81 0 17 145 1 21 209 15 4

18 2 3 82 1 15 146 2 19 210 4 27

19 3 1 83 2 13 147 3 17 211 8 19

20 0 8 84 3 11 148 4 15 212 11 13

21 1 6 85 4 9 149 5 13 213 15 5

22 2 4 86 5 7 150 6 11 214 5 26
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23 3 2 87 6 5 151 7 9 215 8 20

24 4 0 88 7 3 152 8 7 216 12 12

25 0 9 89 8 1 153 9 5 217 16 4

26 1 7 90 0 18 154 10 3 218 5 27

27 2 5 91 1 16 155 11 1 219 9 19

28 3 3 92 2 14 156 0 24 220 13 11

29 4 1 93 3 12 157 1 22 221 16 5

30 0 10 94 4 10 158 2 20 222 7 24

31 1 8 95 5 8 159 3 18 223 11 16

32 2 6 96 6 6 160 4 16 224 14 10

33 3 4 97 7 4 161 5 14 225 18 2

34 4 2 98 8 2 162 6 12 226 9 21

35 5 0 99 9 0 163 7 10 227 13 13

36 0 11 100 0 19 164 8 8 228 16 7

37 1 9 101 1 17 165 9 6 229 8 24

38 2 7 102 2 15 166 10 4 230 12 16

39 3 5 103 3 13 167 11 2 231 15 10

40 4 3 104 4 11 168 12 0 232 19 2

41 5 1 105 5 9 169 2 21 233 11 19

42 0 12 106 6 7 170 6 13 234 14 13

43 1 10 107 7 5 171 10 5 235 18 5

44 2 8 108 8 3 172 0 26 236 11 20

45 3 6 109 9 1 173 4 18 237 14 14

46 4 4 110 0 20 174 8 10 238 18 6

47 5 2 111 1 18 175 11 4 239 11 21

48 6 0 112 2 16 176 1 25 240 14 15

49 0 13 113 3 14 177 5 17 241 18 7

50 1 11 114 4 12 178 8 11 242 12 20

51 2 9 115 5 10 179 12 3 243 15 14

52 3 7 116 6 8 180 2 24 244 19 6

53 4 5 117 7 6 181 5 18 245 13 19

54 5 3 118 8 4 182 9 10 246 16 13

(Continued )
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Table 10-1 The Number of Assignment A-MAPs in each Assignment A-MAP Group for Non-FFR Configuration with Group 1
using QPSK 1/4 and Group 2 using QPSK 1/2 [118] Continued

Index
(I)

Assign-
ment
A-MAP
Group
1 using
QPSK
1/4

Assign-
ment
A-MAP
Group
2 using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group
1 using
QPSK
1/4

Assign-
ment
A-MAP
Group
2 using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group
1 using
QPSK
1/4

Assign-
ment
A-MAP
Group
2 using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group
1 using
QPSK
1/4

Assign-
ment A-
MAP
Group 2
using
QPSK
1/2

55 6 1 119 9 2 183 13 2 247 20 5

56 0 14 120 10 0 184 1 27 248 15 16

57 1 12 121 0 21 185 5 19 249 18 10

58 2 10 122 1 19 186 9 11 250 22 2

59 3 8 123 2 17 187 12 5 251 17 13

60 4 6 124 3 15 188 1 28 252 20 7

61 5 4 125 4 13 189 5 20 253 16 16

62 6 2 126 5 11 190 8 14 254 20 8

63 7 0 127 6 9 191 12 6 255 24 0
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I ¼ IbðNtotalÞ þ k

IbðNtotalÞ ¼

8>>>>>><
>>>>>>:

0 ; Ntotal ¼ 0

IbðNtotal � 1Þ þ PðNtotal � 1Þ=2Rþ 1; 1 � Ntotal � 25

IbðNtotal � 1Þ þ 4 ; 26 � Ntotal � 40

IbðNtotal � 1Þ þ 3 ; 41 � Ntotal � 48

0 ; otherwise

(10-2)

where G1(I) is the number of assignment A-MAPs for Group 1 using QPSK 1/4, G2(I) is the number of
assignment A-MAPs for Group 2 using QPSK 1/2, I is the 8-bit index included in the non-user-specific
A-MAP IE, which ranges from 0 to 255, and Ib(Ntotal) is the base index for a given Ntotal value. Table
10-1 shows the lookup tables based on which the number of assignment A-MAPs can be determined
when the 8-bit assignment A-MAP group size index is given.

In the case of non-FFR region assignmentA-MAPs usingQPSK (1/2, 1/8), the followingmethod can
be used to generate the lookup tables and thereby to find the number of assignment A-MAPs in each
group. The total number ofMLRUs for assignment A-MAPNtotal is given byNtotal¼ [4G1(I)þG2(I)]�
48 where 0�G1(I)� 12 is the number of assignment A-MAP in Group 1 using QPSK 1/8 and 0�G2(I)
� 48 is the number of assignment A-MAPs in Group 2 using QPSK 1/2. The assignment A-MAPGroup
1 is not adjacent to data transmission, whereas Group 2 is adjacent to data transmission. For non-FFR
configuration with Group 1 using QPSK 1/8 and Group 2 using QPSK 1/2, the lookup tables shown in
Table 10-2 can be generated iteratively using the following equations for all values of Ntotal and k [2]:

G1ðIÞ ¼

8>>>><
>>>>:

k ; k ¼ 0; 1;.; PNtotal=4R; 0 � Ntotal � 24

k þ 1 ; k ¼ 0; 1; 2; 3; 4; 5 ; 25 � Ntotal � 27

k þ 1 ; k ¼ 0; 1; 2; 3; 4; 5; 6 ; 28 � Ntotal � 32

k þ PNtotal=3R� 10; k ¼ 0; 1; 2; 3; 4; 5; 6 ; 33 � Ntotal � 48

G2ðIÞ ¼ Ntotal � 4G1ðIÞ

(10-3)

I ¼ IbðNtotalÞ þ k

IbðNtotalÞ ¼

8>>>>>><
>>>>>>:

0 ; Ntotal ¼ 0

IbðNtotal � 1Þ þ PðNtotal � 1Þ=4Rþ 1; 1 � Ntotal � 25

IbðNtotal � 1Þ þ 6 ; 26 � Ntotal � 28

IbðNtotal � 1Þ þ 7 ; 29 � Ntotal � 48

0 ; otherwise

(10-4)

TheHARQ feedbackA-MAPconsists ofHARQ feedback IEs to acknowledge success or failure of uplink
data transmission. Each HARQ feedback A-MAP IE carries one bit of information which is then repeated
eight times. The resulting bits are scrambled by the eight least significant bits of the Station Identifier
(STID) of the MS assigned during network entry. Depending on the channel conditions, a certain amount
of power boosting may be applied to each scrambled bit sequence. Prior to SFBC encoding, each
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Table 10-2 The Number of Assignment A-MAPs in each Assignment A-MAP Group for Non-FFR Configuration with Group 1
using QPSK 1/8 and Group 2 using QPSK 1/2 [118]

Index
(I)

Assign-
ment
A-MAP
Group 1
using
QPSK
1/8

Assign-
ment
A-MAP
Group 2
using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group 1
using
QPSK
1/8

Assign-
ment
A-MAP
Group 2
using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group 1
using
QPSK
1/8

Assign-
ment
A-MAP
Group 2
using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group 1
using
QPSK
1/8

Assign-
ment
A-MAP
Group 2
using
QPSK
1/2

0 0 0 64 4 4 128 4 14 192 5 19

1 0 1 65 5 0 129 5 10 193 6 15

2 0 2 66 0 21 130 6 6 194 7 11

3 0 3 67 1 17 131 7 2 195 8 7

4 0 4 68 2 13 132 0 31 196 9 3

5 1 0 69 3 9 133 1 27 197 3 28

6 0 5 70 4 5 134 2 23 198 4 24

7 1 1 71 5 1 135 3 19 199 5 20

8 0 6 72 0 22 136 5 11 200 7 12

9 1 2 73 1 18 137 6 7 201 8 8

10 0 7 74 2 14 138 7 3 202 9 4

11 1 3 75 3 10 139 0 32 203 10 0

12 0 8 76 4 6 140 1 28 204 3 29

13 1 4 77 5 2 141 2 24 205 4 25

14 2 0 78 0 23 142 3 20 206 5 21

15 0 9 79 1 19 143 4 16 207 6 17

16 1 5 80 2 15 144 5 12 208 7 13

17 2 1 81 3 11 145 6 8 209 8 9

18 0 10 82 4 7 146 8 0 210 10 1

19 1 6 83 5 3 147 1 29 211 4 26

20 2 2 84 0 24 148 2 25 212 5 22

21 0 11 85 1 20 149 3 21 213 6 18

22 1 7 86 2 16 150 4 17 214 7 14

23 2 3 87 3 12 151 5 13 215 8 10
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24 0 12 88 4 8 152 6 9 216 9 6

25 1 8 89 5 4 153 7 5 217 10 2

26 2 4 90 6 0 154 8 1 218 4 27

27 3 0 91 0 25 155 2 26 219 6 19

28 0 13 92 1 21 156 3 22 220 7 15

29 1 9 93 2 17 157 4 18 221 8 11

30 2 5 94 3 13 158 5 14 222 9 7

31 3 1 95 4 9 159 6 10 223 10 3

32 0 14 96 5 5 160 7 6 224 4 28

33 1 10 97 6 1 161 8 2 225 5 24

34 2 6 98 0 26 162 1 31 226 6 20

35 3 2 99 1 22 163 2 27 227 7 16

36 0 15 100 3 14 164 4 19 228 9 8

37 1 11 101 4 10 165 5 15 229 10 4

38 2 7 102 5 6 166 6 11 230 11 0

39 3 3 103 6 2 167 7 7 231 5 25

40 0 16 104 0 27 168 8 3 232 6 21

41 1 12 105 1 23 169 2 28 233 7 17

42 2 8 106 2 19 170 3 24 234 8 13

43 3 4 107 3 15 171 4 20 235 9 9

44 4 0 108 4 11 172 5 16 236 10 5

45 0 17 109 6 3 173 7 8 237 5 26

46 1 13 110 0 28 174 8 4 238 6 22

47 2 9 111 1 24 175 9 0 239 7 18

48 3 5 112 2 20 176 2 29 240 8 14

49 4 1 113 3 16 177 3 25 241 9 10

50 0 18 114 4 12 178 4 21 242 10 6

51 1 14 115 5 8 179 5 17 243 11 2

52 2 10 116 6 4 180 6 13 244 5 27

53 3 6 117 7 0 181 7 9 245 6 23

54 4 2 118 1 25 182 9 1 246 8 15

55 0 19 119 2 21 183 2 30 247 9 11

(Continued )
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Table 10-2 The Number of Assignment A-MAPs in each Assignment A-MAP Group for Non-FFR Configuration with Group 1
using QPSK 1/8 and Group 2 using QPSK 1/2 [118] Continued

Index
(I)

Assign-
ment
A-MAP
Group 1
using
QPSK
1/8

Assign-
ment
A-MAP
Group 2
using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group 1
using
QPSK
1/8

Assign-
ment
A-MAP
Group 2
using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group 1
using
QPSK
1/8

Assign-
ment
A-MAP
Group 2
using
QPSK
1/2

Index
(I)

Assign-
ment
A-MAP
Group 1
using
QPSK
1/8

Assign-
ment
A-MAP
Group 2
using
QPSK
1/2

56 1 15 120 3 17 184 3 26 248 10 7

57 2 11 121 4 13 185 4 22 249 11 3

58 3 7 122 5 9 186 5 18 250 6 24

59 4 3 123 6 5 187 6 14 251 7 20

60 0 20 124 7 1 188 7 10 252 8 16

61 1 16 125 0 30 189 8 6 253 9 12

62 2 12 126 1 26 190 9 2 254 10 8

63 3 8 127 3 18 191 4 23 255 12 0
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scrambled bit sequence is mapped to real or imaginary parts of the signal constellation and multiplexed
with other scrambled sequences. Figure 10-5 illustrates the physical layer procedures for the HARQ
feedback A-MAP, which consists of four HARQ feedback A-MAP channels. For each transmit antenna,
the complex-valued symbols at the output of SFBC encoder, denoted as sHF[0] to sHF[LHF � 1], are
mapped to tone-pairs from A[0] to A[LHF/2� 1], where A is the array of renumbered A-MAP tone-pairs
and LHF is the number of tones required to transmit the entire HARQ feedback A-MAP. The groups of
HARQ feedback A-MAP bits are indexed sequentially from index 0 within a HARQ feedback A-MAP
region in themapping process [2]. There is oneHARQfeedbackA-MAP region in eachDL subframe. The
HARQ feedback A-MAP IE consists of one bit corresponding to HARQ ACK/NACK information.

The power control A-MAP contains closed-loop power control commands for uplink transmission
which are transmitted by the BS to every MS operating in closed-loop power control mode. Figure 10-5
illustrates the physical layer procedures for processing the power control A-MAP-IE. The ith power
control A-MAP-IE comprises two bits. The ith and (iþ 1)th power control A-MAP IEs aremapped to two
QPSK symbols which are repeated twice, as depicted in Figure 10-5. The ith power control A-MAPmay
also be mapped to two QPSK symbols for transmitting to the corresponding MS with poor channel
conditions. An appropriate power boosting factor is applied to the ith power control A-MAP IE; 0� i�
NPC-A-MAPwhere NPC-A-MAP is the number of power control A-MAP IEs. The power boosting factors are
determined by themanagement entity to satisfy the link performance. For each transmit antenna, symbols
at the output of SFBC encoder, denoted by sPC[0] to sPC[LPC� 1], aremapped to tone-pairs fromA[LHF/2]
to A[(LHFþ LPC)/2�1], where A refers to the array of the renumbered A-MAP tone-pairs and LPC is the
number of tones required to transmit the entire power control A-MAP. The power control A-MAP IE
comprises two bits corresponding to values (�0.5, 0, 0.5, 1 dB) for transmit power adjustment.

The Assignment A-MAP includes one or multiple Assignment A-MAP IEs where each assignment
A-MAP IE is encoded separately. Figure 10-4 describes the procedure for constructing Assignment
A-MAP symbols. The Assignment A-MAP IE is masked by a sequence generated by a pseudo-random
sequence generator. The mask randomizes the Assignment A-MAP IE data, making it practically
impossible for unauthorized users to decode the content of the Assignment A-MAPs not belonging to
them. A seed is used to initialize the pseudo-random sequence generator which is provided to the MS
by the BS during network-entry or re-entry. A 16-bit CRC is generated based on the contents of the
randomized Assignment A-MAP IE. If the randomized Assignment A-MAP IE bits are represented by
polynomialm(x)¼ aN�1x

N�1þ aN�2x
N�2þ.þ a1xþ a0, where aN–1 is the MSB of the randomized

Assignment A-MAP IE and a0 is the LSB of the randomized Assignment A-MAP IE. The 16-bit CRC
is calculated as the remainder of dividing m(x)x16 by the 16-bit CRC generator polynomial g(x) ¼ x16

þ x12 þ x5 þ 1. The resulting CRC is denoted by c(x) ¼ c15x
15 þ c14x

14 þ. þ c1x þ c0 where c15 is
the MSB of the CRC and c0 is the LSB of the CRC. A 16-bit CRC is generated based on the contents of
assignment A-MAP IE and then is masked by a 16-bit CRCmask using the bitwise XOR operation (4)
to allow the mobile stations to uniquely identify their corresponding A-MAP IEs. The CRC can be
masked using one of the following methods depending on the value of the masking prefix:

� The 16-bit mask comprises 1-bit masking prefix, 3-bit message type indicator, and 12-bit masking
code. The 3-bit type indicator determines whether a 12-bit masking code based on the MS STID is
used, or alternatively a 12-bit masking code is the same as that used to mask the Broadcast
Assignment A-MAP IE, BR-ACK A-MAP IE, and Group Resource Allocation A-MAP IE.

� The 16-bit mask comprises 1-bit masking prefix and 15-bit Random Access Identifier (RAID).
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The masked CRC is then appended to the Assignment A-MAP IE, resulting in a bit sequence of m(x)
x16c(x)4u(x) where u(x) is the masking polynomial. The resulting sequence of bits is encoded by the
TBCC encoder with minimum code rate of 1/4 and the encoded bits are repeated to improve the
robustness of Assignment A-MAP information transmission. The Assignment A-MAP IEs may be
encoded with two different effective code rates, i.e., code rate sets (1/2, 1/4) or (1/2, 1/8), where the
indication is signaled via the superframe header. Note that each code rate set consists of two code rates
where the first code rate is applied to the first group of Assignment A-MAP IEs within the control
region and the second code rate is applied to the second group of Assignment A-MAP IEs within the
control region. The number of Assignment A-MAPs in each group is indicated through parameter
Assignment A-MAP Size in non-user-specific A-MAP. This would allow grouping of the users
depending on their channel conditions and geographical location (e.g., near or far to the BS), and
ensure robustness of the Assignment A-MAP IE transmission to each user group. If FFR is used, the
above code rates can be used in reuse-1 partition. The 1/2 or 1/4 code rate is used in the power-boosted
reuse-3 partition. The encoded bit sequences are modulated using QPSK baseband modulation
scheme.

In most cases, the MS needs to decode all MLRUs in an A-MAP region in order to determine
whether there is any relevant assignment A-MAP. The MS does not need to use different MCS to
decode the same MLRU. The non-user-specific A-MAP carries information about the MCS used by
each MLRU. The MS does not need to decode the MLRU using different rate de-matching for different
IE sizes. All assignment A-MAP IEs or segmented IEs have fixed sizes, i.e., 56 bits. The MS deter-
mines if an assignment A-MAP is relevant by performing a CRC test using its STID (for unicast
assignments), group ID (for group scheduling), or RAID (CDMA allocation) to unmask the CRC. If
the CRC test is successful, the MS may continue parsing the content of the decoded Assignment
A-MAP. As mentioned earlier in this section, there are four lookup tables, each with 256 entries, which
are used to signal the assignment A-MAP group sizes with the following configurations:

� Non FFR (single A-MAP region): QPSK ¼, QPSK ½;
� Non FFR (single A-MAP region): QPSK 1/8 , QPSK ½;
� FFR (two A-MAP regions): reuse-1 QPSK ¼, reuse 1 QPSK ½, reuse-3 QPSK ½;
� FFR (two A-MAP regions): reuse-1 QPSK 1/8 , reuse 1 QPSK ½, reuse-3 QPSK ½.

In all cases, the maximum number of Assignment A-MAPs is 32 per subframe, i.e., the maximum
number of blind detection hypothesis testing is 32 per subframe and the total utilized physical resource
is no more than 48 MLRUs. In the example shown in Figure 10-6, a total of 13 Assignment A-MAPs

Assignment A-MAP Group I: QPSK ¼
5 Assignment A-MAPs

Assignment A-MAP Group II: QPSK ½
8 Assignment A-MAPs

18 MLRUs Containing 13 Assignment A-MAP IEs

FIGURE 10-6

An illustration of the Assignment A-MAP groups
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are divided into groups with each containing a different number of Assignment A-MAPs. The (QPSK
1/4, QPSK 1/2) modulation and coding scheme has been used. Therefore, there are 13 hypothesis-
testing trials for the purpose blind detection of the Assignment A-MAPs.

10.2.2 Advanced MAP Information Elements

The A-MAPs carry control and signaling information and scheduling parameters. The unicast or broadcast
control and signaling parameters are used for configuration of the mobile stations and base stations during
normal operation. The parameters and control signal are contained in various fields of the Information
Elements (IEs) that constitute the A-MAPs. EachA-MAP IE consists of type information (16 possible types)
and a number of parameter fields. The length of the A-MAP IEs is limited to 40 bits unless fragmented into
additional information elements. Table 10-3 shows the various A-MAP IE types that are defined in IEEE
802.16m. In the following, we describe each information element type’s main parameters and usage. The
reserved fields are not shown. It must be noted that the exact format of all information elements are defined in
the IEEE 802.16m standard specification [2]. Furthermore, the existence of some parameters of the infor-
mation elements are conditioned to use of certain system configurations; those conditions are not shown in the
following tables in order to avoid distraction and confusion due to complexity.

Table 10-3 Various A-MAP IE Types and their Usage [2]

A-MAP IE Type Usage Property

DL Basic Assignment Allocation information for an MS to decode DL bursts
using continuous logical resources

Unicast

UL Basic Assignment Allocation information for an MS to transmit UL bursts
using continuous logical resources

Unicast

DL Sub-band Assignment Allocation information for an MS to decode DL bursts
using sub-band based resources

Unicast

UL Sub-band Assignment Allocation information for an MS to transmit UL bursts
using sub-band based resources

Unicast

Feedback Allocation Allocation or de-allocation of UL fast-feedback control
channels assigned to an MS

Unicast

UL Sounding Command Control information for an MS to start UL sounding
transmission

Unicast

CDMA Allocation Allocation for an MS requesting bandwidth using a
ranging or bandwidth request codes

Unicast

DL Persistent DL persistent resource allocation Unicast

UL Persistent UL persistent resource allocation Unicast

Feedback Polling Allocation for an MS to send MIMO feedback using
MAC messages or extended headers

Unicast

Group Resource Allocation Group scheduling and resource allocation Multicast

BW-REQ ACK Indication of decoding status of bandwidth request
opportunities and resource allocation of bandwidth
request header

Multicast

Broadcast Broadcast burst allocation and other broadcast
information

Broadcast
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The DL Basic Assignment A-MAP IE is used for resource assignment in the downlink. The DL
Basic Assignment A-MAP IE consists of several information fields as summarized in Table 10-4.

The Resource Index in the DL/UL Basic Assignment A-MAP IE identifies a resource block
comprising a set of contiguous LRUs in a DL/UL subframe. The index determines the size of the
allocated resource in a number of contiguous LRUs in the frequency-domain over the subframe and the
index of the LRU from which the scheduled allocation is measured. The contiguous LRUs can be
constructed from distributed LRUs, mini-band LRUs, or sub-band LRUs. The mapping between LRU
and physical PRU indices is derived as follows. For each frequency partition i, let TCLRUi, denote the
total number of contiguous LRUs and distributed LRUs up to and including that partition i. Let’s define
TCLRU;i ¼

Pi
m¼ 0 FPSm; 0 � i � 3 then:

LRU½k�

¼

8>><
>>:

DLRUFPi
½k�TCLRU;i�1� TCLRU;i�1 � k< ðLRUDRU;FPi

þTCLRU;i�1Þ
NLRUFPi

½k�ðLRUDRU;FPi
þTCLRU;i�1Þ� ðLRUDRU;FPi

þTCLRU;i�1Þ � k< ðLRUDRU;FPi
þ

LRUMB�CRU;FPi
þTCLRU;i�1Þ

SLRUFPi
½k�ðLRUDRU;FPi

þ
LRUMB�CRU;FPi

þTCLRU;i�1Þ� ðLRUDRU;FPi
þLRUMB�CRU;FPi

þTCLRU;i�1Þ � k< TCLRU;i

(10-5)

where 0 � k<
P3

m¼0FPSm;0 � i � 3 and TCLRU;�1 ¼ 0. In the above equation, the CRUs are
directly mapped into contiguous LRUs including sub-band LRUs (SLRU) and mini-band LRUs
(NLRU). The mapping between CRUFPi and SLRUFPi or NLRUFPi is defined as follows:

SLRUFPi½ j� ¼ CRUFPi½ j� 0 � j � LSB�CRU;FPi½ j�; 0 � i � 3

NLRUFPi½ j� ¼ CRUFPi½ jþ LSB�CRU;FPi� 0 � j � LMB�CRU;FPi½ j�; 0 � i � 3
(10-6)

Multiple non-contiguous sub-bands are indexed using the DL/UL Sub-band Assignment A-MAP
IE. For a given system bandwidth with Nmax LRUs, the size of allocations comprising contiguous
LRUs can be chosen from 1 to Nmax. For each allocation size, resources can be allocated starting
from different LRUs in the subframe. Any allocation size 1 � s � Nmax can be assigned in any
location starting at LRU index l where s þ l � 24 for 5 MHz and s þ l � 48 for a 10 MHz system
bandwidth.

For a 20 MHz system bandwidth, the number of assignable resource sizes is reduced; however,
there is no constraint on where those allocations may be made in the subframe as long as s þ l � 96.
The assignable resource sizes are specified such that all resource sizes in increments of one LRU are
assignable in the range of 1 to 12 LRUs, only even resource sizes are assignable in increments of two
LRUs in the range of 12 to 24 LRUs, resource sizes are assignable in increments of four LRUs in the
range of 24 to 48 LRUs, resource sizes are assignable in increments of eight LRUs in the range of 48
to 88 LRUs, and all resource sizes in increments of one LRU are assignable in the range of 92 to
96 LRUs.

As shown in Figure 10-7, in order to determine the resource index RI for an allocation, the BS
requires the size s and index l of the LRU from which the scheduled allocation begins. The BS also
maintains a vector Ia of length Nmax in which the non-zero entries contain the starting index for each of
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Table 10-4 DL Basic Assignment A-MAP IE Parameters [2]

Information Field Size (Bits) Description

A-MAP IE Type 4 It defines what parameters are included in this A-MAP
IE. The A-MAP IE Type distinguishes between
assignment A-MAP IEs used for the UL/DL, and
assignment A-MAP IEs used for resource allocation as
well as control signaling. Some additional A-MAP IE
types are reserved for future use.

ISizeOffset 5 Offset used to calculate the burst size index.

MIMO Encoder Format 2 This parameter specifies the MIMO encoder type that is
used with this resource assignment (i.e., Space-
Frequency Block Coding, Vertical Encoding, Multi-
layer Encoding, or Conjugate Data Repetition).

Number of Streams Used in the
Transmission

3 In the case of vertical encoding, this parameter
identifies is the number of streams that ranges from 1
to 8. Note that the number of streams must be smaller
than the number of base station transmitting antennas.

Si 5 In the case of multi-layer encoding, an index is used to
identify the combination of the number of streams and
the allocated pilot stream index in a transmission with
MU-MIMO and the modulation constellation of paired
user in the case of dual-stream transmission.

Resource Index 11 This parameter identifies the starting LRU index and
size of a single allocation spanning contiguous LRUs.
The resource index includes location and allocation
size.

Long TTI Indicator 1 Indicates number of subframes spanned by the
allocated resource:
0b0: 1 subframe (default);
0b1: 4 DL subframes for FDD or all DL subframes for
TDD.

HARQ Feedback Allocation 3 In the case of de-allocation of persistent allocations in
the DL/UL, the base station transmits a HARQ
Feedback Allocation in the DL/UL Persistent Allocation
A-MAP IE.

HARQ Identifier Sequence
Number (AI_SN)

1 In order to specify the start of a new transmission, one-
bit HARQ identifier sequence number is toggled on
every new HARQ transmission with the same ACID. If
the AI_SN changes, the receiver assumes that the
corresponding HARQ transmission belongings to
a new encoder packet and discards the previous
HARQ transmission with the same ACID.

HARQ Channel Identifier (ACID) 4 HARQ channel identifier.

HARQ Sub-packet Identifier (SPID) 2 HARQ sub-packet identifier for HARQ-IR (0, 1, 2, or 3).

Constellation Rearrangement
Version (CRV)

1 –
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the assignable resource sizes. The ith element of Ia (1 � i � 96) for an 11-bit resource indexing using
20 MHz bandwidth is defined as follows:

IaðiÞ ¼

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

0 i ¼ 1

Iaði� 1Þ þ ½96� ði� 1Þ þ 1� 2 � i � 12

Iaði� 2Þ þ ½96� ði� 2Þ þ 1� i ¼ 2k; 7 � k � 12

Iaði� 4Þ þ ½96� ði� 4Þ þ 1� i ¼ 4k; 7 � k � 12

Iaði� 8Þ þ ½96� ði� 8Þ þ 1� i ¼ 8k; 7 � k � 11

2048� P96
k¼ i

96� k þ 1 92 � i � 96

0 Otherwise

(10-7)
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1 LRU

969594939291908988878685

FIGURE 10-7

An illustration of resource assignment concept (11-bit resource indexing for 20MHz bandwidth)
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The resource index RI for an allocation of size s LRUs beginning at LRU l is calculated as follows:

RI ¼
(
IaðiÞ þ [ if IaðiÞ > 0

not � assignable if IaðiÞ ¼ 0
(10-8)

where 0 � l � 96. The BS first determines if the required resource size is assignable by checking
whether the ith element in Ia has a non-zero value. If the size s is assignable, then the 11-bit resource
index is determined by adding l to the value of the ith element in Ia. If the required resource is not
assignable, the next higher or lower non-zero element in Ia is selected based on the link adaptation
scheme. Note that the same scheme can be applied to the 5 and 10 MHz system bandwidths where the
length of Ia is 24 and 48, respectively, and all values in Ia correspond to non-zero indices for every
allocation size.

At the receiver, the 11-bit resource index RI contained in the DL/UL Basic Assignment A-MAP IE
is used to determine the assigned resource size s. The ith entry in the vector Ia with the maximum
possible value is found such that Ia (i) � RI; the value i that satisfies the latter equation is the assigned
resource size, i.e., s ¼ max

i˛f1;2;.;Nmaxg
fIaðiÞjIaðiÞ � RIg. The starting LRU index of the allocation

is determined by subtracting the value of Ia corresponding to the assigned resource size s from the
index RI contained in the DL/UL Basic Assignment A-MAP IE, i.e., l ¼ RI � Ia(s).

TheUL Basic Assignment A-MAP IE is used for resource assignment in the uplink. Regardless of
the duration of the TTI of the UL burst, the number of LRUs that are allocated to an MS within
a specific subframe must be smaller than the number of LRUs in that subframe over all used sub-
carriers. Table 10-5 shows the parameters of this information element.

The procedure depicted in Figure 10-8 describes the parsing of information fields in the UL Basic
Assignment A-MAP IE to determine the MIMO transmission format and the associated parameters
used for transmission on the uplink. The PMI Indicator is used for explicit signaling of PMI. The CSM
flag is used to distinguish between SU-MIMO and collaborative spatial multiplexing operation in the
uplink. The non-adaptive precoding is used for SFBC. The precoding flag PF is not always signaled,
and is only used when PMI is not signaled in order to identify the type of precoding. For CSM and SU-
MIMO with vertical encoding (single codeword), when PF is set to 0b0, the MS uses non-adaptive
precoding, and when the PF is set to 0b1, the MS uses adaptive precoding. This is performed using the
precoder of rank Ns based on the mobile station’s choice. The MIMO encoder format (SFBC or vertical
encoding) is signaled only when neither CSM nor PMI is signaled.

The DL Sub-band Assignment A-MAP IE is relatively more efficient method to allocate
larger amounts of radio resources to a user. It has a similar format compared to the DL Basic
Assignment A-MAP IE except the A-MAP IE Type and the Resource Index fields are defined
differently. The A-MAP IE Type field is set to 0b0010 and the Resource Index field is 11-bits,
regardless of the system bandwidth. In all cases, the BS or the MS perform the following pre-
processing steps to derive the parameters that are used in the indexing and in interpretation of the
RA field. The mapping between the sub-band logical resource unit (SLRU) index and the PRU
index depends on the total number of sub-bands over all partitions. The MEF field is one bit whose
value (0b0 or 0b1) indicates horizontal or vertical coding. There is a one-bit flag following the
MEF field known as the Mode-Indicator field which is interpreted differently according to the
number of sub-bands in all partitions. The total number of sub-bands over all partitions is found by
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Table 10-5 UL Basic Assignment A-MAP IE Parameters [2]

Information Field Size (Bits) Description

A-MAP IE Type 4 UL Basic Assignment A-MAP IE.

ISizeOffset 5 The offset that is used to calculate burst size index.

Number of Streams in
Uplink Transmission

2 There can be up to 4 uplink streams per MS provided that the
number of streams are less than or equal the number of MS
transmit antennas.

SU-MIMO/Precoding Matrix
Index (PMI) Indicator

1 This is a flag to indicate whether both SU-MIMO and PMI are
signaled (SU-MIMO without PMI indication or Collaborative
Spatial Multiplexing without PMI indication, SU-MIMOwith PMI
indication).

Collaborative Spatial
Multiplexing (CSM)

1 This is a flag to indicate use of CSM or SU-MIMO mode when
no PMI indication.

MIMO Encoder Format 1 This is an indicator for the MIMO encoding mode that is used in
the uplink (SFBC or vertical encoding). Non-adaptive
precoding is used at the MS with SFBC mode.

Precoding Flag 1 This is the precoding flag for SU-MIMO when PMI is not
signaled (Non-adaptive precoding, Adaptive precoding using
the precoder of rank equal to the number of uplink streams
based on the MS choice.

Total Number of Uplink
Streams

2 This parameter specifies the total number of streams in the
LRU for CSM where the values can be 2, 3, or 4 streams.

Si 2 This is the first pilot index for CSM which depends on the total
number of streams.

PMI 6 This parameter signals the precoding matrix index where 4-bit
PMI is used for 2 MS transmit antennas and 6-bit PMI is used
for 4 MS transmit antennas.

Resource Index 11 The Resource Index field in the UL Basic Assignment A-MAP
IE is interpreted the same as in the DL Basic Assignment A-
MAP IE. The resource index specifies the resource location
and the allocation size.
If all bits are set to 1, the MS will not transmit the
corresponding HARQ sub-packet for the ACID in this IE.

Long TTI Indicator 1 Indicates number of uplink subframes occupied by the
allocated resource where transmission time interval can be
one uplink subframe or 4 uplink subframes in FDD mode or all
uplink subframes in TDD mode. If in a particular frame
configuration, the number of DL subframes is less than the
number of UL subframes, the Long TTI Indicator will be set to
one.

HARQ Feedback Allocation 3 –

HARQ Identifier Sequence
Number

1 –

HARQ Channel Identifier 4 –
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MIMO Signaling in the UL Basic Assignment A-MAP IE

PMI Indicator (1 bit)
0b0: PMI not signaled explicitly

0b1: PMI signaled explicitly

PMI Indicator
0b1? 

CSM (1 bit)
0b0: CSM disabled
0b1: CSM enabled

CSM 0b0?

CSM 0b0?

Vertical Encoding
SU-MIMO with PMI

Vertical Encoding
CSM with PMI

SU-MIMO with Precoding
(Adaptive w/o PMI

/Non-adaptive) 

CSM with Precoding
(Adaptive w/o PMI

/Non-adaptive)

MEF (1 bit)
0b0: SFBC

0b1: Vertical Encoding

MEF 0b0?

Precoding Flag
(1 bit)

0b0: Non-adaptive
0b1:Adaptve

Precoding Flag (1 bit)
0b0: Non-adaptive

0b1:Adaptve

SU-MIMO
SFBC 

Transmission Format
(4  bits)

CSM format includes all
16 combinations of TNS,  
SI and number of streams

PMI (4 bits)
PMI (6  bits)

4 bits PMI for Nt =2
6 bits PMI for Nt = 4

Number of Streams
(2  bits)

0b00: 1 stream
0b01: 2 streams
0b10: 3 streams
0b11: 4 streams

YesNo

YesNo
YesNo

Transmission Format
(4  bits)

CSM format includes all
16 combinations of TNS,

SI and number of streams

Number of Streams
(2  bits)

0b00: 1 stream
0b01: 2 streams
0b10: 3 streams
0b11: 4 streams

FIGURE 10-8

MIMO signaling in the UL basic assignment A-MAP IE [119]

1
0
.2

D
o
w
n
lin
k
c
o
n
tro

l
c
h
a
n
n
e
ls

5
1
3



dividing the length of the sub-band CRUs in each partition by N1 ¼ 4 and summing over the total
number of partitions, hence:

NSB ¼
X3

i¼0

LSB�CRU;FPi

N1
(10-9)

For each frequency partition i, the total number of sub-band CRUs is given as follows:

Xi ¼
Xi

m¼ 0

LSB�CRU�FPm; 0 � i � 3 (10-10)

Thus, the SLRUs can be indexed as follows:

SLRU½k� ¼ CLRUFPi
½k � Xi�1�; Xi�1 � k < Xi; 0 � i � 3; 0 � k < N1NSB (10-11)

The sub-bands are indexed as:

SB½m� ¼ cðSLRU½k� ; kÞ d P k

N1
R ¼ m; 0 � m < NSB (10-12)

The interpretation of the RA field in DL Sub-band Assignment A-MAP IE is different from that of DL
Basic Assignment A-MAP IE, depending on the value of NSB.

For NSB � 4, SLRUs are allocated in a single instance using one Sub-band Assignment A-MAP IE.
Each j-bit position in the RA field 0� j< 3NSB indicates the allocation of particular SLRU indices using
a bit-mapmethod as shown in Figure 10-9. The j-bit positions in theRAfield, for 3NSB� j< 12 are set to 0.

For 5� NSB� 11, SLRUs are allocated in a single instance using one Sub-band Assignment A-MAP
IE. The MSB of the RA field is denoted as the IE Indication Field (IEF) which is identical to the Mode-
Indicator. If IEF¼ 0, the 11 least significant bits of theRAfield are denoted as theResource IndexingField
(RIF) and each j-bit position in the RIF (0� j<NSB) indicates the allocation or non-allocation of allN1¼
4 SLRUs within a particular sub-band, as shown in Figure 10-9. The j-bit positions in the RIF (NSB� j<
11) are set to 0. Otherwise, if IEF¼ 1, the secondMSB of the RA field is denoted by the Type Indication
Field (TIF) followed by a 7-bit Resource Indication Field (RIF) and 3-bit Pattern Indication Field (PIF) as
illustrated in Figure 10-9. The 5, 6, 7, 9, 10, or 11 SLRUs are allocated using the following method:

� If TIF¼ 0, three sub-bands {SB[u], SB[v], SB[w]}, 0� u< v<w< 10 are defined and the 8 SLRUs
are allocated in sub-bands SB[u] and SB[v], and 1, 2, or 3 SLRUs are allocated in SB[w]. The 1, 2, or
3 SLRUs in SB[w] are identified by the PIF bits where u, v, andw are indexed using Cover’s indexing

method, i.e., RIF ¼
�
u
1

�
þ
�
v
2

�
þ
�
w
3

�
where

�
s
i

�
is the extended binomial coefficient.

� If TIF ¼ 1 and the MSB of RIF¼ 0, other 6 bits in RIF indicate two sub-bands {SB[u], SB[v]}, 0�
u< v� 10 and 8 SLRUs are allocated in sub-bands SB[u] and SB[v]. The other 1, 2, or 3 SLRUs in

SB[w] are identified by PIF bits where u and v are indexed as RIF ¼
�
u
1

�
þ
�
v
2

�
.

� If TIF¼ 1 and MSB of RIF¼ 1, other 6 bits in RIF indicate two sub-bands {SB[u], SB[v]}, 0� u<
v �10 and the 4 SLRUs are allocated in sub-band SB[u]. The other 1, 2, or 3 SLRUs in SB[v] are

identified by PIF bits where u and v are indexed as RIF ¼
�
u
1

�
þ
�
v
2

�
.
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Interpretation of the RA field in downlink sub-band assignment A-MAP IE [2]
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For 12 � NSB � 21, SLRUs are allocated in a single instance using one Sub-band Assignment A-MAP
IE or two concatenated Sub-band Assignment A-MAP IEs. The MSB of the RA field is denoted as the
IEF. If IEF ¼ 1, a single instance of resource allocation is made using two IEs. The IEF in both IEs are
1. The RA fields of the two IEs with IEF ¼ 1 is concatenated to form a 22-bit field referred to as the
Concatenated Resource Indication Field (CRIF).

The LSB of the RA field of the Sub-band Assignment A-MAP IE occurring last in the AMAP
region is interpreted as the LSB of the CRIF. Each of the j-bit position in the CRIF (0 � j < NSB)
indicates the allocation or non-allocation of all 4 SLRUs within a particular sub-band, as illustrated in
Figure 10-9. The j-bit positions in the CRIF for NSB � j < 22 are set to 0.

The structure of a UL Sub-band Assignment A-MAP IE is similar to the UL Basic Assignment
A-MAP IE except the Resource Index fields are different and the IE Type field is set to 0b0011. The
Resource Allocation field contains 11 bits for all operating bandwidths. The pre-processing steps are the
same as those defined for the DL Sub-band Assignment A-MAP IE, except all DL terms are replaced by
their UL equivalents. For the UL Sub-band Assignment A-MAP IE, a single IE is used to indicate
a single instance of an allocation in all cases. The RA field interpretation is different from the downlink
counterpart. If 0� NSB� 3 each of the j-bit positions in the RA field 0� j< 11 indicates the allocation
or non-allocation of particular SLRU indices using a bitmap as shown in Table 10-6. When 4 � NSB �
10, the RA field is interpreted in the same manner as in the 5 � NSB � 10 case in the DL Sub-band
Assignment A-MAP IE by the MS and the BS. Furthermore, if 11 � NSB � 21, the MS and the BS’s
understanding of the RA field is the same as that in the 11 � NSB � 21 with Mode-Indicator ¼ 0b0.

The Feedback Allocation A-MAP IE is used for dynamic allocation or de-allocation of uplink
fast-feedback channels assigned to a mobile station. If an MS (with an existing fast-feedback channel
corresponding to an active downlink carrier) receives a new allocation for a feedback channel on the
same active carrier, the original fast-feedback channel is automatically de-allocated. The parameters of
the Feedback Allocation A-MAP IE are listed in Table 10-7.

In Table 10-7 if the Measurement Method Indication flag is 0b0, then using a suitable MIMO
feedback mode which can support MU-MIMO, (the MS is informed that) the maximum number of
users that are going to be scheduled in the next MU-MIMO allocations is equal to Ns. Based on this
information, the MS calculates and includes the multi-user interference in the CQI report. If Ns is set to
one, then the MS assumes it will not be paired with any other mobile stations when it calculates the
CQI. If MFM¼ 5 is included in the Feedback Allocation A-MAP IE, Ns indicates the rank of the open-
loop codebook subset which belongs to the unitary matrix from which the MS should feedback its
preferred stream index on a given physical sub-band. If a MIMO feedback mode is used which
supports SU-MIMO, Ns would indicate the maximum spatial rate allowed in the feedback. The BS use
of Ns takes into consideration the fact that the spatial rate is less than min(Nt,Nr) for the MS. If the
Measurement Method Indication flag is 0b1 then Ns indicates the rank of the open-loop region for
which the feedback is provided. The open-loop region type is derived from the Ns and MIMO feedback

Table 10-6 RA Bit to SLRU Index Mapping (NSB � 3) [2]

RA[j] 0 (LSB) 1 2 3 4 5 6 7 8 9, 10 (Not Used)

SLRU[k] Indexed by RA[j] 0, 1 2 3 4, 5 6 7 8, 9 10 11 –
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Table 10-7 Feedback Allocation A-MAP IE Parameters [2]

Parameter Size (Bits) Description

Channel Index 6 A unique identifier of a fast feedback channel on which an MS can
transmit fast feedback information. A one-to-one relationship is
established between channel index and the MS using this
allocation.

Short-Term
Feedback Period (p)

3 The short-term feedback is transmitted on the PFBCH/SFBCH
every 2p frames.

Long-Term
Feedback Period (q)

2 A long-term feedback is transmitted on the FBCH every 2q short-
term feedback opportunity (i.e., every 2p2q frames). The long-term
feedback is not transmitted, if q ¼ 0b00.

Frame Number 2 The MS starts reporting at the frame which number in the
superframe is equal to Frame_Number. If the current frame is
specified, the MS starts reporting in four frames. Frames are
numbered from 0 to 3 in the superframe.

Subframe Index 3 Indicate the UL subframe index in the UL portion of the frame.

Allocation Duration
(d)

3 A parameter that indicates transmission of a feedback on the fast
feedback channel indexed by Channel Index during the next 2(3þd)

frames. If d ¼ 0b000, the fast feedback channel is de-allocated. If
d ¼ 0b111, the MS continues the reporting until terminated by the
BS.

ACK Allocation Flag 1 Indicate if one ACK channel is allocated to acknowledge the
successful detection of this IE. ACK Allocation Flag is set by the BS
to 0b1, if Allocation Duration equals 0b000, or is set to 0b1, if
Allocation Duration is not equal to 0b000 and the Channel Index of
the newly allocated fast feedback channel is the same as that of the
de-allocated channel.

HARQ Feedback
Allocation

6 Index of HARQ Feedback Allocation to acknowledge receipt of this
A-MAP IE.

MIMO Feedback
Mode

3 MIMO Feedback Mode (see Table 10-25).

Maximum Number of
Streams

Variable
1–2

Variable number of bits whose value depends on number of
transmit antenna Nt (2,4,8).

Feedback Format 2 This parameter specifies the feedback format index when reporting
fast feedback information.

FPi 1 Frequency partition indication. The BS asks the MS to send
wideband CQI and spatial rate of the frequency partition and reuse
factor in the future:
0b0: Frequency partition index 1;
0b1: Frequency partition index 2;
BS sets FPI to a value that FPSFPi > 0.

Frequency Partition
Indication

2 Frequency partition indication. BS indicates MS to send wideband
CQI and STC rate of the frequency partition and reuse factor in the
future:
0b00: Frequency partition index 0;
0b01: Frequency partition index 1;
0b10: Frequency partition index 2;

(Continued)
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Table 10-7 Feedback Allocation A-MAP IE Parameters [2] Continued

Parameter Size (Bits) Description

0b11: Frequency partition index 3;
BS sets FPi to a value such that FPSFPI > 0.

Long-Short FPi

Switch Flag
1 Used to inform the MS to switch short and long-term reporting

based on the FPi of the latest data allocation:
0b0: FPi for long and short-term period report remains constant for
the allocation duration;
0b1: FPi for long and short-term period changes after every update
of FPi of last data allocation at the subsequent long-term feedback
opportunity.

Long-Term FPi 2 Frequency partition indication. The BS asks the MS to send
wideband CQI and spatial rate for the second frequency partition
using long term feedback:
0b00: Frequency partition index 0;
0b01: Frequency partition index 1;
0b10: Frequency partition index 2;
0b11: Frequency partition index 3;
BS sets long-term FPi to a different value than FPi and
FPSlong term FPI > 0.

Codebook Mode 2 Codebook Feedback Mode and Codebook Coordination:
0b00: Base mode with codebook coordination disabled;
0b01: Transformation mode with codebook coordination
disabled;
0b10: Differential mode with codebook coordination disabled;
0b11: Base mode with codebook coordination enabled.

Codebook Subset 1 0b0: report PMI of the base codebook or transformed base
codebook;
0b1: report PMI of the codebook subset or transformed codebook
subset.

Codebook_Mode 2 Codebook Feedback Mode and Codebook Coordination:
0b01: transformation mode with codebook coordination
disabled;
0b10: differential mode with codebook coordination disabled;
0b11: base mode with codebook coordination enabled.

Codebook_Subset 1 0b0: report PMI from the base codebook or transformed base
codebook;
0b1: report PMI from the codebook subset or transformed
codebook subset.

Codebook_
Coordination

1 Codebook Feedback Mode and Codebook Coordination:
0b0: base mode with codebook coordination disabled;
0b1: base mode with codebook coordination enabled.

Codebook_Subset 1 0b0: report PMI from the base codebook;
0b1: report PMI from the codebook subset.

Measurement
Method Indication

1 0b0: Use the midamble for CQI measurements;
0b1: Use pilots in open-loop region with Ns streams for CQI
measurements.
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mode. The Ns indicates the pilot pattern used in the open-loop region where CQI measurements are
conducted by the MS.

The UL Sounding Command A-MAP IE is used to schedule and configure the uplink sounding
channel. The details of the physical structure and operation of sounding will be described in the next
section.

Table 10-8 describes the parameters of the UL Sounding Command A-MAP IE. The number of UL
sounding transmissions per frame that the BS allocates to an MS does not exceed one instance. The
sounding sub-band bitmap is used to identify the sounding sub-bands used in the sounding allocation. For
this purpose, theNused contiguous sub-carriers are divided into sounding sub-bands, where each sounding
sub-band consists of N1PSC adjacent sub-carriers with N1 ¼ 4 and PSC¼ 18 for NFFT¼ 512,1024,2048.
TheMSBof the sounding sub-band bitmap corresponds to the sounding sub-bandwith lowest sub-carrier
index. The three periodicity bits are used to instruct the MS to periodically repeat the sounding trans-
mission. If the antenna switching flag is set to zero, the MS performs sounding using antenna switching;
otherwise, the MS performs sounding using all transmit antennas. The MS performs sounding using one
transmit antenna at the each sounding opportunity starting from antenna 1 to antenna Nt. If power
boosting is enabled, 3 dB power-boosting per sub-carrier is applied to each MS transmit antenna.

TheCDMAAllocation A-MAP IE is used by the BS for uplink bandwidth allocation to a user that
requested bandwidth using asynchronous ranging code or bandwidth request preamble. Furthermore,
in a contention-based random access ranging procedure, the BS transmits the AAI_RNG-RSP message
through a downlink burst assigned by CDMA Allocation A-MAP IE to an MS with no STID or TSTID
assignment. The maximum number of the HARQ re-transmission is set to the default value and HARQ
re-transmission control information cannot be changed during the re-transmission process. The
parameters of the CDMA Allocation A-MAP information element and their corresponding values are
shown in Table 10-9.

In wireless networks, persistent scheduling takes advantage of the traffic characteristics of the
application (e.g., VoIP) to increase the number of users running that application in the system. The

Table 10-8 UL Sounding Command A-MAP IE Parameters [2]

Parameter Size (Bits) Description

A-MAP IE type 4 UL Sounding Command A-MAP IE

Sounding Subframe 2 Indentifies the sounding subframe. The subframes
with sounding symbol are renumbered in time starting
from 0

Sounding Sub-band Bitmap Variable FFT size dependant (maximum 24)

Decimation Offset 5 Unique decimation offset

Cyclic Time Shift 5 Unique cyclic shift

Periodicity (p) 3 If p ¼ 0b000 no periodicity or terminate the
periodicity; otherwise, repeat sounding every 2(p �1)

frames

Antenna Switching 1 0b0: Antenna switching;
0b1: No antenna switching.

Power Boosting 1 0b0: No power boosting;
0b1: 3 dB power boosting.
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periodic nature of the packet arrivals from a VoIP source allows the required resource to be allocated
persistently for the duration of an active voice session. Consequently, base stations can send the
allocation information once at the beginning of a talk spurt, and avoid sending different allocation
information for each subsequent packet. Significant resources that would otherwise be occupied by
unnecessary control signals can be used to accommodate VoIP packets from other users. Because VoIP
packets are usually small in size, the savings from reduced overhead can significantly increase the
overall system capacity. The capacity gain from persistent scheduling; however, can be compromised
significantly due to dynamic link adaptation, which is a very common technique in wireless systems to
adapt to dynamic variation in wireless channel quality. The baseline concept of persistent and dynamic
scheduling is illustrated in Figure 10-10.

The DL Persistent Allocation A-MAP IE is used to persistently allocate resources to a user in the
downlink. It can also be used to de-allocate persistently allocated resources. Table 10-10 shows the
parameters and their corresponding values in the DL persistent allocation information element.

The UL Persistent Allocation A-MAP IE is used to persistently allocate resources to a user in the
uplink. It can further be used to de-allocate persistently allocated resources. Table 10-11 shows the
parameters and their corresponding values in the DL persistent allocation information element.

Table 10-9 CDMA Allocation A-MAP IE Parameters [2]

Parameter Size (bits) Description

A-MAP IE Type 4 CDMA Allocation A-MAP IE.

CDMA Allocation Indication 1 0b0: Bandwidth allocation for bandwidth request;
0b1: Bandwidth allocation for ranging.

Resource Index 11 Resource index includes location and allocation size. The
interpretation of bits is as follows:
5 MHz: 0 in 2 most significant bits þ 9 bits for resource index;
10 MHz: 11 bits for resource index;
20 MHz: 11 bits for resource index.

Long TTI Indicator 1 Indicates number of subframes spanned by the allocated
resource:
0b0: 1 subframe (default);
0b1: 4 uplink subframes for FDD or all uplink subframes for TDD.
If number of downlink subframes is less than number of uplink
subframes, then Long TTI Indicator is set to one.

HARQ Feedback Allocation 3 –

Uplink/Downlink Indicator 1 Indication of resource assignment in uplink or downlink:
0b0: Uplink;
0b1: Downlink.

ISizeOffset 5 Offset used to compute burst size index.

IoT of the Frequency
Partition

7 The IoT of the frequency partition used for MS resource
assignment that is quantized in 0.5 dB steps as IoT level varies
from 0 dB to 63.5 dB.

Offset Control 6 A parameter used for transmit power adjustment which
represents a value from �15.5 dB to 16 dB in 0.5 dB steps

HARQ Channel Identifier 4 –
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The Group Resource Allocation A-MAP IE is used to allocate resources to one or multiple
mobile stations within a user group. The Group Resource Allocation A-MAP IE is used for signaling
group resource allocation in the downlink or uplink. Group scheduling requires assignment of a service
flow of an MS to a group. In order to add a flow of an MS to a group in the DL or UL, the BS transmits
a Group Configuration MAC control message. It further requires allocation of resources to mobile
stations within a group. In order to assign resources to one or more mobile stations in a group, the BS
sends the Group Resource Allocation A-MAP IE which is included in the user-specific resource
assignment in an A-MAP region. This information element contains bitmaps to identify scheduled
mobile stations, and to signal MIMO mode HARQ burst size and resource size. Table 10-12 shows the
parameters and their corresponding values in the group allocation information element.

The Feedback Polling A-MAP IE is used by the BS to schedule MIMO feedback transmission by
the MS. The MS sends MIMO feedback using a MAC control message or a MAC signaling header,
depending on the requested feedback content. If a dedicated UL resource is allocated, it will be used by
the MS to transmit feedback at the designated feedback transmission frame; otherwise, in the
designated transmission frame, the MS composes the feedback and the BS either includes an uplink
allocation for the transmission using UL Basic Assignment A-MAP IE or UL Sub-band Assignment
A-MAP IE, or the MS transmits in a dedicated uplink allocation assigned by a previous Feedback
Polling A-MAP IE in the same subframe with feedback periods designating the same transmission
frames. The MS sends the feedback in a MAC signaling header when wideband information for any
combinations of MIMO feedback modes 0, 4, and 7 that are requested.

Frame k Frame k+1 Frame k+2 Frame k+3

Control Signaling 
(Resource Allocation) for Persistent Allocation

User Persistent
Allocations 

Frame k Frame k+1 Frame k+2 Frame k+3

Control Signaling
(Resource Allocation) for Dynamic Allocation

User
Allocations

...

...

...

...

FIGURE 10-10

A comparison between persistent and dynamic allocation concepts
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The MS also sends feedback for other MIMO feedback modes using MAC control messages. The
coefficients of the quantized transmit correlation matrix are fed back in the Correlation Matrix
Feedback Header (CMFH) when no AAI_SingleBS_MIMO_FBK message is sent in the same packet
and the BS has two or four transmit antennas; otherwise, the coefficients of the quantized transmit
correlation matrix are sent in an AAI_SingleBS_MIMO_FBK message. The coefficients of the
quantized transmit correlation matrix are fed back in an AAI_SingleBS_MIMO_FBK message, when
the BS has eight transmit antennas. If the transmission of the transmit correlation matrix is previously
scheduled and the MS has long-term feedback allocations, then the previous feedback allocation for
the transmit correlation matrix is de-allocated with Feedback Polling A-MAP IE. In the case of

Table 10-10 DL Persistent Allocation A-MAP IE Parameters [2]

Parameter Size (Bits) Description

A-MAP IE Type 4 DL Persistent Allocation A-MAP IE.

Allocation Period 2 Period of persistent allocation:
0b00 de-allocation of a persistently allocated resource;
0b01 2 frames;
0b10 4 frames;
0b11 8 frames.

Resource Index 11 Confirmation of the resource index for a previously assigned
persistent resource which has been de-allocated (Resource index
includes location and allocation size):
5 MHz 0 in 2 most significant bits þ 9 bits for resource index;
10 MHz 11 bits for resource index;
20 MHz 11 bits for resource index.

Long TTI Indicator 1 The number of subframes spanned by the allocated resource:
0b0 1 subframe (default);
0b1 4 DL subframes for FDD or all DL subframes for TDD.

HARQ Feedback
Allocation

6 Index for HARQ Feedback Allocation to acknowledge receipt of de-
allocation A-MAP IE.

ISizeOffset 5 Offset used to compute burst size index.

MIMO Encoder
Format

2 MIMO encoder format:
0b00 SFBC;
0b01 Vertical encoding;
0b10 Multi-layer encoding;
0b11 CDR.

Ns 3 Number of streams in transmission less than or equal to the
number of transmit antennas at the BS (1 to 8 streams).

Si 4 Index to identify the combination of the number of streams and the
allocated pilot stream index in a transmission with MU-MIMO and
the modulation constellation of paired user in the case of dual-
stream transmission.

Number of ACIDs 2 Number of ACIDs for implicit cycling of HARQ channel identifier
(2,3,4,8).

Initial_ACID 4 Initial value of HARQ channel identifier for implicit cycling of HARQ
channel identifiers.
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Table 10-11 DL Persistent Allocation A-MAP IE Parameters [2]

Parameter
Size
(Bits) Description

A-MAP IE Type 4 UL Persistent Allocation A-MAP IE.

Allocation Period 2 Period of persistent allocation:
0b00 de-allocation of persistent resource;
0b01 2 frames;
0b10 4 frames;
0b11 8 frames.

Resource Index 11 Confirmation of the resource index for a previously assigned persistent
resource which has been de-allocated (Resource index includes location
and allocation size):
5 MHz 0 in 2 most significant bits þ 9 bits for resource index;
10 MHz 11 bits for resource index;
20 MHz 11 bits for resource index.

Long TTI Indicator 1 Indicates number of subframes spanned by the allocated resource:
0b0 1 subframe (default);
0b1 4 DL subframes for FDD or all DL subframes for TDD.

HARQ Feedback
Allocation

6 Index for HARQ Feedback Allocation to acknowledge receipt of de-
allocation A-MAP IE.

ISizeOffset 5 Offset used to compute burst size index.

Ns 1 Number of streams in transmission where up to 2 streams per MS
supported:
0b0 1 stream;
0b1 2 streams.

Total Number of
Streams

2 Total number of streams in the LRU for CSM (2,3,4 streams).

Si 2 First pilot index for CSM with TNS ¼ 2 streams:
0b00;
0b01.
First pilot index for CSM with TNS ¼ 3,4 streams:
0b00;
0b01;
0b10;
0b11.

MIMO Encoder
Format

1 MIMO encoder format:
0b0 SFBC;
0b1 Vertical encoding.

Precoding Flag 1 Precoding flag:
0b0 Non-adaptive precoding;
0b1 Adaptive precoding using the precoder of rank Ns based on user’s
choice.

N_ACID 2 Number of ACIDs for implicit cycling of HARQ channel identifier (2,3,4,8).

Initial_ACID 4 Initial value of HARQ channel identifier for implicit cycling of HARQ
channel identifiers.

Allocation
Relevance

1 0b0 Allocation in the first UL subframe relevant to an A-MAP region;
0b1 Allocation in the second UL subframe relevant to an A-MAP region.
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feedback for MIMO feedback mode 0 with Measurement Method Indication ¼ 0b0, and MIMO
feedback modes 4 or 7, the MS feeds back the CQI for FP0, if FPS0 > 0 or for FPk if FPS0 ¼ 0, where
FPk is determined by frequency partition index k¼ 0,1,2,3. The MIMO feedback reported by an MS in
frame N pertains to measurements performed at least up to frame N-1. The first MIMO feedback report
following the Feedback Polling A-MAP IE may contain invalid MIMO feedback information, if the
MIMO feedback is sent in the frame immediately following the frame in which the Feedback Polling
A-MAP IE was received [2]. Table 10-13 shows the parameters and their corresponding values in the
feedback polling information element.

The Bandwidth Request (BR) Acknowledgement A-MAP IE indicates the decoding status of the
bandwidth request opportunities in the uplink frame that is identified by the BR ACK offset. The
successfully received preamble sequences, if any, are included in ascending order. The bandwidth
request opportunities are encoded in ascending order, based on the number of the uplink subframe in
which they are contained in single or multiple BR-ACK A-MAP IEs. The BR-ACK A-MAP IE cannot
be segmented. In addition, the BR-ACK A-MAP IE also includes the allocation information for the
fixed-sized bandwidth request header. The uplink resource and HARQ feedback channel will be
allocated to the preamble sequences whose grant indicator is set to one. The allocations are in
ascending order based on the index of preamble sequences. If uplink resource for the BR header is not
allocated through the BR-ACK A-MAP IE, CDMA Allocation A-MAP IE is used for the uplink

Table 10-12 Group Resource Allocation A-MAP IE Parameters [2]

Parameter Size (Bits) Description

A-MAP IE Type 4 Group Resource Allocation A-MAP IE.

Allocation Relevance 1 0b0 Allocation in the first UL subframe relevant to an A-MAP region;
0b1 Allocation in the second UL subframe relevant to an A-MAP
region.

User Bitmap Variable Bitmap to identify scheduled mobile stations in a group. The size of
the bitmap is equal to the User Bitmap Size signaled to each MS in
the Group configuration MAC control message:
0b0 MS not allocated in this subframe;
0b1 MS allocated in this subframe.

Resource Offset 7 Indicates starting LRU for resource assignment to this group.

HARQ Feedback
Allocation Offset

6 Indicates the start of the HARQ feedback channel index used for
scheduled allocations.

MIMO Bitmap Variable Bitmap to indicate MIMO mode for the scheduled mobile stations:
0b0 Mode 0;
0b1 Mode 1.

Resource
Assignment Bitmap

Variable Bitmap which indicates burst size/resource size for each
scheduled MS. The resource allocation bitmap uses 5 bits per flow
to signal the HARQ burst size and the resource size for the user
allocation in that subframe. The first 2 bits signal the HARQ burst
size and the next 3 bits signal the resource size. The 2-bit and 3-bit
codes for burst sizes and resource sizes respectively for the group
are determined by each MS based on the information in the Group
Configuration MAC control message.
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Table 10-13 Feedback Polling A-MAP IE Parameters [2]

Parameter
Size
(Bits) Description

A-MAP IE Type 4 Feedback polling A-MAP IE.

Polling Sub-type 1 0b0 uplink resource allocation or de-allocation;
0b1 feedback mode allocation or de-allocation.

Allocation Duration (d) 3 The allocation is valid for 2(d–1) superframes starting from the superframe
defined by allocation relevance. If d ¼ 0b000, the pre-scheduled
feedback header transmission is released. If d ¼ 0b111, the pre-
scheduled feedback header transmission is valid until further notification
from the BS.

Resource Index 11 Confirmation of the resource index for a previously assigned persistent
resource that has been de-allocated (resource index includes location
and allocation size):
5 MHz 0 in 2 most significant bits þ 9 bits for resource index;
10 MHz 11 bits for resource index;
20 MHz 11 bits for resource index.

Polling De-allocation
Bitmap

3 The MS is required to support up to 3 distinct and concurrent feedback
allocations including one or several MIMO feedback modes, the transmit
correlation matrix, and multi-BS MIMO feedback. The ordering of
concurrent allocations in this bitmap is MFM i, MFM j (j> i), MFM k (k> j),
transmit correlation matrix, and multi-BS MIMO feedback.

HARQ Feedback
Allocation

6 HARQ feedback channel allocation to acknowledge the successful
detection of this information element.

ISizeOffset 5 Offset used to compute burst size index.

MIMO Encoder
Format

1 MIMO encoder format for uplink feedback transmission
(non-adaptive precoding is used at the MS):
0b0 SFBC;
0b1 Vertical encoding with two streams or one stream, if the MS has
only one transmit antenna.

Long TTI Indicator 1 Indicates number of subframes spanned by the allocated resource:
0b0 1 subframe (default);
0b1 4 UL subframes for FDD or all UL subframes for TDD.

ACID 4 HARQ channel identifier.

MFM Allocation Index 2 0b00 MFM 0 with Measurement Method Indication ¼ 0;
0b01 MFM 3 with all subbands;
0b10 MFM 6 with all subbands;
0b11 MFM is defined in Feedback Polling A-MAP IE with Polling
Sub-type ¼ 0b1.

Maximum Number of
Transmit Streams

1 1 or 2 depending on the MIMO feedback mode.

Short-term and Long-
term Periods

4 The resources are allocated in frames with short or long period. The
short feedback period is p frames. The long feedback period is q
superframes. The first allocation starts two frames later. The frame index
is given by iþ2, where i is the index of the frame where the Feedback
Polling A-MAP IE is transmitted.

(Continued)
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resource allocation. For the uplink HARQ burst allocated through the BR-ACK A-MAP IE, the
maximum number of the HARQ re-transmissions is set to the default value (i.e., 4). Non-adaptive
HARQ re-transmission is used. Table 10-14 shows the parameters and their corresponding values in
the bandwidth request acknowledgement information element.

Table 10-13 Feedback Polling A-MAP IE Parameters [2] Continued

Parameter
Size
(Bits) Description

The transmission of MIMO feedback modes in MFM Allocation Index is
allocated with a short period, whereas the transmit correlation matrix is
scheduled with a long period. Short and long period reports start at the
first allocation. When short and long period feedback reports coincide in
the same frame, both short period feedback content and long period
feedback content are sent in the same burst.

ACK Allocation Flag 1

MIMO Feedback IE
Type

1 0b0 feedback allocation for single-BS MIMO operation;
0b1 feedback allocation for multi-BS MIMO operation.

Measurement
Method Indication

1 0b0 Use the midamble for CQI measurements;
0b1 Use pilots in open-loop region with Ns streams for CQI
measurements.

Number of Best Sub-
bands (Nsub-bands)

2 0b00 report all sub-bands;
0b01 1 best sub-band;
0b10 min(6,NSB) best sub-bands;
0b11 min(6,NSB) best sub-bands.
1 � Nsub-bands � NSB.

Codebook
Coordination

1 0b0 base mode with codebook coordination disabled;
0b1 base mode with codebook coordination enabled.

Codebook Subset 1 0b0 report PMI from the base codebook or transformed base
codebook;
0b1 report PMI from codebook subset or transformed codebook
subset.

Period (p) 3 Transmit feedback header every 4p frames.
The first report is to start at the next frame.

Target Resource Unit 2 This parameter indicates which resource units or which type of resource
unit to use for feedback:
0b00 Latest best sub-bands reported for single-BS MIMO;
0b01 The entire transmission bandwidth;
0b10 FFR partition 0;
0b11 boosted FFR partition.

Interference
Coordination Type

2 0b00 PMI restriction for single-BS precoding;
0b01 PMI recommendation for single-BS precoding;
0b10 CL-MD for multi-BS precoding;
0b11 Co-MIMO for multi-BS precoding.

Number of Multi-BS
Reports

3 This parameter indicates the number of reports.

Maximum Number of
Users

2 Maximum number of users supported in Co-MIMO on the same
resource (2, 3, 4).
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The Broadcast Assignment A-MAP IE is used to allocate resources for a broadcast burst.
A broadcast burst contains one or more broadcast MAC control messages. Table 10-15 describes the
parameters of the broadcast assignment information element. An example of usage of the Broadcast
Assignment A-MAP IE for indications of traffic, paging, or neighbor advertisement messages is shown
in Figure 10-11. Note that if this information element exists in a control region, it will be the first
assignment A-MAP immediately following the non-user-specific A-MAP.

The broadcast burst signaled by the Broadcast Assignment A-MAP IE is always transmitted using
an SFBC transmit diversity scheme and QPSK as the modulation scheme. The periodicity of the time-
domain repetition is one frame. During the time interval where a broadcast burst is repeated, other
broadcast bursts can only be transmitted without time-domain repetition. For each broadcast burst
transmission with time-domain repetition, the BS sends this information element by decrementing the
remaining repetition number by one in each transmission, i.e., if the BS sends the first transmission at
the kth frame while signaling the remaining repetition number as n (n ¼ 0, 1, 2, 3), the transmission

Table 10-14 BR-ACK A-MAP IE Parameters [2]

Parameter Size (Bits) Description

A-MAP IE Type 4 BR-ACK A-MAP IE.

BR-ACK Bitmap <5 Number of BR opportunities where each bit indicates the
decoding status of BR preamble sequence in the
corresponding BR opportunity. The length of bitmap
determines based on the number of BR opportunities in
a frame:
0b0 No BR preamble sequence is detected;
0b1 At least one preamble sequence is detected.

MSB of Resource Start
Offset

2 These are the most significant bits of the start offset of the
logical resource units for BR header.

LSB of Resource Start
Offset

5 These are the least significant bits of the start offset of the
logical resource units for BR header.

HARQ Feedback Allocation
Start Offset

6 This field is start offset of HARQ feedback allocation.

Allocation Size 1 Resource size for each BR header (1 or 2 logical resource units).

Long TTI Indicator 1 Indicates number of subframes spanned by the allocated
resource for BR header:
0b0 1 subframe (default);
0b1 4 UL subframes for FDD or all UL subframes for TDD.

Number of Received
Preamble Sequences

2 The number of BR preamble sequence indices included in this
ACK A-MAP IE (1, 2, 3, 4).

Preamble Sequence Index 5 Preamble sequence index received in the BR opportunity.

Message Decoding
Indicator

1 Indicate the decoding status of quick access message:
0b0 Message not decoded;
0b1 Message decoded corresponding to preamble sequence
index.

Grant Indicator 1 To indicate whether grant of BR header for the BR preamble
sequence index is included. If this bit is set, the UL resource is
allocated.
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will be completed at the (k þ n)th frame. The value of the repetition parameter is decremented in each
transmission. For other information element’s fields, only the resource index may change during the
period when the time-domain repetition is performed. The HARQ sub-packet identifier is always set to
zero for broadcast burst transmission.

10.3 UPLINK CONTROL CHANNELS
Multiple types of control and signaling information are carried via uplink control channels in order to
support various air interface procedures. The uplink control information is categorized into the
following:

� Primary Fast-Feedback Channel;
� Secondary Fast-Feedback Channel;
� HARQ Feedback (ACK/NACK) Channel;
� Bandwidth Request (BW-REQ) Channel;
� Initial, Periodic, and Handover Ranging Channel;
� Sounding Channel.

Channel quality feedback provides information about channel conditions as seen by the mobile station.
This information is used by the BS for link adaptation, resource allocation, power control, etc. The
channel quality measurement includes narrowband and wideband measurements. The channel quality

Table 10-15 Broadcast Assignment A-MAP IE Parameters [2]

Parameter Size (Bits) Description

A-MAP IE Type 4 Broadcast A-MAP IE.

Function Index 1 0 This IE carries broadcast assignment information;
1 This IE carriers ranging channel allocation information.

Burst Size 6 Burst size as indicated in the first 39 entries of Table 9-6.

Resource Index 11 Resource index includes location and allocation size:
5 MHz 0 in the 2 most significant bits þ 9 bits for resource index;
10 MHz 11 bits for resource index;
20 MHz 11 bits for resource index.

Long TTI Indicator 1 Indicates number of subframes spanned by the allocated resource:
0b0 1 subframe (default);
0b1 4 DL subframes for FDD or all DL subframes for TDD.

Transmission Format 1 0b0 no time-domain repetition;
0b1 with time-domain repetition.

Repetition 2 0b00 no more repetition of the same burst;
0b01 the same burst is transmitted one time;
0b10 the same burst is transmitted two times;
0b11 the same burst is transmitted three times.

Number of Ranging
Opportunities

2 –

Subframe Index 3 –
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feedback overhead can be reduced through differential feedback or other compression techniques.
Examples of channel quality feedback include Physical CINR, Effective CINR, band selection, etc.
Channel sounding can also be used to measure uplink channel quality. MIMO feedback provides
wideband and/or narrowband spatial characteristics of the channel that are required for MIMO
operation. The MIMOmode, precoding matrix index, rank adaptation information, channel covariance
matrix entries, power loading factor, eigenvectors, and channel sounding are examples of MIMO
feedback information. HARQ feedback (ACK/NACK) is used to acknowledge downlink burst trans-
missions. Multiple codewords in MIMO transmission can be acknowledged in a single ACK/NACK
transmission. Uplink synchronization signals are needed to acquire uplink synchronization during
initial access or handover, and also to periodically maintain synchronization. Reference signals for
measuring and adjusting the uplink timing offset are used for these purposes. Bandwidth requests are
sent by the mobile station to signal the required uplink bandwidth to the BS. A bandwidth request
indicator notifies the BS of an uplink grant request by the mobile station. The bandwidth request
messages can include information about the status of queued traffic at the MS, such as buffer size and
quality of service, including QoS parameters.

The E-MBS feedback (if enabled) would provide information about downlink multicast and
broadcast service to one or multiple cells. Note that multicast and broadcast service is typically
a downlink-only transmission and there is no uplink mechanism to send feedback to the base station;
however, if a bi-directional RF carrier is aggregated with a downlink-only RF carrier, the feedback may
be sent on the bi-directional RF carrier. In that case, the E-MBS may utilize a common uplink channel
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An example of usage of broadcast assignment A-MAP IE
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which is used by mobile stations to transmit feedback. If a predefined feedback condition is met, an
ACK or NACK is transmitted through a common E-MBS feedback channel. The uplink subframe size
for transmission of control information requires at least six OFDM symbols. In the following sections,
more details on the physical structure and operation of the uplink control channels are provided.

10.3.1 Fast-Feedback Channels

The uplink fast-feedback channel carries channel quality indicators and MIMO feedback. There are
two types of fast-feedback uplink control channels: Primary Fast-Feedback Channel (PFBCH); and
Secondary Fast-Feedback Channel (SFBCH). The PFBCH carries 6 bits of information, providing
wideband and narrowband channel quality and MIMO feedback. It is used to support robust feedback
reports. The SFBCH carries narrowband CQI and MIMO feedback information. The number of
information bits carried in the SFBCH may vary from 7 to 24. A set of predefined numbers of bits in
this range is supported. The SFBCH can be used to support CQI reporting at a higher code rate and thus
more CQI information bits. The SFBCH can be allocated in a non-periodic manner based on traffic or
channel conditions. The number of bits carried in the secondary fast-feedback channel can be adaptive.
The fast-feedback channels are frequency-division multiplexed with other uplink control and data
channels. The fast-feedback channel starts at a predetermined location with the size defined in
a downlink broadcast control message. The fast-feedback channel allocations to an MS can be periodic
and the allocations are configurable. For periodic allocations, the specific type of feedback information
carried on each fast-feedback opportunity can be different. The fast-feedback channel carries one or
more types of fast-feedback information. The physical layer processing of PFBCH and SFBCH is
illustrated in Figure 10-12. For PFBCH transmission, four encoding types are specified. The encoding
types correspond to MIMO Feedback Mode (MFM) and feedback format in Feedback Allocation
A-MAP IE. The primary fast-feedback channel parameters are shown in Table 10-16. As mentioned
earlier, the primary fast-feedback channel carries 6 bits of information whose 64 combinations specify
the value of Space Time Coding (STC) Rate, Modulation, and Coding Scheme (MCS) of the feedback
channel, Various Event-Driven Indicators (EDI), and Sub-band Index for the best sub-band depending
on the encoding type. Encoding Type 2 in PFBCH is used for PMI reporting where the ith codebook
entry C(Nt, Mt, NB, i) is mapped to sequence index i in PFBCH.

The SFBCH carries narrowband CQI and MIMO feedback information and the number of infor-
mation bits that can be adaptively changed is between 7 and 24. Feedback formats define the infor-
mation content carried by the fast-feedback channels. The format of the content of the PFBCH is
determined by the PFBCH encoding type. The SFBCH payload information bits may carry sub-band
indices (i.e., best sub-band index), STC rate, wideband STC rate, PFBCH indicator, sub-band CQI, sub-
band average CQI, differential CQI, stream index, wideband PMI, sub-band PMI, base PMI (i.e., base
PMI is a PMI generated from the base codebook or the base codebook subset), and differential PMI.
The timing and content of the fast-feedback channels are mainly controlled by the MIMO feedback
mode, as well as the short-term and long-term feedback period parameters carried via Feedback
Allocation A-MAP IE. The secondary fast-feedback channel parameters are shown in Table 10-17.

The MS reports the CQI values by selecting a modulation and coding index from Table 10-18. The
MCS index is selected assuming allocation size of 4 LRUs in a six OFDM symbol subframe, and 10%
target error rate for the first HARQ transmission. It must be noted that the channel conditions may vary
from the time that the CQI measurement is conducted on the reference signal until the CQI is reported
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(i.e., CQI report delay). Therefore, the reported CQI in frame n which might have been measured on
a reference signal at frame n � 1 or earlier is associated with an appropriate MCS index for frame n.
In order to allocate an appropriate MCS level and rank to an MS based on its actual conditions, the BS
would make further adjustments in the MS reports by taking into consideration the CQI delay and the
mobility conditions. For MU-MIMO feedback modes with codebook-based feedback, the CQI is
calculated assuming that the interfering users are scheduled by the serving BS using rank-1 precoders,
which are mutually orthogonal and orthogonal to the rank-1 precoder associated with the reported
PMI.

The parameters contained in the PFBCH and SFBCH are encoded as follows:

� The STC rate is encoded with 1, 2, or 3 bits when the BS utilizes 2, 4, or 8 transmit antennas,
respectively.

� The sub-band CQI and sub-band average CQI are encoded with 4 bits corresponding to the nominal
MCS of Table 10-18. The differential CQI is encoded with 2 bits indicating MCS index increment/
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Physical processing and structure of primary and secondary fast-feedback channels [2]
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decrement values of �1, 0, þ1, or þ2. The CQI of sub-band m in the first short-term report
following a long-term report is calculated as Sub-band m CQI Index ¼ Sub-band Average CQI
Index þ Sub-band m Differential CQI where Sub-band Average CQI Index is an average
measure of the CQI over the reported sub-bands. The reported differential CQI from the MS
must generate a value of Sub-band m CQI Index in the range of 0 to 15.

� The wideband PMI, sub-band PMI, and base PMI are encoded with 3, 4, or 6 bits according to the
codebook size.

Table 10-16 Primary Fast-Feedback Channel Parameters [2]

Parameter

MIMO
Feedback
Mode (MFM) Usage

Channel Quality
Indicator (CQI)

0,1,2,3,4,5,6,7 Wideband CQI or sub-band CQI for the best sub-band

Space Time Coding
(STC) Rate Indicator

0,1,2,3 –

Sub-band Index 2,3,5,6 Sub-band selection for the best sub-band

Precoding Matrix Index
(PMI)

3,4,6,7 Wideband PMI or sub-band PMI for the best sub-band

Event-driven Indicator to
Request MFM
Switching

N/A The MS requests switching MIMO feedback mode between
distributed and localized allocations.

Event-driven Indicator
for Bandwidth Request
Indicator

N/A The MS requests uplink bandwidth (resources for uplink
traffic).

Event-driven Indicator
for Frequency Partition
Selection (FPS)

0,1,4,7 The MS informs the serving BS about the frequency partition
index.

Event-driven Indicator
for Buffer Management

N/A This parameter is an indication of the mobile station’s
available HARQ soft buffer (The MS reports its buffering
capability by stating the steady amount of information bits in
4800 byte units it can receive). Buffer overflow is a condition
where the receiving buffer is full and the soft bits of a failed (re)
transmission can no longer be stored. Upon buffer overflow
condition, the MS informs the BS using this EDI. This EDI is
transmitted in the mobile station’s first fast feedback
opportunity. Even upon buffer overflow condition, the MS will
still attempt to receive DL HARQ bursts and to send HARQ
feedback to the BS. Upon reception of overflow EDI from the
MS, the BS may assume that all soft bits of bursts in the last
transmission that the MS failed to receive were not buffered.
Consequently, to ensure that the systematic bits are used for
decoding by the MS, the BS may retransmit SPID 0 for the
failed bursts that were transmitted once. The BSmay take into
consideration the HARQ feedbacks from the MS for different
retransmissions when selecting the amount of information
bits, the SPID, or the MCS of the bursts.
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� The differential PMI is encoded with 2, 4, or 4 bits when the BS uses 2, 4, or 8 transmit antennas,
respectively. When the MS estimates PMI using the midamble, it should consider channel
variations and report the PMI with reference to the frame the PMI has reported, i.e., if the
reported PMI in frame n is based on the measurements conducted on the midamble in frame
n � 1 or earlier, the appropriate value of PMI for frame n should be estimated and reported.

Figure 10-13 shows two example timing diagrams for uplink fast-feedback channels to visualize the
operation assuming certain values for the parameters obtained from Feedback Allocation A-MAP IE.
The physical structure of the uplink fast-feedback channels can be described as follows. An uplink

Table 10-17 Secondary Fast Feedback Channel Parameters [2]

Parameter
Related MIMO
Feedback Mode Usage

Sub-band CQI 2, 3, 5, 6 This parameter is used to report the average and differential
CQI of selected sub-bands.

Sub-band Index 2, 3, 5, 6 This parameter is used to identify the selected sub-bands

Sub-band PMI 3, 6 Precoding Matrix Indicator of one sub-band for closed-loop
MIMO

Stream Indicator 5 This parameter is used in open-loop MU-MIMO to indentify
the spatial stream for CQI estimation

STC Rate Indicator 2, 3, 5, 6 –

PFBCH Indicator 2, 3, 5, 6 One bit indicator is used to indicate transmission of PFBCH
in the next SFBCH opportunity. In the transmission of
PFBCH, Encoding Type 0 is used.

Table 10-18 The Modulation and Coding of the CQI Channel [2]

MCS Index Modulation Code Rate

0000 QPSK 31/256

0001 QPSK 48/256

0010 QPSK 71/256

0011 QPSK 101/256

0100 QPSK 135/256

0101 QPSK 171/256

0110 16 QAM 102/256

0111 16 QAM 128/256

1000 16 QAM 155/256

1001 16 QAM 184/256

1010 64 QAM 135/256

1011 64 QAM 157/256

1100 64 QAM 181/256

1101 64 QAM 205/256

1110 64 QAM 225/256

1111 64 QAM 237/256
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feedback mini-tile is formed by two contiguous sub-carriers over six OFDM symbols. The uplink
feedback control channels are formed by applying a UL mini-tile permutation to the LRUs allocated to
the control resource. The primary and secondary fast-feedback channels each consists of three reor-
dered FMTs. The process of forming a PFBCH is illustrated in Figure 10-12. The PFBCH information
bits are used to generate a PFBCH sequence according to certain mapping [2]. The resulting sequence
of bits is modulated, repeated, and mapped to uplink PFBCH symbol s[k], where 0 is mapped to þ1
and 1 is mapped to �1. The mapping of the primary fast-feedback channel symbol s[k] to the UL
FMTs is given by cij ¼ s[Kij], i ¼ 0,1,2 and 0 � j � 11, where cij and Kij are the FMT elements and jth
element of the ith mapping sequence. This set of sequences can carry up to six information bits. The
SFBCH comprised three distributed FMTs with two pilots allocated in each FMT. The pilot sequence
(p0, p1, p2, p3, p4, p5) is modulated as [1, 1, 1, 1, 1, 1] with pilot boosting. The SFBCH symbol
generation procedure can be described as follows. The SFBCH information bits a0a1.aL�1 are
encoded with M bits b0b1.bM�1 using the TBCC encoder with minimum code rate of 1/5. The value
of parameter M is set to 60. The value of parameter 7 � L � 24 depends on the size of the buffer [2].
The coded sequence b0b1.bM�1 is then modulated with M/2 symbols using QPSK modulation. The
modulated symbols c0c1.cM/2�1 are mapped to the data sub-carriers of the SFBCH FMTs, as shown
in Figure 10-12. When the length of feedback information bits is less than 7, a number of ones are
padded to the end of feedback message to adjust the length.

10.3.2 HARQ Feedback Channel

The HARQ feedback channels are used to carry ACK/NACK information corresponding to downlink
transmissions. The HARQ feedback channels start at predetermined time offsets relative to the
corresponding DL transmissions and are frequency-division multiplexed with other control and data
channels over an uplink subframe. A combined TDM/FDM and TDM/CDM scheme is used to
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An example of primary and secondary uplink fast-feedback channel timing
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multiplex multiple HARQ feedback channels. It was mentioned earlier that each HMT is identified by
two indices: m is the HMT index in a HARQ feedback channel where m takes values 0, 1 or 2; and k is
the HARQ feedback channel index where k takes an integer value in the range 0 to LHFB-FPi � 1. The
HARQ feedback channel comprises three distributed uplink feedback mini-tiles where the uplink
FMT, as defined earlier, consists of two sub-carriers over six OFDM symbols. A total of three
distributed 2 � 6 UL FMTs can support six UL HARQ feedback channels. The 2 � 6 UL FMTs are
further divided into UL HARQ mini-tiles. An uplink HARQ mini-tile is constructed by two sub-
carriers over two OFDM symbols, as illustrated in Figure 10-14.

The uplink HARQ feedback channels are physically processed as follows. Each pair of HARQ
feedback channels (i.e., a pair of one-bit uplink HARQ feedback channels with even- and odd-valued
indices) are mapped to a pair of orthogonal 4-bit sequences (ci0 ci1 ci2 ci3, i¼ 0,1,2,3 shown in Table 10-
19), depending onwhether their corresponding index is odd or even. The resulting orthogonal sequences
occupy one HMTwhich is repeated three times over three HMTs, as shown in Figure 10-14. In other
words, each pair of uplink HARQ feedback channels is code-division multiplexed over one HMT and
then repeated three times over three pairs of OFDM symbols to achieve time and frequency diversity. It
can be seen that each group of three reordered FMTs can support up to six single-bit HARQ feedback
channels. At the receiver, even- and odd-indexed HARQ feedback channels are decoded by the inner
product of the orthogonal sequences shown in Table 10-19, and the received content of the uplinkHARQ
feedback channel. Since the HARQ feedback channels are sequentially indexed, there will be one even
and one odd index in each pair whose corresponding sequences are orthogonal.
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10.3.3 Sounding Channel

The sounding channel is used by a mobile station to send sounding signals (alternatively known as
a sounding reference signal in 3GPP LTE) for MIMO feedback, channel quality feedback, and uplink
channel measurement at the base station. Furthermore, uplink sounding enables sounding-based
downlink MIMO in TDD mode, and uplink closed-loop MIMO in TDD and FDD modes. The
sounding channel occupies specific uplink sub-bands (narrowband sounding signal) or the entire
bandwidth (wideband sounding signal) over one OFDM symbol. It is obvious that the use of
narrowband or wideband sounding signals depends on the uplink MIMO mode, which will be dis-
cussed in the next section. The sounding signal is transmitted over predefined sub-carriers within the
sub-bands. The sounding channel parameters are transmitted in System Configuration Descriptor
MAC control message and SFH SP1 broadcast channel.

The periodicity of the sounding signal for each MS is configurable. The sounding channel is
frequency-division multiplexed (narrowband sounding) or time-division multiplexed (wideband
sounding) with other control and data channels. The BS can configure a group of mobile stations to
transmit sounding signals on the corresponding sounding channels. The sounding channels from
multiple users or multiple antennas per user are orthogonally multiplexed. Power control for the UL
sounding channel is supported to improve sounding quality. Each mobile station’s transmit power for
the sounding channel is individually controlled according to its sounding channel target CINR value.
Transmission of the sounding signal from one or multiple antennas and multiple users are supported to
provide MIMO channel information for DL and UL transmission.

The sounding signal occupies the first OFDM symbol in the uplink subframe. Each subframe
can contain only one sounding symbol. In uplink subframes with six OFDM symbols, the sounding
signal is not transmitted in the LRUs containing other control channels. The sounding signals can
be transmitted in any resource unit when using uplink subframes with seven OFDM symbols. The
remaining OFDM symbols in subframes containing sounding signals are used for data trans-
mission, as shown in Figure 10-15. Multiple uplink subframes in a radio frame can be used for
sounding.

The uplink sounding channels of multiple users and multiple antennas per mobile station can be
multiplexed, and thereby simultaneously transmitted through decimation or cyclic shift in each
sounding channel allocation. When multiple uplink subframes are used for sounding, time-division
separation can be applied by assigning different mobile stations to different uplink subframes. When
the sounding channels of multiple mobile stations are multiplexed using cyclic shifts, each mobile
station occupies all the sub-carriers that are allocated to the sounding channel using different sounding

Table 10-19 Orthogonal Sequences for the Uplink HARQ Feedback [2]

Sequence Indexi
Orthogonal Sequence
ci0ci1ci2ci3

HARQ Feedback Channel
Information and Index

0 [þ1 þ1 þ1 þ1] Even-numbered channel ACK

1 [þ1 �1 þ1 �1] Even-numbered channel NACK

2 [þ1 þ1 �1 �1] Odd-numbered channel ACK

3 [þ1 �1 �1 þ1] Odd-numbered channel NACK

536 CHAPTER 10 The IEEE 802.16m Physical Layer (Part II)



waveforms. In a frequency-decimation separation scheme, each mobile station utilizes decimated sub-
carrier sets from the sounding allocation with different frequency offsets. The sounding signal
transmitted by the MS in the uplink is described as follows:

sðtÞ ¼ Re
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(10-13)

When separating multiple users based on decimation, the occupied sub-carriers are decimated starting
with offset g relative to the first used sub-carrier (k ¼ 0). The occupied sub-carriers for each user or
antenna are modulated using BPSK modulation and the coefficients are extracted from the Golay
sequence of length 2048 as follows [2]:
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Structure of narrowband/wideband uplink sounding channel in TDD mode
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where D is the sub-carrier decimation parameter transmitted in the AAI_SCD MAC control message,
k is the sub-carrier index 0� k� Nused � 1, Nused is the number of used sub-carriers over the sounding
symbol,G(x) is the Golay sequence of length 2048 bits (0� x� 2047), NFFT is the FFT size, u is a shift
whose value is transmitted in the superframe header, offsetD(NFFT) is an offset whose value depends on
the FFT size, and B is the group of sub-carrier indices allocated to the sounding channel. If sounding
signals transmitted by users or antennas are separated using cyclic shifts, the sequence associated with
the nth cyclic shift index is calculated as follows [2]:
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where P is the maximum cyclic-shift whose value is conveyed in the AAI_SCD MAC control message
and 0 � n � P � 1 denotes the cyclic shift index.

10.3.4 Ranging Channel

The ranging channel is used for uplink synchronization. The BS processes the received signal on the
ranging channel to estimate the radio-link parameters, such as channel impulse response, SINR, and
time of arrival, that are used for timing/frequency/power adjustment of the uplink transmissions from
the MS. The ranging process consists of transmission of a deterministic sequence known as a ranging
code over a number of OFDM symbols. The phase continuity of the received signal at the OFDM
symbol boundaries is crucial to the ranging process. The ranging process is further classified into
ranging for non-synchronized mobile stations (i.e., mobile stations that are not uplink-synchronized)
and synchronized mobile stations (i.e., mobile stations that are uplink-synchronized with the BS). Note
that in an OFDMA system, a mobile station cannot perform any uplink transmission prior to successful
completion of the ranging procedures. A contention-based or non-contention based random access
procedure is used for ranging. Contention-based random access is used for initial ranging and hand-
over. Non-contention based random access is used for periodic ranging.

The physical ranging channel for non-synchronized mobile stations consists of a Ranging Cyclic
Prefix (RCP) and a Ranging Preamble (RP). The value of the ranging cyclic prefix must be greater than
the sum of the maximum channel delay spread and the round trip delay corresponding to the maximum
cell size. The duration of the ranging preamble must be greater than RCP. To support large cell sizes,
the ranging channel for non-synchronized mobile stations may be extended to multiple concatenated
subframes (as shown in Figure 10-16). The physical ranging channel for non-synchronized mobile
stations consists of a Ranging Preamble (RP) of length TRP whose value depends on the ranging
channel sub-carrier spacing 6fRP (which is a fraction of the OFDMA system sub-carrier spacing 6f
given in Table 9-2) and a Ranging Cyclic Prefix (RCP) of length TRCP in time-domain. The ranging
channel occupies a number of contiguous sub-carriers corresponding to one sub-band. Power control
can be applied to the ranging channel to ensure robust signal transmission. The parameters of the initial
ranging channel for the two supported formats are provided in Table 10-20, assuming a six symbol
OFDM subframe. The OFDMA parameters Tg, Tu, and 6f are given in Table 9-2. The maximum
coverage of ranging channels of the legacy and new systems are compared in Table 10-20 where it is
shown that the legacy ranging channel may not meet the rigorous system requirements of IEEE
802.16m [3].
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In the IEEE 802.16-2009 standard, the initial ranging channel is located in the first three OFDM
symbols of the uplink subframe (TDD mode), and occupies six adjacent UL-PUSC subchannels, as
shown in Figure 10-1 and Figure 9-20. The first OFDM symbol of the ranging sub-channels is formed
in the sameway as other OFDM symbols, i.e., performing an IFFToperation on the initial ranging code
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Ranging channel structure in the time-domain [2]

Table 10-20 Initial Ranging Channel Parameters and Coverage [2]

Format TRCP TRP 6fRP Physical Resource
Maximum
Coverage

IEEE Std 802.16-2009 – – 6f 144 sub-carriers �
3 OFDM symbols

12 km

IEEE 802.16m Format 0 3.5Tg þ Tu 2Tu 6f/2 1 sub-band � 1 subframe 18 km

IEEE 802.16m Format 1 3.5Tg þ 7Tu 8Tu 6f/8 1 sub-band � 3 subframe 100 km
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and then appending the cyclic prefix to the beginning of the symbol. The cyclic prefix for the second
OFDM symbol is a copy of the first few samples of the symbol and is appended to the end of the
OFDM symbol (as shown in the bottom of Figure 10-16) to ensure phase continuity at the symbol
boundary. The virtual extension of the ranging opportunity would increase the probability of success
for the mobile station making simultaneous random access. In order to perform the initial ranging,
a ranging code is repeated twice and transmitted over two consecutive OFDM symbols, as described
earlier. The ranging codes in the IEEE 802.16-2009 standard are PN sequences of length 144, and are
chosen from a set of 256 codes. Note that the set of pseudo-random codes are divided into four subsets,
where one subset is dedicated to initial ranging, periodic ranging, handover ranging, and bandwidth
request [1]. The MS randomly selects one of the initial ranging codes, modulates it using BPSK, and
sends it to the BS during the initial ranging opportunity over the allocated sub-channels and OFDM
symbols for the ranging channel. The BS can separate colliding codes and extract timing information
and power. In the process of user code detection, the BS obtains the Channel Impulse Response (CIR)
of the code, thus acquiring information about the user’s channel condition. The timing and power
measurements allow the system to compensate for the near/far problem, as well as the propagation
delay caused by transmission over large cells.

The ranging channel for non-synchronized users in IEEE 802.16m is formed using one or three
uplink subframes known as Initial Ranging Channel Format 0 or Format 1, respectively. The ranging
preamble RP is repeated twice in non-synchronized initial ranging Format 0, as shown in Figure 10-16,
to increase ranging opportunity and to avoid phase discontinuity at the OFDM symbol boundaries. The
RCP is a copy of the last portion of the ranging preamble. The beginning of the transmission time in the
ranging channel is aligned with that of the uplink subframe at the MS. There is a time gap at the end of
uplink subframes containing the ranging channel to prevent interference between the adjacent
subframes. A non-synchronized MS does not transmit any other uplink burst or uplink control channel
signal in the subframe where a ranging channel is transmitted.

The ranging channel for synchronized mobile stations is used for periodic ranging. The mobile
stations that are already synchronized with the target BS are allowed to transmit a periodic ranging
signal. The synchronized ranging channel occupies 72 sub-carriers over six OFDM symbols, starting
from the first OFDM symbol within the uplink subframe. There are two repeated signal waveforms,
a basic unit which is generated by the ranging preamble code over 72 sub-carriers, three OFDM
symbols, and a repeated basic unit. In the Initial Ranging Channel Format 0 (i.e., the default format),
the ranging preamble is repeated to increase ranging opportunity. The non-synchronized mobile
stations can only use one instance of the ranging preamble with an RCP. When the preamble is
repeated as an extended single opportunity, the second RCP is omitted for coverage extension. The
guard sub-carriers are reserved at the edge of the non-synchronized physical ranging channel. The
use of code-division multiplexing would allow a number of mobile stations to share the same
ranging channel. The ranging channel for synchronized mobile stations is used for periodic ranging.
The synchronized ranging channel starts at a configurable location (as defined in a downlink
broadcast control message) and is frequency-division multiplexed with other control and data
channels.

In an FDM-based UL-PUSC zone, non-contiguous resource blocks are used for the ranging
channel. The ranging channel for FDM-based UL-PUSC zone consists of six distributed LRUs. The
transmission of the initial ranging signal by a non-synchronized mobile station is performed within
two consecutive OFDM symbols, as shown at the bottom of Figure 10-16. The same ranging code is
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transmitted on the ranging channel in each OFDM symbol to avoid phase discontinuity between the
two symbols. The transmission of the ranging signal by the synchronized mobile stations is performed
within an OFDM symbol, as shown in Figure 10-16. The physical layer procedures for generation and
detection of the initial ranging sequences are illustrated in Figure 10-17.

The ranging preamble codes are grouped into initial ranging and handover ranging preamble codes.
The initial ranging preamble codes are used for initial network entry, whereas handover ranging
preamble codes are used for ranging with a target base station during handover. For a ranging code
opportunity, each MS randomly chooses one of the ranging preamble codes from the available ranging
preamble code set in a cell, except in the handover ranging case where a dedicated ranging code is
assigned, the MS uses the assigned dedicated preamble code.

Zadoff-Chu sequences with cyclic shifts are used to generate the ranging preamble codes for non-
synchronized access. The pth ranging preamble code denoted as xp (k) is defined as follows:

xpðkÞ ¼ e

	
�jp

aPkðkþ1Þþ2kbPNCS
NRP



; k ¼ 0; 1;.;NRP � 1 (10-16)

where NCS is the unit of cyclic shift according to the cell size, NRP is the length of ranging preamble
codes (NRP ¼139 for ranging channel Format 0 and NRP ¼557 for ranging channel Format 1), and P
denotes the index of the Pth ranging preamble code, which is constructed by the bP cyclic-shifted
sequence derived from the root index aP of a Zadoff-Chu sequence [2]. The number of cyclic-shifted
codes per root index, the start root index of the Zadoff-Chu code, and the ranging preamble code
partitioning information are broadcast via a secondary superframe header. The ranging preamble code
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An illustration of the generation and detection of initial ranging sequences
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partitioning information indicates the number of initial and handover ranging preamble codes. The
transmitted ranging signal waveform as function of time can be expressed as follows:

sðtÞ ¼ Re

"
ej2pfct

PðNRP�1Þ=2

k¼�ðNRP�1Þ=2
xP½k þ ðNRP � 1Þ=2�ej2pðkþNoffsetÞDfRPðt�tRCPÞ

#

In Format 0 : 0 � t � TRCP þ 2TRP

In Format 1 : 0 � t � TRCP þ TRP

(10-17)

where Noffset is a frequency position adjustment parameter due to the fact that the sub-carrier spacing
for a ranging channel is a fraction of the normal sub-carrier spacing. The information regarding
ranging channel configuration and allocation is carried through the secondary superframe header. This
information includes a subframe offset (OSF) for the ranging channel in the time-domain and the sub-
band index for the ranging channel allocation in the frequency-domain, where the latter is determined
once the Cell-ID and the number of sub-bands is given. The ranging channel can be scheduled in every
frame, in the first frame of every superframe, in the first frame of every even-numbered superframes,
and in the first frame of every fourth superframe. Therefore, in IEEE 802.16m, the initial ranging
channel can be scheduled as frequently as 5 ms. The handover ranging channel can also be allocated
though A-MAP in any subframe, except the subframe that has already been used for a regular resource
allocation.

Padded Zadoff-Chu sequences with cyclic shifts are used for the periodic ranging preamble codes
as follows:

xpðn; kÞ ¼ e

h
�jp

aPð71nþkÞð71nþkþ1Þ
211

þ2kbPNTCS
NFFT

i
; k ¼ 0; 1;.;NRP � 1; n ¼ 0; 1; 2 (10-18)

where NTCS denotes the time-domain cyclic shift per OFDM symbol. The start root index of the
Zadoff-Chu sequence and the periodic ranging preamble code information are broadcast via the
AAI_SCD MAC control message for non-femto-cell deployment scenarios. The number of periodic
ranging preamble codes can be 8, 16, 24, or 32, depending on the system configuration. The infor-
mation regarding periodic ranging channel configuration includes subframe offset (OSF) for ranging
channel allocation in the time-domain, where OSF is the same as that for the initial ranging, as well as
the sub-band index for ranging channel allocation in the frequency domain. For FDM-based UL-PUSC
legacy system support, the same pseudo noise codes specified in the IEEE 802.16-2009 standard are
used by the new mobile stations for the initial, periodic, and handover ranging.

10.3.5 Bandwidth Request Channel

A contention-based random access mechanism is used by the mobile stations to transmit bandwidth
request information to the base station. Prioritized bandwidth requests are supported over the band-
width request channel. In the legacy uplink zone with PUSC subchannelization, a BW-REQ tile is
formed by four contiguous sub-carriers over six OFDM symbols. There are three BW-REQ tiles per
BW-REQ channel, where each BW-REQ tile carries one BW-REQ preamble. In the new uplink zones,
a BW-REQ tile is formed by six contiguous sub-carriers over six OFDM symbols, where each BW-
REQ channel consists of three distributed BW-REQ tiles, and each BW-REQ tile carries one BW-REQ
preamble and one quick access message. The MS may only transmit the BW-REQ sequence and leave
the resources for the quick access message unused. As shown in Figure 10-18, the BW-REQ tile
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consists of a preamble (Aij) and data (Bij) sub-carriers. The BW-REQ preamble is transmitted over four
sub-carriers and six OFDM symbols. The data portion of the BW-REQ tile occupies two contiguous
sub-carriers over six OFDM symbols and is used for transmission of the quick access message for the
three-step bandwidth request procedure.

In a three-step bandwidth request procedure, 16-bit BW-REQ or BR information is constructed
from a 12-bit STID and a 4-bit predefined BR index (i.e., the mapping between Predefined BR Index,
BR Size, and QoS Level is performed during DSx procedure. The BR Size and QoS Level are deter-
mined based on the QoS parameters of the service flow in the DSx messages. The BR Size is described
in number of bytes and is mapped toMaximum Traffic Burst parameter, andQoS Level is mapped toUL
Grant Scheduling Type parameter). Let s0s1s2s3s4s5s6s7s8s9s10s11 and s12s13s14s15 denote the STID and
predefined BR index, respectively.

The 16-bit BW-REQ information is formed by reordering the STID and predefined BR index bits as
s0s1s2s3s4s5s6s7s8s9s10s11s12b0b1b2 where bi ¼ (si þ siþ3 þ siþ6 þ siþ9 þ siþ12mod 2), i ¼ 0,1,2. The
3-bit b0b1b2 index is carried in the BR preamble using the preamble index. The remaining physical
resources in the BW-REQ channel are used to transmit the other 13 bits of information. The frame
number and 16 bits of the bandwidth request message are used to select a 24-bit preamble sequence
which is transmitted in the preamble portion of the BW-REQ tiles. The BR preamble sequences are
defined as SP(k,u),0 � k < 24 where k is symbol index and u denotes the sequence index [2]. The
selected preamble sequence SP(k,u),0 � k< 24 is BPSK modulated (0 mapped to þ1 and 1 mapped to
�1) and mapped to Aij in the BW-REQ channel (see Figure 10-18).

The 16-bit information in the quick access message transmitted in the BW-REQ channel is used to
generate a 5-bit CRC using generating polynomial G(x)¼ x5þ x4þ x2þ 1. The 13 bits of information
together with the 5 bits of CRC are encoded into 72 bits using the TBCC encoder. The 72 coded bits are
QPSK modulated to generate 36 data symbols. The physical resources in the data portion of the three
distributed BR tiles are used to transmit these data symbols.

In order to support mixed-mode operation, a BR tile is defined as four contiguous sub-carriers over
six OFDM symbols (to be consistent with UL-PUSC subchannelization). As shown in Figure 10-19,
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Bandwidth request channel physical structure [2]

10.3 Uplink control channels 543



the BR preamble is only transmitted over the 24 available sub-carriers. In this case, the preamble index
u is randomly selected in the range of 0 to 23.

10.3.6 Power Control

Power control is a mechanism where the transmit power of the downlink or uplink control or traffic
channels are adjusted at the base station (downlink power control) or at mobile stations (uplink power
control) based on instructions from the base station such that with minimal impact on the reliability of
the downlink/uplink transmissions and throughput, the interference among users and base stations are
reduced. Therefore, power control can be considered as a link adaptation mechanism that is utilized for
interference mitigation in cellular systems. While increasing the transmit power over a communication
link has certain advantages, such as higher signal-to-noise ratio at the receiver, which reduces the bit
error rate and allows a higher data rate resulting in greater spectral efficiency, as well as more
protection against signal attenuation over fading channels. A higher transmit power; however, has
several drawbacks including increased power consumption for the transmitting device, reduced MS
battery life and increased interference to other users in the same frequency band. The following
sections describe the power control algorithms that are incorporated in IEEE 802.16m.

Downlink Power Control
The IEEE 802.16m base station is capable of controlling the transmit power per subframe and per user.
With downlink power control, each user-specific information or control information would be received
with appropriately adjusted power level. As an example, the downlink A-MAP is power-controlled
based on the MS uplink channel quality reports. The pilot and data tones’ power can be jointly adjusted
for adaptive downlink power control. In the case of dedicated pilots, power control is done on a per
user basis, and in the case of common pilots this is done jointly for the users sharing the pilots. The
power control in the downlink further supports SU-MIMO and MU-MIMO modes.
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Physical structure of 4 � 6 bandwidth request tile [2]
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Uplink Power Control
IEEE 802.16m provides uplink power control mechanisms to compensate for the effects of path loss,
shadowing, fast-fading, and implementation loss. The uplink power control is further used to mitigate the
inter-cell and intra-cell interference level, thereby enhancing the overall throughput and reducing power
consumption. The uplink power control includes open-loop and closed-loop power control. The base
station transmits necessary power control information through the transmission of power control
channels or MAC control messages. The parameters of the power control algorithm are optimized on
a system-wide basis by the BS, and are broadcast periodically or trigged by certain events. The MS
provides the necessary information through the control channels orMAC control messages to the serving
BS, in order to enable uplink power control. The BS can exchange necessary information with neigh-
boring base stations through backhaul to support uplink power control to facilitate the handover process.

The power control scheme may not be effective in high mobility scenarios for compensating for the
effects of a fast-fading channel due to variation in the channel impulse response. As a result, the power
control is used to mitigate the distance-dependent path loss, shadowing, and implementation loss. The
uplink power control takes into consideration the MIMO transmission mode, and whether a single user
or multiple users are supported on the same resource at the same time. The open-loop power control
compensates for the channel variations and implementation loss without requiring frequent interac-
tions with the serving BS. The MS can determine the transmit power based on the transmission
parameters sent by the BS, uplink channel quality, downlink channel state information, or the inter-
ference knowledge obtained from downlink transmissions. The open-loop power control provides
a coarse initial transmit power setting for the mobile station before establishing connection with the
base station.

A power control mechanism takes into consideration the serving BS link target SINR and/or
interference level to other cells/sectors for mitigating inter-cell interference. In order to achieve the
target SINR, the serving BS path-loss can be fully or partially compensated based on a trade-off between
overall system throughput and cell edge performance. Themobile station’s transmit power is adjusted in
order to ensure the level of interference is less than the permissible interference level. The compensation
factor and interference targets for each frequency partition are determined and broadcast by the serving
BS considering the FFR pattern, cell loading, etc. The closed-loop power control, on the other hand,
compensates channel variations through periodic power-control commands from the serving BS. The
base station measures the uplink channel state information and interference level using uplink data and/
or control channel transmissions, and sends power control commands to the mobile stations. On
receiving the power control command from the servingBS, theMSadjusts its uplink transmit power. The
closed-loop power control is active during data and control channel transmissions.

An MS is expected to maintain the transmit power density (i.e., total transmit power normalized by
transmission bandwidth) for each data and control subchannel below a certain level that is determined
by the maximum permissible power level for the MS, emission mask, and other regulatory constraints.
In other words, when the number of active logical resource units assigned to a particular user is
reduced, the total transmitted power must be reduced proportionally by the MS in the absence of any
additional change of power control parameters. When the number of resource blocks is increased, the
total transmitted power must be proportionally increased such that the transmitted power level does not
exceed the permissible power levels specified by the regulatory specifications. For interference level
control, the information about the current interference level of each BS may be shared among the base
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stations via backhaul. In an OFDMA system, the power per sub-carrier and per stream is calculated as
follows:

PT ¼ PL þ SINRtarget þ PNI þ Poffset ðdBmÞ (10-19)

where SINRtarget is the target uplink SINR, PT is the uplink transmit power level in dBm per stream and
per sub-carrier for the current transmission, PL denotes the average downlink path loss calculated by
the MS based on the total power received on the active subcarriers of the frame preamble which is
inclusive of mobile station’s antenna gain, PNI is the estimated average power level in dBm of the noise
plus interference per sub-carrier at the BS as indicated in the AAI_ULPC-NI MAC control message,
and Poffset is an MS-specific power correction factor which is controlled by the BS through power
control signals. The power offset values for data and control are different and thereby are individually
specified. The SINRtarget for the traffic channels is calculated as follows:

SINRtarget ¼ 10log½maxðSINRmin;gSIRDL � aÞ� � b10logðnstreamÞ ðdBÞ (10-20)

where SINRmin is the required SINR for the minimum data rate expected by the BS (typically 0 dB), g
denotes the Interference over Thermal (IoT) control factor, SIRDL is the linear ratio of the downlink
signal to interference power measured by the MS, a is an adjustment factor proportional to the number
of receive antennas at the BS, b is a masking parameter which can be set to zero or one to exclude or
include nstream effect on SINRtarget, and nstream is the number of streams in the logical resource unit that
is signaled by the uplink Basic Assignment A-MAP IE. When SU-MIMOmode is used, nstream is set to
the number of streams for the MS. When a collaborative spatial multiplexing mode is utilized, nstream
will denote the aggregated number of streams. If the calculated SINRtarget for the traffic channel is
higher than the maximum SINR defined in the AAI_SCDMAC control message, the SINRtarget is set to
the maximum value. For a traffic channel, the Poffset is set to the value that is signaled in the AAI_UL-
POWER-ADJUSTMAC control message. Figure 10-20 illustrates the statistical distribution of the IoT
with g as a parameter which is obtained from exhaustive system-level simulations using IEEE
802.16m evaluation methodology general assumptions. Based on the same assumptions, the effect of
open-loop power control on the cell edge and cell spectral efficiencies as a function of control
command rate and g is shown in Figure 10-21. It can be seen that slightly higher cell spectral efficiency
and slightly lower cell edge spectral efficiency are obtained with slower power control rate.

For the uplink control channels, with the exception of initial ranging and sounding, the SINRtarget in
Equation (10-20) is set separately for each control channel type, e.g., SINRtarget_HARQ for the uplink
HARQ feedback channel. The target SINR for each control channel is signaled through the AAI_SCD
MAC control message.

The BS may change the mobile station’s transmit power by signaling through the Power Control
A-MAP. When the MS receives these commands from the serving BS, it updates the control channel
Poffset value, based on the power correction value transmitted by the BS. The control channel power
offset is initially set to zero until the MS receives the first AAI-UL-POWER-ADJUST MAC control
message. If the MS receives an AAI-UL-POWER-ADJUST message at the ith frame, the local value is
updated according to the BS instruction applies from the (iþ1)th frame.

For initial ranging, the MS sends an initial ranging code at a randomly selected ranging oppor-
tunity. The initial transmission power is decided according to the Received Signal Strength (RSS)
measured on the downlink reference signals such as the secondary advanced preamble. If the MS does
not receive a response, it may increase the transmit power level by DPIR ¼ 2 dB or may send a new
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initial ranging code, where DPIR is the power step size. The MS can repeatedly increase the power on
failure until the maximum transmit power is reached. The initial transmit power of the MS in the initial
ranging channel is given as PTX�IRmin

¼ PRX�IRmin
þ EIRPBS � RSSþ ðGMS�RX � GMS�TXÞ where

PRX�IRmin
; EIRPBS; GMS�TX ; and GMS�RX denote the minimum BS detectable power for receiving
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the initial ranging preamble, Effective Isotropic Radiation Power of the BS, the MS receiver and
transmitter antenna gains, respectively. If the MS receiving and transmitting antenna gains are equal,
the last term of latter equation vanishes. The other terms in the latter equation are obtained from S-SFH
SP2 and SP1.

Power control for the sounding channel is supported to ensure the quality of channel measure-
ments. The mobile station’s transmit-power for the sounding channel is controlled separately
according to the target SINR value for the corresponding sounding channel. The power per sub-carrier
is adjusted according to Equation (10-19) for uplink sounding signal transmission. In Equation
(10-20), SINRtarget is replaced with the sounding channel target SINR. The quality of sounding channel
measurements is maintained by assigning different target SINR values according to the downlink SIR
of each mobile station, i.e., a relatively higher target SINR is set for the MS with a higher downlink
SIR. The SINRtarget for the sounding channel is calculated based on the values of SINRmin (the
minimum SINR requirement for the sounding channel), g (the IoT control factor for sounding
channel), and SIRDL (the ratio of the downlink signal to interference power) with a and b set to zero.
Some of these parameters are signaled through the AAI_SCD MAC control message. In the case of
simultaneous transmission of several uplink control channels, the transmission power of each channel
is appropriately set in a certain order (i.e., HARQ feedback, PFBCH/SFBCH, synchronized ranging,
sounding, traffic channels, bandwidth request) provided that the total transmit power does not exceed
the maximum power limit of the MS (typically 24 dBm).

The base uplink transmission Power Spectral Density (PSD) and the SIRDL are two parameters that
are measured and reported by the MS to the serving BS. The base uplink transmission PSD is derived
from Equation (10-19) by setting SINRtarget and Poffset to zero. The PSD value is reported in 0.5 dBm
steps ranging from �74 dBm to 53.5 dBm, and is encoded in 8 bits. The value of SIRDL is encoded
using 10 bits in 0.05 dB steps ranging from �10 dB to 41.15 dB.

Link Adaptation
Link adaptation schemes adaptively adjust over-the-air transmission parameters in response to
a change of radio channel for both downlink and uplink. The IEEE 802.16m supports an Adaptive
Modulation and Coding (AMC) scheme for downlink and uplink transmissions. The serving BS can
adapt the MCS level based on the DL channel quality reports and HARQ feedback from the MS in the
downlink. The transmit power of downlink control channels is adapted based on channel quality
reports from the MS. The MIMO mode is adapted according to CQI reports from the MS, while
considering system parameters such as number of users, ACK/NACK, CQI variation, preferred MIMO
feedback mode, etc. In the uplink direction, the serving BS may adapt the MCS level based on the
uplink channel quality estimation, allocated resource size, and the maximum transmission power of the
MS. The transmit power of the uplink control channels (excluding initial ranging channel) is adapted
according to power control commands.

10.4 MULTI-ANTENNA TRANSMISSION SCHEMES
Design of mobile broadband wireless communication systems capable of data transmission rates in the
excess of 1 Gbps has been of practical interest in the past decade to enable the 4th generation of
cellular systems and IMT-Advanced. The use of multiple antennas at transmitter and/or receiver,
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commonly known as the Multiple-Input Multiple-Output (MIMO) system has become a pragmatic
and cost-effective approach that offers substantial gain in making 1 Gbps wireless links a reality.
This section provides an overview of MIMO wireless technology, including channel models,
performance limits, coding, and transceiver design. MIMO techniques can increase system
throughput and transmission reliability without increasing the required bandwidth. While most
communication systems suffer from multi-path channels, a MIMO system benefits from the prop-
agation over different paths through which the signals arrive at the receiver. A MIMO system
typically performs better in an indoor environment, while it may not properly perform in Line-of-
Sight (LoS) environments.

The performance improvements resulting from the use of multi-antenna systems are mainly due to
array gain, diversity gain, spatial multiplexing gain, and interference reduction that may be achieved
through the appropriate MIMO configurations. The main advantages of multi-antenna techniques can
be summarized as follows [15,41]:

� Array gain can be achieved through signal processing at the transmitter and/or the receiver, and
results in an increase in average SINR at the receiver due to a coherent combining effect. The
increased SINR further results in improved coverage and user throughput. Transmit or receive
array gain requires channel knowledge in the transmitter and receiver, respectively, and further
depends on the number of transmit and receive antennas. The channel knowledge in the receiver
is typically available (through channel estimation based on downlink reference signals), whereas
channel state information in the transmitter is in general more difficult to attain.

� The signal power is faded randomly in a wireless communication channel. Diversity is an effective
technique to mitigate fading in a wireless channel. The diversity schemes rely on transmitting the
signal over multiple and ideally independent fading channels in time, frequency, and/or space.
Spatial diversity is preferred over time or frequency diversity, as it does not consume additional
transmission time or bandwidth. If the Nr � Nt links comprising the MIMO channel fade
independently and the transmitted signal is properly constructed, the receiver can combine the
arriving signals such that the resulting signal exhibits considerably reduced amplitude variability
relative to a SISO link and a diversity gain on the order of Nr � Nt can be achieved. Spatial
diversity gain in the absence of channel knowledge at the transmitter can be achieved using
suitably designed transmit signals, which are known as space–time coding.

� MIMO channels provide a linear increase in capacity as a function of min(Nr,Nt) without requiring
additional power or transmission bandwidth. This gain, referred to as spatial multiplexing gain, is
realized by transmitting independent data streams from individual transmit antennas. Note that the
number of independent data streams is limited to min(Nr,Nt). Under good channel conditions and
sufficiently high SINR values, the receiver can detect different data streams, yielding a linear
increase in capacity.

� Co-channel interference is generated due to frequency reuse in wireless channels. When multiple
antennas are used, the differentiation between the spatial signatures of the desired signal and
co-channel signals can be utilized to reduce interference. While interference cancellation
requires proper knowledge of the desired signal’s channel, exact knowledge of the interferers’
channels may not be necessary. Interference avoidance schemes can also be implemented at the
transmitter where the goal is to minimize the interference energy sent toward the co-channel
users while delivering the signal to the desired user. Interference reduction allows aggressive
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frequency reuse, and thereby increases multi-cell capacity. It must be noted that not all advantages
of MIMO schemes can be simultaneously achieved due to conflicting demands on the spatial
degrees of freedom or the number of transmit and/or receive antennas. The degree to which
these conflicts can be resolved depends on the signaling scheme and transceiver design.

10.4.1 Capacity of MIMO Channels

As shown in Figure 10-22, a generic MIMO system consists of a MIMO transmitter with Nt transmit
antennas, a MIMO receiver with Nr receive antennas, and Nr � Nt paths or channels between the
transmit and receive antennas. Let xk(t) denote the transmitted signal from the kth transmit antenna at
time t, then the received signal at the lth antenna can be expressed as follows:

ylðtÞ ¼
XNt�1

k¼ 0

hlkðtÞ � xkðtÞ þ nlðtÞ (10-21)

where hlk(t) and nl(t) are the channel impulse response between the kth transmit and lth receive antenna
and the additive noise at the lth receive antenna port, respectively. The above equation can be written in
the frequency-domain as

YlðuÞ ¼ HlkðuÞXkðuÞ þ NlðuÞ (10-22)

If xðuÞ ¼ ½X1ðuÞ;X2ðuÞ;.;XNt
ðuÞ�T , yðuÞ ¼ ½Y1ðuÞ; Y2ðuÞ;.; YNr

ðuÞ�T , and nðuÞ ¼
½N1ðuÞ;N2ðuÞ;.;NNr

ðuÞ�T denote the Fourier transform vectors of xk(t), yl(t), and nl(t), respec-
tively, then yðuÞ ¼ HðuÞxðuÞ þ nðuÞ where HðuÞ is an Nr � Nt channel matrix with
HlkðuÞjk¼1;2;.;Nt ;l¼1;2;.;Nr

entries.
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FIGURE 10-22

An illustration of the general principle of a MIMO system
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Assuming a linear time-invariant MIMO channel, the channel input-output relationship can be
further described in the discrete time-domain as follows:

ylðnTÞ ¼
XNt

k¼ 1

XM�1

m¼ 0

hlkðmTÞxk½ðn� mÞT � þ nlðnTÞ 0 � n � M � 1; 1 � l � Nr (10-23)

where xkðnÞjk¼1;2;.;Nt
and yIðnÞji¼1;2;.;Nr

represent the channel input and output time-domain signals,
respectively. In the case of time-varying channels, Equation (10-23) can be written as
ylðtÞ ¼ PNt

k¼1hlkðt; sÞxkðsÞ þ nlðtÞ where hlk(t,s) denotes the time-varying impulse response of the
lkth channel. The matrix form of Equation (10-22) in a frequency-domain sampled at single frequency
um can be written as follows:

yðumÞ ¼ HðumÞxðumÞ þ nðumÞ (10-24)

In an OFDM system the signal processing is inherently performed in the frequency-domain.
Furthermore, OFDM transforms a frequency-selective fading channel to a flat-fading channel when
considering narrowband orthogonal sub-carriers. In such a system, the MIMO signal processing can be
performed at each sub-carrier. This is the main reason for the suitability of the extension of MIMO to
an OFDM system. When MIMO processing is done at each sub-carrier, the MIMO channel input-
output relationship can be demonstrated as y ¼ Hxþ n, where the channel between the transmitter
and the receiver is typically modeled as a Finite Impulse Response (FIR) filter. In this case, each tap is
typically a complex-valued Gaussian random variable with exponentially decaying magnitudes. The
tap delays correspond to the RMS delay spread and the channel type (e.g., low delay spread or
flat-fading, high delay spread or selective fading). There is a new realization of the channel at every
transmitted packet, if the channel remains invariant for the duration of the packet; otherwise, the
variation of the channel is explicitly modeled in the signal detection. As mentioned earlier, there are Nr

� Nt paths between the transmitter and the receiver, where each channel is the sum of several FIR
filters with different delay spreads. The channels may or may not be correlated. The MIMO schemes
can be used with non-OFDM systems when the channel is modeled as flat-fading such that:

ylðnTÞ ¼
XNt

k¼1
hlkxkðnTÞ þ nðnTÞ (10-25)

An important question is to what extent MIMO techniques can increase the throughput and improve
the reliability of wireless communication systems. This question can be answered by calculating the
information theoretic capacity of a Single-Input Single-Output (SISO) channel and comparing with
that of Single-Input Multiple-Output (SIMO), Multiple-Input Single-Output (MISO), and MIMO
channels. For a memoryless SISO channel (i.e., one transmit and one receive antenna), the channel
capacity is given by

CSISO ¼ log2ð1þ gjhj2Þ (10-26)

where h is the normalized complex-valued gain/attenuation of a fixed wireless channel or that of
a particular realization of a random channel and g denotes the SNR at any receive antenna port. As the
number of receive antennas increases, the statistics of channel capacity improve. Using Nr receive
antennas and one transmit antenna, a SIMO system is formed with a capacity given by:

CSIMO ¼ log2

�
1þ g

XNr

i¼1
jhij2

�
(10-27)
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where hi is the gain of the ith channel corresponding to the ith receive-antenna. Note that increasing the
value of Nr results in a logarithmic increase in average channel capacity. In the case of MISO or
transmit diversity, where the transmitter usually does not have knowledge of the channel, the capacity
is given by:

CMISO ¼ log2

�
1þ g

Nt

XNt

i¼1
jhij2

�
(10-28)

The power normalization factor Nt ensures that the total transmit power is uniformly distributed
among the transmit antennas, and the absence of an array gain in this case (MISO) compared to
a receive diversity scenario where the energy of the multipath channels can be coherently combined.
In addition, the MISO capacity has a logarithmic relationship with Nt similar to that of a SIMO
scheme. The use of diversity at both transmitter and receiver ends gives rise to a MIMO system. The
capacity of a MIMO system with Nt transmit antennas and Nr receive antennas is expressed as
follows:

CMIMO ¼ log2

�
det


Iþ g

Nt
HHH

��
(10-29)

where I is an Nr � Nr identity matrix and H is the Nr � Nt channel matrix. Note that both MISO and
MIMO channel capacities are based on equal power uncorrelated sources. It is demonstrated in the
literature that the capacity of the MIMO channel increases linearly with min(Nr,Nt) rather than
logarithmically, as in case of MISO or SIMO channel capacity, since the determinant operator yields
the product of non-zero eigenvalues of its channel-dependent matrix argument, each eigenvalue
characterizing the SNR over a SISO eigen-channel. It will be shown later that the overall MIMO
channel capacity is the sum of capacities of each of these SISO eigen-channels. The increase in
capacity is dependent on the properties of the channel eigenvalues. If the channel eigenvalues decay
rapidly, then linear growth in capacity will not occur. However, the eigenvalues have a known limiting
distribution and tend to be spaced out along the range of this distribution. Hence, it is unlikely that
most eigenvalues are very small and linear growth is indeed achieved.

Figures 10-23 and 10-24 show the impulse responses and the frequency responses of large delay-
spread MIMO channels (two transmit and two receive antennas) measured over the extent of
a subframe. It is noted that channel characteristics vary from one path (between one transmit and one
receive antenna) to another and across time from one symbol to another.

The capacity of the MIMO channel can be calculated under various conditions and different
assumptions. Depending on whether the receiver has perfect channel knowledge or whether the
channel is flat-fading or frequency-selective fading, different expressions for the channel capacity can
be obtained. The MIMO channel capacity in Equation (10-29) can be analyzed under two different
assumptions: (1) the transmitter has no channel knowledge; and (2) the transmitter has perfect channel
knowledge through feedback from the receiver or reciprocity of the downlink and uplink channels.
Let’s denote by X the Nt� Nt covariance matrix of the channel input vector x and let us further assume
that the channel is unknown to the transmitter; then it can be shown that the MIMO channel capacity
can be written as:

CMIMO ¼ log2ðdetPIþHXHHRÞ (10-30)
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where tr(X)� g ensures the total signal power does not exceed a certain limit. It can be shown that for
equal transmit power uncorrelated sources X ¼ (g/Nt)I and Equation (10-30) becomes identical to
Equation (10-29). This is true when the channel matrix is unknown to the transmitter and the input
signal is Gaussian-distributed, maximizing the mutual information. If the receiver measures and sends
channel quality feedback or channel state information to the transmitter, the covariance matrix X is not
proportional to the identity matrix, rather it is constructed from a water-filling algorithm. If one
compares the capacity achieved assuming equal transmit power and unknown channel with that of
perfect channel estimation through feedback, then the capacity gain due to the use of feedback is
obtained. For the independent identically-distributed Rayleigh fading scenario, the linear capacity
growth discussed earlier will be observed. It is shown that Equation (10-29) can be written as follows:

CMIMO ¼
XminðNt;NrÞ

i¼ 1

log2ð1þ
gl2i
Nt

Þ (10-31)

where li ¼ 1,2,.,min(Nt,Nr) are the non-zero eigenvalues of HHH. We can decompose the MIMO
channel into K � min(Nt,Nr) equivalent parallel SISO channels using the Singular Value

1

0.5

0
40

20

Time Index

h11(n)

M
ag

ni
tu

de

OFDM Symbol Index0 0
5

10
15

1

0.5

0
40

20

Time Index

h12(n)

M
ag

ni
tu

de

OFDM Symbol Index0 0
5

10
15

1

0.5

0
40

20

Time Index

h21(n)

M
ag

ni
tu

de

OFDM Symbol Index0 0
5

10
15

1

0.5

0
40

20

Time Index

h22(n)

M
ag

ni
tu

de

OFDM Symbol Index0 0
5

10
15

FIGURE 10-23

An example of the multipath impulse responses of Nt ¼ 2, Nr ¼ 2 MIMO channel
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Decomposition (SVD) theorem.[15,31,32]i Let y ¼ Hx þ n describe the input-output relationship of
the MIMO channel where y is the output vector with Nr components, x is the input vector with Nt

components, n is the additive noise vector with Nr components, and H is the Nr � Nt channel matrix.
Using SVD, we can show H ¼ USVH. Let x

_ ¼ VHx; y
_ ¼ UHy; and n

_ ¼ UHn denote the
unitary transformation of the channel input and output and noise vectors, it can be shown that
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An example of the multipath frequency responses of Nt ¼ 2, Nr ¼ 2 MIMO channel

iThe concept of decomposition of an N � N Hermitian matrix in terms of quadratic product of the N � N unitary matrix
composed of eigenvectors, an N � N diagonal matrix of eigenvalues can be generalized to M � N complex-valued matrices
of rank K. If A is an M � N (M > N) complex-valued matrix of rank K, then A ¼ U

P
VH denotes the Singular Value

Decomposition of A where the M � M unitary matrix U is composed of the eigenvectors of AAH; i.e., U ¼ (u1,u2,.um)
and the N � N unitary matrix V is composed of eigenvectors of AHA (i.e., V ¼ v1,v2,.vn), A

HAvi [ si
2vi). The elements

of the M � N matrix S ¼
�
L 0
0 0

�
; L ¼ diagðs1; s2;.; sKÞ are the square roots of the eigenvalues of matrix AHA

which are referred to as the singular values of matrix A. Therefore, matrix A may be written as A ¼ PK
i¼ 1 siuivi. The

number of non-zero singular values of matrix A is the rank of A. The singular values of matrix A are positive real numbers
which satisfy s1 � s2 � . � sK > 0. [64]
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y
_ ¼ Sx

_ þ n
_

. Since U and V are unitary matrices and S ¼ diagðl1; l2;.; lminðNr ;NtÞ; 0; 0;.; 0Þ,
it is clear that the capacity of this model is the same as the capacity of the model y¼Hxþ n. However,
S is a diagonal matrix with K non-zero elements on the main diagonal, thus y

_
1 ¼ l1 x

_
1þ

n
_

1;.; y
_

k ¼ lk x
_

k þ n
_

k; y
_

kþ1 ¼ n
_

kþ1. The latter equations are conceptually equivalent to K
parallel SISO eigen-channels, each with a signal power of l2i ; i ¼ 1; 2;.;minðNt;NrÞ. Hence, the
MIMO channel capacity can be rewritten in terms of the eigenvalues of the input signal covariance
matrix X.

When the channel knowledge is available at the transmitter and receiver, then H is known and we
can optimize the capacity overX, subject to the power constraint tr(X)� g . It is shown in the literature
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A comparison of the information theoretic capacity of some MIMO channels
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that the optimal X in this case exists and is known as a water-filling solution. The channel capacity in
this case is given by:

C ¼ PK
k¼ 1

log2ðhl2i Þ
þ

g ¼ PK
k¼ 1

ðh� l�2
i Þþ

(10-32)

where ðxÞþ ¼ xcx� 0; ðxÞþ ¼ 0cx < 0 and h is a non-linear function of eigenvalues of the channel
input covariance matrix. The effect of various channel conditions on the channel capacity has been
extensively studied in the literature. For example, increasing the LoS signal strength at fixed SNR
reduces the capacity in Ricean channels [38]. This can be explained in terms of the channel matrix rank
or through various eigenvalue properties. The issue of correlated fading is of considerable importance
for implementations where the antennas are required to be closely spaced. The optimal water-filling
allocation strategy is obtained when the power allocated to each spatial sub-channel is non-negative.
Figure 10-26 illustrates an example where the water-filling algorithm is applied to an OFDM
system assuming Number of Sub-channels ¼ 16, Total Power ¼ �20 dBm, N0 ¼ �80 dBm, and
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An example illustration of a water-filling algorithm in an OFDM system
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Bandwidth ¼ 1 MHz. It can be observed that depending on the inverse carrier-to-noise ratio of each
sub-channel, the amount of power allocated to each sub-channel differs, provided that the sum of sub-
channel powers does not exceed the total available power. The power allocated to each sub-channel
corresponds to parameters l2i .

10.4.2 Spatial Multiplexing and Diversity

The main objective of space–time diversity coding schemes is to exploit the inherent spatial (multi-
path) diversity in MIMO channels through properly-designed space–time codes. In this section, two
transmit diversity schemes, namely the Alamouti scheme and Cyclic Delay Diversity (CDD), are
described where both realize full spatial diversity of the channel without requiring channel knowledge
at the transmitter. In the Alamouti scheme, we consider a MIMO channel with two transmit antennas
and any number of receive antennas. The Alamouti scheme can be described as follows. Two different
complex-valued data symbols s1 and s2 are transmitted simultaneously from antenna ports 1 and 2,
respectively, during the first symbol period. In the second symbol period, symbols �s�2 and s�1 are and
are sent from antennas 1 and 2, respectively. It must be noted that the rate equals one in the Alamouti
scheme since two independent data symbols are transmitted over two symbol periods. Let’s consider
the following case with two transmit-antennas and one receive-antenna, thereby we have two
channels H1 and H2. The received signal at the first and second symbol period can be expressed as
follows:

y1 ¼ H1s1 þ H2s2 þ n1

y2 ¼ �H1s
�
2 þ H2s

�
1 þ n2

(10-33)

Let r ¼ ½y1 ; y�2�H ; s ¼ ½s1 s2�H ; and n ¼ ½n1 n2�H andH ¼

H1 H2

H� �H�

�
, the relationship between

the output and the input of the channel can bewritten as follows r¼Hsþnwheremultiplying both sides
of the latter equation byHH yields ~r ¼ HHHsþ ~n. Since H is orthogonal; i.e.,HHH[ aI where a¼
jH1j2 þ jH2j2; dividing both sides of the equation by a yields:

~r1

jH1j2 þ jH2j2
¼ s1 þ H�

1n1

jH1j2 þ jH2j2
þ H2n2

jH1j2 þ jH2j2
~r2

jH1j2 þ jH2j2
¼ s2 þ H�

2n1

jH1j2 þ jH2j2
þ �H1n2

jH1j2 þ jH2j2
(10-34)

It is assumed that the channels are independent and identically distributed with frequency flat-fading
and remain constant over (at least) two consecutive symbol periods. Appropriate processing at the
receiver, as shown in Equations (10-33) and (10-34), collapses the vector channel into a scalar channel
for either of the transmitted data symbols where ~r is the processed received signal corresponding to
transmitted symbol s and ~n is the processed noise. Even though the channel knowledge is not available
to the transmitter, the Alamouti scheme achieves 2Nr order diversity. We note, however, that array gain
is realized only at the receiver since the transmitter does not have channel state information. The
Alamouti scheme may be extended to channels with more than two transmit antennas through
orthogonal space–time block coding. The link-level performance of the Alamouti scheme is compared
to the SISO and SIMO cases in Figure 10-27, assuming BPSK-modulated input symbols and Rayleigh
fading channel.
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Delay diversity is an alternative method in which the same symbol is transmitted at different time
instances, such that each symbol experiences different fading. The delay diversity converts spatial
diversity into frequency diversity by transmitting the data signal from the first antenna port and
a delayed replica of the signal from the second antenna port. Assuming two transmit antennas and one
receive antenna and the delay induced by the second antenna equals one symbol period, the effective
channel seen by the data signal is a frequency-selective fading SISO channel with impulse response h
(k) ¼ h1d(k) þ h2d(k � 1) where h1 and h2 are complex-valued flat-fading channels. We note that the
effective channel resembles a two-path SISO channel with independently fading paths and equal
average path energy. A Maximum-Likelihood (ML) detector will realize full second-order diversity at
the receiver. If the same signal is transmitted from two or more transmit antennas, a beamforming
effect is created where in some directions the signal is attenuated while in other directions it may be
amplified. The CDD scheme mitigates this problem by transmitting cyclically shifted signals from the
transmit antennas. Let’s consider an OFDM symbol with constellation dk at the kth frequency index,
the time-domain signal corresponding to this symbol which is transmitted from antenna port 1 can be
expressed as follows:

s1ðtÞ ¼ Re

8<
:ejuct

XðNFFT�1Þ=2

k¼�ðNFFT�1Þ=2
dke

j2pkðt�tgÞ=Tu

9=
; mTu � t � ðmþ 1ÞTu (10-35)
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Using CDD scheme, the transmitted signal from the second antenna port is given by

s2ðtÞ ¼ Re

8<
:ejuct

XðNFFT�1Þ=2

k¼�ðNFFT�1Þ=2
dke

j2pkðt�tg�TCDDÞ=Tu

9=
; mTu � t � ðmþ 1ÞTu (10-36)

This is equivalent to a cyclic rotation of the signal in the time-domain. The implementation of
the CDD scheme is simplified, if the cyclic shift TCDD is an integer multiple of the sampling
time. At the receiver, the effect of CDD at the kth index is of receiving through the channel
H1(k) þ exp(j2pkTCDD/Tu)H2(k). The advantage over the case of H1(k) þ H2(k), which is the
result of transmission of the same signal over the two channels, is the prevention of the
beamforming effect, i.e., directed transmission in one direction and undesired emission in
the other directions.

The main objective of spatial multiplexing, as opposed to space–time diversity coding, is to
maximize transmission data rate. Therefore, min(Nt,Nr) independent data symbols are transmitted per
symbol period, such that the spatial rate is min(Nt,Nr). There are several encoding options that can be
used in conjunction with spatial multiplexing to achieve the increased data rate. Horizontal Encoding
(HE) and Vertical Encoding (VE) are the prominent encoding options that are typically used in
wireless communication systems. In an HE scheme, the bit stream to be transmitted is de-multiplexed
into separate data streams where each stream is processed through the transmission chain, i.e.,
independent temporal encoding, symbol mapping, and interleaving, and is then transmitted from the
corresponding antennas. The antenna-to-stream mapping remains static over time. The spatial rate is
min(Nt,Nr) and the overall signaling rate is nmodulation-orderrb min(Nt,Nr), where rb is the channel coder
input bit rate and nmodulation-order denotes the QAM modulation order. The HE scheme can at most
achieve Nr order diversity, since any given information bit is transmitted from only one transmit
antenna and received by Nr receive antennas. While this is a source of sub-optimality of the HE
architecture, it does simplify receiver design. The coding gain achieved by HE depends on the coding
gain of the temporal code. Furthermore, a maximum array gain of Nr can be realized using the HE
scheme.

In the VE architecture, the bitstream undergoes temporal encoding, symbol mapping, and
interleaving after which it is de-multiplexed into min(Nt,Nr) streams transmitted from the individual
antennas. This form of encoding can achieve full Nt � Nr order diversity, provided that the temporal
code is properly designed, since each information bit can be spread across all the transmit
antennas. Nevertheless, the VE scheme requires joint decoding of the sub-streams, which increases
receiver implementation complexity compared to an HE scheme where the individual data streams
can be decoded separately. The spatial rate of VE is min(Nt,Nr) and the overall signaling rate is
nmodulation-orderrb min(Nt,Nr). The coding gain achieved by VE will depend on the temporal channel
coding characteristic and a maximum array gain of Nr can be achieved.

Space-Frequency Block Codes (SFBC) is the frequency-domain version of the Space-Time
Block Codes (STBC). This family of codes is designed to achieve diversity gain by transmitting
orthogonal streams which yield optimal SNR with a linear receiver. Since in the OFDMA systems,
the number of OFDM symbols in a subframe may often be an odd number, while STBC (e.g.,
Alamouti codes) operates on pairs of adjacent symbols in the time-domain, the application of STBC
would not be straightforward. For SFBC transmission, the adjacent sub-carriers on each OFDM
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symbol are paired, encoded, and transmitted from two BS antenna ports where the encoding is
defined as follows:

W ¼
"

xk xkþ1

�x�kþ1 x�k

#
(10-37)

where ðxk;�x�kþ1Þ and ðxkþ1; x
�
kÞ are transmitted from antenna port 1 and 2, respectively. Note that the

spatial rate of the SFBC codes in this case is one.

10.4.3 MIMO Receivers

The orthogonal space-time block coding transforms a vector detection problem into a number of scalar
detection problems. Similar extensions can be made to frequency-selective fading MIMO channels.
Therefore, receiver design techniques such as Zero-Forcing (ZF), Minimum-Mean Square Error
(MMSE) estimation, and (optimal) Maximum Likelihood (ML) sequence detection can be utilized
[15,41]. The use of transmit diversity techniques, such as delay diversity or frequency-offset diversity,
transforms a MISO channel into a number of SISO channels and allows the application of SISO
receiver architectures. For a general space–time trellis code, a vector Viterbi decoder can be employed.
The space–time trellis coding in general provides improved performance over orthogonal space-time
block coding at the expense of receiver complexity. The problem encountered by a receiver for spatial
multiplexing is the presence of multi-stream interference since the signals sent from different transmit
antennas interferes with each other. Note that in spatial multiplexing the different data streams are
transmitted in the same channel and occupy the same resources in time and frequency. For the sake of
simplicity we restrict our attention to the case where Nr � Nt.

The optimal detection for spatially-multiplexed signals is to use maximum likelihood criterion.
The ML receiver performs vector decoding and is optimal in the sense of minimizing the error
probability. Assuming equally likely, temporally uncoded vector symbols, the ML receiver generates
an estimate of the transmitted signal vector as follows:

bs ¼ argmin
s

����y�
ffiffiffiffiffi
Es

Nt

r
Hs

����
2

(10-38)

where the minimization is performed over all possible transmit vector symbols s. Let Z denote the
alphabet size of the scalar constellation transmitted from each antenna, a complete implementation
requires an exhaustive search over a total of ZNtvector symbols or hypotheses, making the decoding
complexity of this receiver grow exponentially with the number of transmit antennas. The recent
development of fast ML detection algorithms reduces the computational complexity of the ML
decoder. The ML receiver realizes Nr diversity order for the HE scheme and Nr� Nt diversity order for
the VE scheme [15,41].

An alternative non-linear approach to detection of spatially multiplexed signals is Successive
Interference Cancellation (SIC) by assuming that the spatially-multiplexed signals are separately
coded (i.e., horizontal encoding or multi-codeword transmission). As shown in Figure 10-28, in an SIC
receiver, one of the spatially multiplexed signals is initially demodulated and decoded. On successful
decoding, the data is re-encoded and subtracted from the received signals. The second spatially
multiplexed signal can then be demodulated and decoded in the absence of interference from the first
detected signal. The subtraction would ideally improve the signal-to-interference ratio. The procedure
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is iterated until all spatially multiplexed signals are demodulated and decoded. It is noted that the first
signals to be decoded using this approach are subject to higher interference levels compared to those
that are decoded later in the process. Therefore, the ith signal to be decoded must be more robustly
coded than the (i þ 1)th signal. This can be achieved in multi-codeword transmission by applying
different modulation and coding schemes to different spatially multiplexed signals. The latter scheme
is often referred to as Per-Antenna Rate Control (PARC).

The decoding complexity of the ML receiver can be reduced using a linear filter to separate the
transmitted data streams, and then independently decode each stream. The ZF and MMSE linear
detectors are examples of such receivers. The ZF matrix filter that separates the received signal into its
component streams detector is given by:

GZF ¼
ffiffiffiffiffi
Nt

Es

r
Hy ¼

ffiffiffiffiffi
Nt

Es

r
ðHHHÞ�1HH (10-39)

where G ZF is an Nt � Nr matrix that inverts the channel matrix and Hy denotes the Moore–Penrose
inverseii of the channel matrix H. The output of the ZF receiver is obtained as follows:

y ¼ sþ
ffiffiffiffiffi
Nt

Es

r
Hyn (10-40)
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FIGURE 10-28

The structure of a successive interference cancellation MIMO receiver

iiGiven a matrix A and vector b and equation Ax [ b, we find the vector x that minimizes kAx � bk. Using the
orthogonality principle, the error is taken perpendicular to the estimation vector such that xHAHðAx� bÞ ¼ 0 which
implies that AHAx ¼ AHb(since xs0Þ, or x ¼ ðAHAÞ�1AHb. One should note that Ax ¼ AðAHAÞ�1AHb. The matrix
Ay ¼ ðAHAÞ�1AH is defined as the Moore–Penrose inverse of the matrix A. If AHA is not invertible, the SVD algorithm is
used to calculate the matrix pseudo-inverse. In that case, we may write A ¼ VKSKU

H
K and seek x such that kVKSKU

H
Kx�

bk is minimized. Using the orthogonality principle, we have xHUKSKV
H
K ðVKSKU

H
Kx� bÞ or (assuming xs0)

UKS
2
KU

H
Kx� UKSKV

H
Kb ¼ 0 such that S2

KU
H
Kx� SKV

H
Kb ¼ 0, multiplying both sides by S�2

K yields
UH

Kx� S�1
K VH

Kb ¼ 0. The latter is true when x ¼ PK
i¼ 1ð 1sivHi bÞui; therefore x ¼ UKS

�1
K VH

K b.
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which shows that the ZF receiver decomposes the channel matrix into parallel scalar channels with
additive spatially-colored noise. Each scalar channel is then decoded independently, irrespective of
noise correlation across the processed streams. The ZF receiver transforms the joint decoding problem
into single stream decoding problems, thereby significantly reducing receiver complexity. This
complexity reduction is achieved at the expense of noise enhancement, which in general results in
a significant performance degradation (compared to the ML decoder). The diversity order achieved by
each of the individual data streams equals Nr � Nt þ 1. Figure 10-29 illustrates the link-level
performance of a 2 � 2 MIMO system with a ZF receiver. It is shown that the performance is close to
that of a SISO system since the diversity order is one.

The MMSE receiver balances multi-stream interference mitigation and noise enhancement effect
and minimizes the total error, and is given by:

GMMSE ¼ argmin
G

E

�
kGy� sk2

�
¼

ffiffiffiffiffi
Nt

Es

r �
HHHþ NtN0

Es
I

��1

HH (10-41)

where I is an Nr � Nr identity matrix. In low signal-to-interference plus noise ratios (i.e., SINR < 0
dB), the performance of the MMSE receiver approaches that of a matched-filter receiver, out-
performing the ZF detector which tends to enhance noise. In high signal-to-interference plus noise
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Link-level performance of 2 � 2 MIMO with ZF equalizer (Rayleigh channel and BPSK modulation)
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ratios; however, the performance of the MMSE receiver approaches that of a ZF receiver, and therefore
realizes Nr � Nt þ 1 order diversity for each data stream.

In Maximal Ratio Combining (MRC), the output is a weighted sum of all receiver branches, thus
the coefficients ai,i ¼ 1,2,.,Nr are all non-zero. The signals are co-phased and ai ¼
bie

�jqi ; i ¼ 1; 2;.;Nr where qi is the phase of the received signal on the ith branch (see
Figure 10-30). The magnitude of the combined output can be written as y ¼ PNr

i¼1biri. Let’s assume
that the noise power spectral density is N0/2 in each branch, which yields the combined noise at the
output n ¼ PNr

i¼1b
2
i N0=2. The SNR at the output of the combiner is given as:

g ¼ 1

N0

ðPNr

i¼1biriÞ2PNr

i¼1b
2
i

(10-42)

The objective is to find ai,i ¼ 1,2, ., Nr which maximizes the output SNR. It can be understood that
branches with higher SNR are weighted more than those with lower SNR; therefore, the coefficients
ai,i ¼ 1,2, ., Nr are proportional to the branch SNRs. The coefficients are found by taking partial
derivatives of the output SNR expression and solving the resulting equations for the optimal weights
which yields ai ¼ r2i =N0; i ¼ 1; 2;.;Nr, and the output SNR will be the sum of the SNRs of the
receiving branches. Therefore, the output SNR and the corresponding array gain increase linearly with
the number of the diversity branches (i.e., the number of received antennas).

The trade-off among transmission rate, error rate, and SINR for the scenarios where the transmitter
has no channel knowledge and the receiver has perfect knowledge of channel state information has
been studied in the literature. If the MIMO channel is assumed to be block-fading (A Block-Fading
Channel is a model which assumes the fading-gain stochastic process is piece-wise constant over the
blocks of N input symbols. The channel is modeled as a sequence of independent random variables,
each representing the fading gain in a block.) and that the length of the transmitted codewords is less
than or equal to the channel block length, and if the channel were perfectly known to the transmitter,
we could choose a signaling rate equal to or less than channel capacity and achieve error-free trans-
mission. The coding scheme to achieve capacity consists of performing modal decomposition, which
decouples the MIMO channel into parallel SISO channels, and then using ideal SISO channel coding.
In practice, turbo codes can achieve near MIMO channel capacity performance. If the channel is

r1ejθ1s(t) r2ejθ2s(t) r3ejθ3s(t) rNrejθNrs(t)

a1 a2 a3 aNr

FIGURE 10-30

A generic linear combining receiver
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unknown to the transmitter, modal decomposition is not possible. Since the channel is selected
randomly according to a given fading distribution, there will always be a non-zero probability that
a given transmission rate is not supported by the channel. We assume that the transmitted codeword is
decoded successfully if the rate is at or below the mutual information, assuming a spatially white
transmit covariance matrix, associated with the given channel realization. A decoding error is declared
if the rate exceeds the mutual information. Therefore, if the transmitter does not have any knowledge
of the channel, the PER would be equal to the outage probability associated with the transmission rate.
We define the diversity order for a given transmission rate as:

dðRÞ ¼ � lim
g/N

log½PeðR;gÞ�
logðgÞ (10-43)

where Pe(R,g) is the PER corresponding to transmission rate R and SNR g. Thus, the diversity order is
the magnitude of the slope of the PER plotted as a function of the SNR on a logarithmic scale.

10.4.4 Precoding and Beamforming

Themultiple antennas at the transmitter and receiver canbeused to achieve array anddiversitygain instead
of capacity gain. In this case, the same symbolweightedby a complex-valued scale factor is sent fromeach
transmit antenna so that the input covariance matrix has unit rank. This scheme is referred to as beam-
forming. Itmust be noted that there are two conceptually and practically different classes of beamforming:
(1) direction-of-arrival beamforming (i.e., adjustment of transmit or receive antenna directivity); and (2)
eigen-beamforming (i.e., a mathematical approach tomaximize signal power at the receive antenna based
on certain criterion). In this section, we only consider eigen-beamforming schemes.

A classic eigen-beamforming scheme usually performs linear, single-layer, complex-valued
weighting on the transmitted symbols, such that the same signal is transmitted from each transmit
antenna using appropriate weighting factors. In this scheme, the objective is to maximize the signal
power at the receiver output. When the receiver has multiple antennas, the single-layer beamforming
cannot simultaneously maximize the signal power at every receive antenna, hence, precoding is used
for multi-layer beamforming in order to maximize the throughput of a multi-antenna system. Pre-
coding is a generalized beamforming scheme to support multi-layer transmission in a MIMO system.
Using precoding, multiple streams are transmitted from the transmit antennas with independent and
appropriate weighting per antenna such that the throughput is maximized at the receiver output.

In a single-user MIMO system, identity matrix precoding (for open-loop) and SVD precoding (for
closed-loop) are used to achieve link-level MIMO channel capacity. In addition, random unitary
precoding can achieve the open-loop MIMO channel capacity with no signaling overhead in the
uplink. The SVD precoding, on the other hand, has been shown to achieve the MIMO channel capacity
when channel state information is signaled to the transmitter. In a precoded SU-MIMO system
with Nt transmit antennas and Nr receive antennas, the input-output relationship can be described as
y ¼ HWs þ n where s ¼ [s1, s2,., sM]

t is anM � 1 vector of normalized complex-valued modulated
symbols, y ¼ [y1, y2,., yNr]

t and n ¼ [n1, n2,.,nNr]
t are the Nr � 1 vectors of received signal and

noise, respectively, H is the Nr � Nt complex-valued channel matrix, and W is the Nt � M linear
precoding matrix. The superscript “t” denotes the transpose operator.

In the receiver, a hard decoded symbol vector bs is obtained by decoding the received vector y by
a vector decoder, assuming perfect knowledge of the channel and the precoding matrices. We assume
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the entries of H are independent and distributed according to Zð0; 1Þ and the entries of noise vector
n are independent and distributed according to Zð0;N0Þ. The input vector s is assumed to be
normalized, thus E[ssH] ¼ I where I is an identity matrix. Let’s further assume that precoding
matrix W is unitary, thus WWH ¼ I. The receiver selects a precoding matrix Wi,i ¼ 1,2,.,
Ncodebook from a finite set of quantized precoding matrices U ¼ fW1;W2;.;WNcodebookg and
sends the index of the chosen precoding matrix back to the transmitter over a low-delay feedback
channel. There are two questions that need to be answered: (1) the optimal selection criterion for
choosing a precoding matrix from U; and (2) the design of codebook U. The matrix Wi,i ¼
1,2,.,Ncodebook can be selected from U by using either of the following optimization criterion [57]:
(1) minimizing the trace of the mean squared error (MMSE-trace selection); (2) minimizing the
determinant of the mean squared error (MMSE-determinant selection); (3) maximizing the
minimum singular value of HW (singular value selection); (4) maximizing the instantaneous
capacity (capacity selection); or (5) maximizing the minimum received symbol vector distance
(minimum distance selection). The above selection criteria may be evaluated at the receiver using
a full search over all matrices in U. Using distortion functions based on the selection criteria, it can
be shown that the codebook U is designed using Grassmannian subspace packing [57]. If MMSE-
trace, singular value, or minimum distance selection is used, the codebook is designed such that
3 ¼ minWisWj

kWiW
H
i � WjW

H
j k2iii is maximized. If the MMSE-determinant or capacity selection

optimization method is used, the codebook is designed such that 3 ¼ minWisWj
arccosjdetðWH

i WjÞj
is maximized.

The MIMO codebooks are designed based on a trade-off between performance and complexity.
The following are some desirable properties of the codebooks:

1. Low-complexity codebooks can be designed by choosing the elements of each constituent matrix
or vector from a small binary set, e.g., a 4 alphabet {	1, 	j} set, which eliminates the need for
matrix or vector multiplication. In addition, nested property of the codebooks can further reduce
the complexity of CQI calculation when rank adaptation is performed.

2. The base station may perform rank overriding which results in significant CQI mismatch, if the
codebook structure cannot adapt to it. A nested property with respect to rank overriding can be
exploited to mitigate the mismatch effects.

3. Power amplifier balance is taken into consideration when designing codebooks with constant
modulus property, which may eliminate an unnecessary increase in PAPR.

4. Good performance for a wide range of propagation scenarios, e.g., uncorrelated, correlated, and
dual-polarized channels, is expected from the codebook design algorithms. A DFT-based
codebook is optimal for linear array with small antenna spacing, since the vectors match with
the structure of the transmit array response. Additionally, with an optimal selection of the
matrices and entries of the codebook (rotated block diagonal structure), significant gains can be
obtained in dual-polarized scenarios.

5. Low feedback and signaling overhead are desirable from operation and performance perspective. As
such, a 3-bit codebook for two transmit-antennas and a 6-bit codebook for four transmit-antennas

iiiThe Euclidean norm of square matrix A is defined as kAk2 ¼ supkxk¼1kAxk2. The spectral norm of matrix A is the
largest singular value of A or the square root of the largest eigenvalue of the positive-semi-definite matrix AHA, i.e.,

kAk2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
lmaxðAHAÞ

q
where AH denotes the conjugate transpose of A. [67,68]

10.4 Multi-antenna transmission schemes 565



have been considered for IEEE 802.16m. Additional gain can be obtained using a differential
codebook.

6. Low memory requirement is another design consideration for the MIMO codebooks.

The IEEE 802.16-2009 standard codebooks were optimized exclusively for uncorrelated scenarios and
the performance loss in other scenarios (correlated antennas, dual-polarized antennas) is significant.
In order to improve the performance of the closed-loop MIMO schemes in various deployment
scenarios, DFT-based transform codebooks and associated precoding matrices were investigated that
were optimized for cross-polarized channels.

An alternative approach to codebook-based precoding is to use differential codebook precoding, in
which the transmitter computes the precoding matrix by using a differential codebook precoding
matrix specified by the receiver and the previous precoding matrix used in the transmitter, thus Wk ¼
Cmopt

Wk�1 where each differential codebook precoding matrix Cm;m ¼ 1; 2;.;N 0
codebook is an Nt �

Nt matrix. The receiver selects the optimum differential precoding matrix which maximizes the
instantaneous capacity as follows:

Optimum � Codebook � Index : mopt ¼ argmax
m

log2det

�
Iþ g

Nt
HkWC0

mC
0H
m HH

k

�
(10-44)

where fC0
1;C

0
2;.;C0

N 0
codebook

g ¼ fC1Fk�1;C2Fk�1;.;C0
N 0

codebook
Fk�1g and g is the signal-to-noise

ratio. The initial precoding matrix could be set as the first M columns of the Nt � Nt identity matrix.
One advantage of the differential precoding scheme is that the candidate precoding matrices
fC0

1;C
0
2;.;C0

N 0
codebook

g are refined every precoding update instance, which virtually increases the
codebook size to realize finer quantization of the channel [60]. Since the differential precoding
schemes compute the precoding matrix by using the previous precoding matrix, different criteria
should be used to generate precoding matrices. In a slow-fading environment where precoding is more
effective, the channel variation during the precoding matrix update interval is relatively small. In this
case, the ideal codebook matrix which is multiplied by the previous precoding matrix should be close
to the identity matrix. Thus, the codebook design strategy is to optimize the codebook such that the
codebook includes quasi-diagonal matrices. More specifically, codebook matrices are computed from
two unitary matrices asCm¼GH(t)G(tþ Dt) whereGðtÞ˛CNt�Nt is a random unitary matrix. Note that
since both G(t) and G(tþ Dt) are unitary matrices, each codebook matrix Cm˛CNt�Nt also has unitary
properties and small perturbation of Dt produces quasi-diagonal matrices whose diagonal entries are
more dominant than other entries. A set of codebooks fC1;C2;.;CN 0

codebook
g is generated by using

various Dt values where the codebook is optimized by capacity maximization criterion.
In SVD precoding, assuming perfect knowledge of the channel state information, the channel

matrix isH ¼ USVH where U and Vare unitary matrices (i.e., UHU ¼ I,VHV ¼ I) and S is a diagonal
matrix containing eigenvalues of the channel matrix. If the relationship between the output and input
of the channel is described as y¼Hsþ n, then by replacing the channel matrix with its SVD form and
multiplying both sides by UH, one can write UHy ¼ UHUSVHs þ UHn. Further simplification of the
latter equation would yield ~y ¼ Sxþ ~n, if the input signal is precoded with x ¼ VHs. Using SVD
precoding, the channel matrix is diagonalized and the spatial interference is removed without any
matrix inversion or non-linear processing. SinceU is unitary,UHn still has the same variance as n, thus,
the SVD precoding does not result in noise enhancement. Due to substantial feedback and the
complexity of singular value decomposition of the channel matrix, the SVD precoding is not
considered a viable precoding scheme. This procedure is illustrated in Figure 10-31.
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The precoding algorithms for multi-user MIMO can be classified into linear and nonlinear classes.
Linear precoding schemes can achieve reasonable performance with lower complexity compared to
nonlinear precoding techniques. Linear precoding includes unitary and zero-forcing precoding
schemes. Nonlinear precoding can achieve near optimal capacity at the expense of increased
complexity. Nonlinear precoding is designed based on the concept of dirty paper coding, where any
known interference at the transmitter can be canceled, if the optimal precoding scheme is applied to the
transmit signal.

Unitary precoding includes unitary and semi-unitary precoding both of which are a simple
extension of SVD precoding in single-user MIMO, with the addition of the SDMA-based user
scheduling technique. The SDMA-based opportunistic user scheduling technique groups near
orthogonal users to avoid intra-group interferences at the cost of minimal signaling overhead, which
results in higher performance relative to the single-user MIMO. For example, it can increase diversity
order to approximately the number of transmit antennas, even with simple linear decoding at the
receiver.

The zero-forcing precoding consists of zero-forcing and regularized zero-forcing precoding. If the
transmitter has perfect knowledge of the downlink channel state information, ZF-based precoding can
achieve near channel capacity performance when the number of users is large. With limited channel
state information at the transmitter, ZF-precoding requires increased feedback to achieve the full
multiplexing gain. Hence, inaccurate channel state information at the transmitter may result in
significant loss of performance due to residual interference among transmit streams.

Dirty paper coding is a coding technique that cancels known interference without power penalty,
provided that the transmitter has perfect knowledge of the interfering signals regardless of whether the
receiver has knowledge of channel state information. This category includes Costa precoding [71],
Tomlinson-Harashima precoding [15,31], and the vector perturbation technique [73]. Vector pertur-
bation uses modulo operation at the transmitter to perturb the transmitted signal vector to avoid the
transmit power enhancement incurred by zero-forcing methods. The optimal perturbation method is
found by solving a minimum distance problem and thus can be implemented using sphere encoding or
full search-based algorithms [57].

In the downlink direction of a precoded MU-MIMO system (alternatively known as broadcast
channel in the literature) with Nt transmitter antennas at the BS and one receive antenna for the kth
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An illustration of unitary precoding procedures
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user, the input-output relationship can be written as yk ¼ hHk xþ nk; k ¼ 1; 2;.;Nu, where
x ¼ PNu

i¼1siwi is the Nt� 1 vector of weighted transmitted symbols si, yk and nk are the received signal
and noise, respectively, hk is the kth Nt � 1 channel vector, where matrix H ¼ [h1,h2,.,hNu]

t is the Nu

� Nt complex-valued downlink channel matrix and wk is the kth Nt � 1 normalized linear precoding
vector.

The mathematical relationship for the input and output of a precoded MU-MIMO system in the
uplink (alternatively known as multiple access channel in the literature) with Nr receive antennas at BS
and one transmit antenna for each user can be written as y ¼ PNu

k¼1skvkhk þ n where skvk is the
weighted complex-valued modulated symbol from user k, y ¼ [y1,y2,.,yNr]

t and n ¼ [n1,n2,.,nNr]
t

are the Nr � 1 vectors of received signal and noise, respectively, hk is the kth Nr � 1 channel vector,
where matrixH ¼ [h1,h2,.,hNu] is the Nr � Nu complex-valued uplink channel matrix. As mentioned
earlier, perfect knowledge of the channel state information is necessary at the transmitter in order to
achieve the capacity of a multi-user MIMO channel. However, in practical systems, the receiver only
provides partial channel state information through uplink feedback channels to the transmitter, i.e., the
multi-user MIMO precoding with limited feedback.

The received signal in the downlink of an MU-MIMO system with limited feedback precoding is
mathematically expressed as yk ¼ hHk

PNu

i¼1si bwi þ nk; k ¼ 1; 2;.;Nu. Since the transmit vector for
limited feedback precoding is bwi ¼ wi þ 3i, where 3i is the error vector generated as a result of the
limited feedback and vector quantization, the received signal can be rewritten as:

yk ¼ hHk
XNu

i¼1
siwi þ hHk

XNu

i¼1
si3i þ nk; k ¼ 1; 2;.;Nu (10-45)

where hHk
PNu

i¼1si3i is the residual interference due to the limited feedback precoding. To reduce the
residual interference term, one should use more accurate channel state information feedback which
results in the use of more uplink resources for the feedback. It is shown in reference [55] that the
number of feedback bits per mobile B must be increased linearly with the SNR rdB (in decibels) at the
rate of B ¼ (Nt � 1)log2 r ¼ rdB(Nt � 1)/3 in order to achieve the full multiplexing gain of Nt. In
addition, the scaling of B guarantees that the throughput loss relative to zero-forcing precoding with
perfect channel state information knowledge at the transmitter is upper-bounded by Nt bps/Hz, which
corresponds to a 3 dB power offset. The throughput of a feedback-based zero-forcing system is
bounded, if the SNR approaches infinity and the number of feedback bits per mobile is fixed. Reducing
the number of feedback bits according to B ¼ alog2 r for any a < Nt � 1 results in a strictly inferior
multiplexing gain of Nt[a/(Nt� 1)] where Nt is the number of transmit antennas and r is the SNR of the
downlink channel. In order to calculate the amount of the feedback required to maintain certain
throughput, the difference between the feedback rates of zero-forcing precoding with perfect feedback
and with limited feedback is required to satisfy the following constraint DR(r) ¼ RPF�ZF(r) �
RLF�ZF(r) � log2b. In order to maintain a rate offset less than log2b (per user) between zero-forcing
with perfect CSI and with finite-rate feedback (i.e., DRðrÞ � log2b;cr), it is sufficient to scale the
number of feedback bits per mobile according to B ¼ rdB(Nt � 1)/3 � (Nt � 1)log2(b � 1). The rate
offset of log2b (per user) is translated into a power offset, which is a more useful metric from the design
perspective. Since a multiplexing gain of Nt is achieved with zero-forcing, the zero-forcing curve has
a slope of Nt bps/Hz/3 dB at asymptotically high SNR. Therefore, a rate offset of log2b bps/Hz per user
corresponds to a power offset of 3log2b decibels. To feedback B bits through uplink channel, the
throughput of the uplink feedback channel should be larger than or equal to B, i.e.,wFBlog2(1þ rFB)� B
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where rFB denotes the SNR of the feedback channel. Thus, the required feedback resource to satisfy
the constraint DR(r) � log2b can be shown to be given as follows wFB � [rdB(Nt � 1)/3 � (Nt � 1)
log2(b � 1)]/log2(1 þ rFB), i.e., the required feedback resource is a function of both downlink and
uplink channel conditions.

We defined precoding as adaptive or non-adaptive weighting of the spatial streams prior to
transmission from each antenna port (in a multi-antenna configuration) using a precoding matrix to
improve reception or separation of the spatial streams at the receiver. Both feed-back and feed-forward
precoder matrix selection schemes can be used in order to select the optimal weights. Feed-back
precoding matrix selection techniques do not rely on channel reciprocity, rather they use feedback
channels, provided that the feedback latency is less than the channel coherence time. In feed-forward
approaches, the necessary CSI can be theoretically obtained through direct channel feedback where the
CSI is explicitly signaled to the transmitter by the receiver or channel sounding reference signals. The
direct channel feedback methods preclude the channel reciprocity requirement, whereas channel
sounding methods rely on channel reciprocity. Therefore, explicit control signaling is required for
PMI-based (feedback) schemes. However, in reciprocity-based schemes, the sounding signals in
the uplink and precoded pilots in the downlink are used to assist the transmitter and receiver to
appropriately select the precoding matrix. Reciprocity-based schemes have the additional advantage of
not being constrained to a finite set of codebooks. Beamforming relies on long-term statistics of the
radio channel and, unlike reciprocity-based techniques, does not require short-term correlation
between the uplink and downlink in order to function properly.

10.4.5 Single-User and Multi-User MIMO

Single-user MIMO (SU-MIMO) techniques are point-to-point schemes that improve channel
capacity and reliability through the use of space-time/space-frequency codes (transmit/receive
diversity) in conjunction with spatial multiplexing transmission. In a SU-MIMO transmission, the
advantage of MIMO processing is obtained from the coordination of processing among all the
transmitters or receivers. In the multi-user channel, on the other hand, it is usually assumed that there
is no coordination among the users. As a result of the lack of coordination among users, uplink and
downlink multi-user MIMO channels are different. In the uplink scenario, users transmit to the base
station over the same channel. The challenge for the base station is to separate the signals transmitted
by the users, using array processing or multi-user detection methods. Since the users are not able to
coordinate with each other, there is not much that can be done to optimize the transmitted signals
with respect to each other. If some channel feedback is allowed from the transmitter back to the
users, some coordination may be possible, but it may require that each user knows all the other users’
channels, rather than only its own. Otherwise, the challenge in the uplink is mainly in the processing
done by the base station to separate the users. In the downlink channel, where the base station
simultaneously transmits to a group of users over the same channel, there is some inter-user inter-
ference for each user which is generated by the signals transmitted to other users. Using multi-user
detection techniques, it may be possible for a given user to overcome multiple access interference,
but such techniques are often extremely complicated for use at the receivers. Ideally, one would like
to mitigate the interference at the transmitter by carefully designing the transmitted signal. If CSI is
available at the transmitter, it is aware of what interference is being created for user i by the signal it
is transmitting to user j and vice versa. The inter-user interference can be mitigated by beamforming
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or the use of dirty paper codes. In general, the MU-MIMO and SU-MIMO comparison can be
summarized as follows [15]:

� SU-MIMO is a point-to-point link with predictable link capacity, whereas MU-MIMO channel is
a broadcast channel (BC) in the downlink direction and a multiple access channel (MAC) in the
uplink direction whose link-level data rates are characterized in terms of capacity regions.

� Multi-stream SU-MIMO schemes offer stream diversity in the sense that if one stream has a poor
SNR, the system will not necessarily experience an outage, whereas in the same situation, a
MU-MIMO system be in outage. This is due to the fact that in MU-MIMO schemes, users
typically have an equal target data rate and symbol error rate on their respective links, while in
SU-MIMO systems, only the sum rate of the overall link is considered since all streams are
delivered to the same user.

� The MU-MIMO schemes suffer from a near–far problem due to the significant difference between
the path losses experienced by each user, resulting in large deviations in the SINR of the
corresponding user links. This would benefit the users with better channel conditions, while
there is no near–far problem in SU-MIMO systems. The near–far problem in MU-MIMO
systems may be alleviated via appropriate grouping of the users with similar channel conditions.

� The use of cooperative collocated transmit antennas in SU-MIMO schemes can facilitate encoding
at the transmitter and decoding at the receiver. In contract, the users in a MU-MIMO scheme can
cooperate in encoding at the BS in the downlink and decoding in the uplink; however, the users
cannot cooperate in decoding in the downlink or encoding in the uplink directions.

� The capacity of the downlink and uplink are theoretically identical in the downlink and uplink for
SU-MIMO systems (given the same transmit power and perfect channel knowledge in the
transmitter and the receiver); however, the capacity of the MU-MIMO broadcast channel and
multiple access channel are not identical.

� The capacity of SU-MIMO schemes is less impacted by lack of channel state information at the
transmitter, whereas the capacity of the MU-MIMO broadcast channel suffers significantly from
lack of channel state information at the transmitter.

An important metric for measuring the performance of any communication channel is the infor-
mation theoretic capacity. In a single-user MIMO channel, the capacity is the maximum amount of
information that can be transmitted as a function of available bandwidth given a constraint on
transmitted power. In single-user MIMO channels, it is common to assume that the total power
distributed among all transmit antennas is limited. For the multi-user MIMO channel, the problem is
somewhat more complex. Given a constraint on the total transmit power, it is possible to allocate
varying fractions of that power to different users in the network, thus for any value of total power,
different information rates are obtained. The result is a capacity region shown in Figure 10-33 for
a two-user MU-MIMO channel. The maximum capacity for user 1 is achieved when 100% of the
power is allocated to user 1, and for user 2, the maximum capacity is also obtained when it is
allocated the full power. For every possible power distribution there is an achievable information
rate, which results in the capacity regions depicted in the figure. Two regions are shown in Figure 10-
33, the larger one for the case where both users have roughly the same maximum capacity (similar
channel conditions), and the other region for a case where one of the users has much better channel
condition than the other. For Nu users, the capacity region is characterized by a Nu-dimensional
hyper-region.
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Figure 10-25 illustrates a generic multi-user MIMO scenario where Nu users, each having NtNu

transmit antennas, transmitting simultaneously to the BS in the uplink. The maximum achievable
throughput of the system is determined by the point on the Nu-dimensional hyper-region that maxi-
mizes the sum of all the users’ information rates and is referred to as the sum capacity of the channel
(see Figure 10-33). In the case of a near–far problem where one user has a more strongly attenuated
channel than other users or some users are closer to the BS than others, obtaining the sum capacity
would cause the user with the worse channel to achieve a lower rate.

As shown in Figure 10-32, in the uplink of a multi-user MIMO system, the received signal at the
BS can be written as y ¼ PNu

k¼1H
H
k xk þ n where xk is the Ntk � 1 of the kth user complex-valued
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A generic multi-user MIMO transmission scheme
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signal vector, Hk˛CNtk�Nr denotes the flat-fading channel matrix and n is the independent and
identically distributed additive white Gaussian noise n ¼ ðn1; n2;.; nNrÞ; nkeNð0; 1Þ vector at the
BS. We assume that the receiver k has perfect and instantaneous knowledge of the channel matrix
Hk.

In the downlink as illustrated in Figure 10-32, the received signal at the kth receiver can be written
as yk ¼ Hkxþ nkck ¼ 1; 2;.;Nu where Hk˛CNrk�Nt is the downlink channel and nk˛CNrk�Nt is
the complex-valued additive Gaussian noise at the kth receiver. We assume that each receiver also has
perfect and instantaneous knowledge of its own channel matrix Hk. The transmitted signal x is
a function of the multiple users’ information data, i.e., x ¼ PNu

k¼1xk where xk is the signal carrying kth
user’s message with covariance matrixUk ¼ EfxkxHk g. The power allocated to the kth user is given by
rk ¼ tr{Uk}. Under a sum power constraint at the BS, the power allocation needs to maintain

PNu

k¼1rk
� Ptotal. Assuming a unit variance for the noise, it is now known that the capacity region for a given
matrix channel realization can be written as:

CDL ¼ W
ðr1;r2;.; rNujP rk�PtotalÞ

(
ðR1;R2;.; RNuÞ˛<þNu ;Rl � log2

det
	
IþHið

P
j�iUjÞHH
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)

(10-46)

where <þNu is the Nu-dimensional set of positive real numbers. The above equation may be optimized
over each possible user ordering. Although difficult to realize in practice, the computation of the
capacity region can be simplified using the assumption that the downlink capacity region can be
calculated through the union of regions of the dual multiple access channel with all uplink power
allocation vectors meeting the sum power constraint. The fundamental effect of the use of multiple
antennas at either the BS or the user terminals in increasing the channel capacity is best understood by
examining how the sum capacity, i.e., the point obtained by the maximum

PNu

k¼1Rk in the capacity
region, scales with the number of active users.
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An example illustration of capacity region
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The capacity region in the uplink of an MU-MIMO system can be calculated for two different
cases: (1) joint decoding, i.e., the signals from a group of users are decoded in a cooperative manner;
and (2) independent decoding, where the signals from users are independently decoded in parallel.

The capacity of the MU-MIMO channels can be calculated using dirty paper coding techniques.
The method was inspired by interference cancellation schemes. It is shown that the capacity of
a channel where the transmitter has the knowledge of interference is the same as if there were no
interference. The dirty paper coding concept can be better comprehended by comparing the scheme to
writing on dirty paper with a properly-selected ink color so that the scripts have high contrast and are
clearly readable. It can be shown that the capacity of the MU-MIMO multiple-access channel in the
above cases is given as follows:

Ri � log2


detðRyÞ

detðRy � Esihih
H
i Þ

�
; i ¼ 1; 2;.;Nu ðIndependent DecodingÞ

P
k˛<

Rk � log2det

�
INr þ 1

N0
H<Rs<HH

<

�
ðJoint DecodingÞ

(10-47)

In the above equations, Nr denotes the number of receive antennas at the base station, Nu is the number
of users each with only one transmit antenna, < is a subset of the set of users whose signals are jointly
decoded, H<is the Nr � M complex-valued channel matrix where M is the cardinality of the set <,
Rs<denotes the covariance matrix of the signals transmitted by the users contained in the set <, INr is
an Nr � Nr identity matrix, Rk is the rate that can be reliably achieved by user k, si is the complex-
valued symbol transmitted by user i,i ¼ 1,2,.,Nu, Esi is the average energy of the signal from user
i which differs from one user to another, Ry is the covariance matrix of the received signal at the base
station, andH ¼ [h1, h2,.,hNu] is the normalized Nr � Nu complex-valued channel matrix composed
of individual user complex-valued channel vectors hi.

If the conventional AWGN channel were modified to include an additive interference term that is
known at the transmitter, and the received signal were expressed as the sum of the transmitted signal
plus interference plus noise, one could set the transmitted signal equal to the desired data minus the
interference term; however, such an approach requires increased power and perfect knowledge of
interference. It is shown in the literature that the capacity in such scenario is the same as if the
interference were not present; no additional power is required to cancel the interference than is used in
a nominal additive white Gaussian noise channel. Therefore, writing on dirty paper, from an infor-
mation theory perspective, is equivalent to writing on clean paper when one knows in advance where
the dirt is located. This concept has been used to characterize the sum-capacity and capacity region of
multi-antenna multi-user channels. A dirty paper coding technique for the downlink of a MU-MIMO
system uses the QR decompositioniv of the channel matrix, as the product of a lower triangular matrix
R with a unitary matrix Q such that H ¼ QR . The signal to be transmitted is precoded with the QH

matrix, resulting in the effective channelR. The first user of this equivalent system sees no interference
from other users, i.e., the signal may be chosen without regard for the other users. The second user sees

ivIn linear algebra, the QR decomposition of a matrix is defined as decomposition of a matrix into an orthogonal and an
upper triangular matrix. The QR decomposition is often used to solve the linear least squares problem. The QR decom-
position of a real square matrix A is A [ QR where Q is an orthogonal matrix, i.e., QHQ ¼ I and R is an upper triangular
matrix. This can be generalized to a complex-valued square matrix A and a unitary matrix Q. If A is non-singular, then this
factorization is unique if one requires the diagonal elements of R to be positive-valued.
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interference only from the first user; this interference is known and thus may be cancelled using dirty
paper coding. The other users are dealt with in a similar manner. Alternative approaches apply
dirty paper techniques directly, rather than for individual users. An important difference between the
multi-user MIMO channel and the interference channels for which dirty paper techniques are designed
is that the interference depends on the signal being designed.

Block Diagonalization (BD) is a linear precoding technique for the downlink of MU-MIMO
systems. It decomposes a MU-MIMO downlink channel into multiple parallel orthogonal single-user
MIMO channels. The signal of each user is pre-processed at the transmitter using a modulation matrix
that lies in the null space of all other users’ channel matrices; thereby the multi-user interference in the
system is effectively zero. Block diagonalization is restricted to channels where the number of transmit
antennas Nt is greater or equal to the total number of receive antennas in the network Nr. Let’s define
the precoder matrices as F ¼ ½F1;F2;.;FNu�˛CNr�Ns where Fi˛CNr�Nsi is the ith user precoder
matrix. We assume that Ns � Nr is the total number of the transmitted data streams, while Nsi � Nri is
the number of data streams transmitted to the ith user. We can find the optimal precoding matrix F such
that multi-user interference is zero by choosing a precoding matrix Fi that lies in the null space of the
other users’ channel matrices. Thereby, a MU-MIMO downlink channel is decomposed into multiple
parallel independent SU-MIMO channels.

Minimum mean square error beamforming improves the system performance by allowing a certain
amount of interference, especially for users equipped with a single antenna. However, it suffers from
performance loss when it attempts to mitigate the interference between two closely-spaced antennas,
a situation that usually occurs when the user terminal is equipped with more than one receive antenna.
An improved version of this algorithm known as Successive MMSE (SMMSE) was developed to
mitigate this problem by successively calculating the columns of the precoding matrix for each of the
receive antennas separately. Linear equalization suffers from noise enhancement and hence has poor
power efficiency in some cases. The same drawback is experienced by linear precoding, which
alleviates noise by boosting the transmit power.

The Tomlinson-Harashima Precoding (THP) algorithm is a non-linear precoding technique orig-
inally developed for multipath SISO channels. The THP algorithm is performed by moving the
feedback part of the decision-feedback equalizer to the transmitter. It has also been applied for the pre-
equalization of multi-user interference in MU-MIMO systems; hence, no error propagation occurs and
the precoding can be performed for the interference-free channel. The MMSE precoding in combi-
nation with THP is another approach to balance the multi-user interference in order to reduce the
performance loss that occurs with zero interference techniques, while THP is used to reduce the multi-
user interference and to improve the diversity.

Space-Division Multiple Access (SDMA) is a special case of MU-MIMO where several users share
the same time-frequency physical resource block due to their spatial separation. SDMA uses antenna
beam direction or angle (using directional antennas) as another dimension in signal space which can be
channelized and assigned to different users (see Figure 10-34). Orthogonal channels can be assigned
only if the angular separation between users exceeds the angular resolution of the directional antenna. In
practice, SDMA is often implemented using sectorized antenna arrays. The 360
 angular space is
divided into a number of sectors and in each sector a highly-directional antenna array is used to
minimize the inter-user interference. The users within each sector can be served using multiple access
schemes such as OFDMA, CDMA, etc. The SDMA system adapts to the mobility of the users by beam-
steering or assigning the users to a new channel when the user changes its geographical location.
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10.4.6 Collaborative MIMO and Collaborative Spatial Multiplexing

Collaborative spatial multiplexing is a virtual MIMO technique where users transmit over the same
time-frequency resource unit in the uplink. This type of spatial multiplexing improves the sector
throughput without requiring multiple transmit antennas at the mobile station. The received signals
from the simultaneous uplink transmission of the users are processed in the BS using maximum
likelihood detection techniques. The base station’s scheduler groups the users with similar channel
conditions and assigns their uplink transmissions to the same time-frequency region. The operation of
a collaborative spatial multiplexing scheme is conceptually similar to the regular spatial multiplexing
scheme using transmit antennas that are located at different locations (user terminals are geographi-
cally apart). The throughput of collaborative spatial multiplexing theoretically increases by the number
of users which are scheduled to transmit simultaneously over the same physical resource units.

The Collaborative MIMO (Co-MIMO) is an extension of conventional single-BS based MIMO
techniques. It allows multiple base stations to serve one or multiple mobile stations simultaneously
over the same radio resource through coordination among the participating base stations. The
Co-MIMO is characterized by the following three features:

1. In Co-MIMO, each MS is jointly served by multiple base stations, which is different from
conventional MIMO techniques where each MS is only served by a single BS. Through BS
coordination, the inter-cell interference among these coordinated base stations can be
significantly reduced when using low frequency reuse factors.
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An illustration of the SDMA concept
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2. In Co-MIMO, each BS can also simultaneously serve multiple mobile stations using the same radio
resource in order to increase the system throughput. The co-channel interference among these
mobile stations can be minimized by use of spatial division multiple access techniques such as
beamforming or multi-user MIMO schemes.

3. In Co-MIMO, SDMA processing is implemented independently within individual coordinated base
stations, based on the channel state information between the BS and the mobile stations that are
served by the BS. Therefore, the Co-MIMO limits the amount of information exchange between
base stations, which is different from other BS coordination approaches requiring considerable
information exchange.

A central scheduler, a logical functional module in the network, is responsible for coordinating a group
of base stations, collecting information from the participating base stations, and determining the
serving relationship between base stations and mobile stations. The overall complexity of the network
operation increases with increasing numbers of coordinated base stations in Co-MIMO schemes. The
Co-MIMO has the advantages of inter-cell interference reduction and spectral efficiency improvement.
The inter-cell interference mitigation is realized by turning interference from neighboring cells into
useful signals and separating signals for different users via multi-user MIMO or SDMA techniques.
The spectral efficiency improvement is achieved via interference mitigation and the number of users
supported over the same time-frequency resource region. Moreover, the Co-MIMO provides a simple
approach to implementation of BS coordination and a reasonable trade-off between the performance
gain, and the stringent requirement on the core network traffic and implementation complexity.
In practice, the user data delivery to multiple coordinated base stations in a Co-MIMO scheme can be
realized in the same manner as the multicast over backhaul is done in multicast and broadcast services.
There is no additional computational complexity in base stations supporting Co-MIMO compared to
the base stations which support multi-user MIMO techniques.

In order to demonstrate the advantages of Co-MIMO, an example system-level simulation is
conducted where the collaborative zone is defined over three neighboring sectors belonging to
different BSs, as shown in Figure 10-35. As the inter-cell interference is most severe in the cell edge,
the evaluation of Co-MIMO performance is performed in the cell-edge area. The cell-edge area is
characterized by the cell-edge length in the simulation, as shown in Figure 10-35. We assume a 19-cell
collaborative-zone configuration in the simulation. The users are randomly dropped with a uniform
distribution in the cell-edge area, one user per sector. The system performance with different sizes of
cell-edge area is evaluated by setting the cell-edge length to 150 m, 100 m, and 50 m. In each
collaborative region, three coordinated base stations communicate with three mobile stations located
in their cell-edge areas, allocating the same time and frequency resource. Each MS in the cell-edge
area will be served by two coordinated base stations, and each BS serves two mobile stations
simultaneously. The precoding matrices for the two served mobile stations are calculated indepen-
dently within each single sector of a coordinated BS. Each coordinated BS transmits with full power
and equal power allocation to the two mobile stations. A single narrowband sub-carrier is assumed in
the system without loss of generality. A conventional SU-MIMO scheme is used as the benchmark for
comparison where three mobile stations in the cell-edge area are served independently by different
base stations without any coordination in frequency reuse 1 deployment. As shown in Figure 10-36,
even though there remains a certain amount of residual inter-cell interference, the interference power
from neighboring cells within the collaborative zone is considerably reduced.
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An example of cell configuration and cell edge area in a collaborative zone [26]
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CDF of interference power of the cell-edge users as a function of cell-edge length [26]
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If the interference from cells outside the collaborative zone is taken into consideration, the
reduction in overall interference level is less noticeable, and can be further improved by extending the
collaborative zone to contain more coordinated base stations. The cumulative distribution function of
the cell-edge users within the cell-edge area as a function of cell-edge length for SU-MIMO and
Co-MIMO are compared and shown in Figure 10-36. It is shown that the interference power increases
with increasing cell-edge length (see Figure 10-35). There is a considerable reduction in the inter-
ference power from cells within the Co-MIMO zone when using Co-MIMO techniques compared to
the conventional SU-MIMO schemes. The performance gain decreases when comparing the overall
interference [26].

10.5 IEEE 802.16M DOWNLINK MIMO SCHEMES
The IEEE 802.16m standard supports several advanced multi-antenna techniques including single and
multi-user MIMO (spatial multiplexing and beamforming), as well as a number of transmit diversity
schemes. The classification of the IEEE 802.16m downlink-MIMO schemes is depicted in
Figure 10-37. In this section, a detailed description of these schemes and their advantages over the
legacy schemes will be provided.

As mentioned in earlier sections, in a single-user MIMO scheme only one user can be scheduled
over one (time, frequency, space) resource unit. In a multi-user MIMO, on the other hand, multiple
users can be scheduled in one resource unit. Vertical encoding (or single codeword) utilizes one
encoder block (or layer), whereas horizontal encoding (or multi-codeword) uses multiple encoders
(or multiple layers). For SU-MIMO vertical encoding is utilized, whereas for MU-MIMO horizontal or
multi-layer encoding is employed at the BS, and up to two streams can be transmitted to each MS.
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Downlink MIMO mode classification
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A layer is defined as an encoding and modulation input path to the MIMO encoder. A stream is defined
as the output of the MIMO encoder that is further processed through the beamforming or the precoder
block. For spatial multiplexing, the rank is defined as the number of streams to be used for the user.
Each of various SU-MIMO or MU-MIMO open-loop or closed-loop schemes is defined as a MIMO
mode. The MIMO encoder block maps L� 1 layers into Ns � L streams, which are fed to the precoder
block. The physical layer procedures in the downlink MIMO on the transmitter side are shown in
Figure 10-38.

The encoder block contains the channel encoder, interleaving, rate-matching, and modulation
blocks per layer. The resource mapping block maps the complex-valued modulation symbols to the
corresponding time-frequency resources. The MIMO encoder block maps the layers onto the streams,
which are further processed through the beamforming or the precoder block. The beamforming/pre-
coding block maps the streams to antennas by generating the antenna-specific data symbols according
to the selected MIMO mode. The sub-carrier mapping function is responsible for mapping the logical
sub-carriers to physical sub-carriers before applying OFDM modulation. The OFDM modulation
block maps antenna-specific data to the OFDM symbols. The feedback block contains feedback
information, such as CQI or channel state information from the MS.

The scheduler block schedules users to resource units and decides their MCS level, MIMO mode,
MIMO rank, etc. This block is responsible for making a number of decisions with regard to each
resource allocation, including allocation type (distributed or contiguous allocation), single-user versus
multi-user MIMO (the resource allocation supports a single user or more than one user), MIMO mode
(open-loop or closed-loop transmission scheme), user grouping for MU-MIMO (users that are
assigned to the same resource unit), MIMO rank (the number of streams to be used for the user
assigned to the resource unit when spatial multiplexing modes in SU-MIMO are used), MCS level per
layer (modulation and coding rate used on each layer), the power boosting values used on the data and
pilot sub-carriers, and band selection (location and the number of the contiguous resources). In the
IEEE 802.16m systems, the BS is required to have a minimum of two transmit antennas, nonetheless,
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2, 4, and 8 antenna configurations are also supported. The MS is required to have two receive antennas
as a minimum.

The layer-to-stream mapping is performed by the MIMO encoder. The MIMO encoder is a block
processor that operates on M input symbols at a time. The input to the MIMO encoder is an M � 1
vector s¼ [s1,s2,.,sM]

t where si is the ith symbol within the input block. The layer to stream mapping
of the input symbols is done starting with the spatial dimension. The output of the MIMO encoder is an
Ns � Nf matrix given by x ¼ S(s) which serves as the input to the precoder block where Ns denotes the
number of streams, Nf is the number of sub-carriers occupied by one MIMO resource block, x is the
output matrix of the MIMO encoder, s is the input vector, and S(s) is the MIMO encoder trans-
formation matrix. The output of the MIMO encoder can be described as:

x ¼

2
66664

x11 x12 / x1Nf

x21 x22 / x2Nf

« « 1 «

xNs1 xNs2 / xNsNf

3
77775 (10-48)

For SU-MIMO transmissions, the spatial rate is defined as in R ¼ M/Nf. For MU-MIMO trans-
missions, the spatial rate per layer Ri is equal to 1 or 2. There are four MIMO Encoder Formats (MEF)
specified in the IEEE 802.16m as follows:

� Space-frequency block coding;
� Vertical encoding;
� Horizontal or multi-layer encoding;
� Conjugate Data Repetition (CDR).

In SU-MIMO, MIMO encoding would allow the use of spatial multiplexing and transmit diversity
transmission schemes. Spatial multiplexing MIMO employs vertical encoding within a single layer
(codeword). Transmit diversity utilizes either vertical encoding with a single stream or space-
frequency block coding. In MU-MIMO, horizontal or multi-layer encoding is used at the base station,
while up to two streams can be transmitted to each mobile station. For open-loop transmit diversity
with SFBC encoding, the input to the MIMO encoder is represented by 2 � 1 vector s ¼ [s1 s2]

t.
The MIMO encoder generates the 2 � 2 SFBC matrix as follows:

x ¼
"
s1 �s�2
s2 s�1

#
(10-49)

The SFBC output matrix occupies two consecutive sub-carriers. For open-loop transmit diversity with
CDR encoding, the input to the MIMO encoder is represented by a 1 � 1 vector s ¼ s1 and the MIMO
encoder generates the 1 � 2 CDR vector x ¼ ½ s1 s�1 �. The CDR matrix occupies two consecutive
sub-carriers in the frequency domain. For horizontal encoding and vertical encoding, the input and the
output of the MIMO encoder is represented by anM� 1 vector x¼ s¼ [s1,s2,.,sM]

twhere si is the ith
modulated symbol in the input block. In the case of vertical encoding s1,s2,.,sM belong to the same
layer and the MIMO encoder is an identity operation, whereas for horizontal encoding s1,s2,.,sM
belong to different layers. Note that multi-layer encoding is only used in conjunction with MU-MIMO
schemes. The number of streams depends on the MIMO encoder. For open-loop and closed-loop
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spatial multiplexing SU-MIMO, the number of streams is Ns � min(Nt, Nr), Nt � 8. For open-loop
transmit diversity, Nt depends on the space-time coding scheme that is used by the MIMO encoder. The
IEEE 802.16m MU-MIMO supports up to two spatial streams with two transmit-antennas and up to
four spatial streams for four and eight transmit antennas.

Stream to antenna mapping is performed by the precoder block. The output of the MIMO encoder
is multiplied by Nt � Ns precoding matrix W. The output of the precoder block is denoted by the Nt �
Nf matrix Z as follows:

Z ¼ Wx ¼

2
66664

z11 z12 / z1Nf

z21 z22 / z2Nf

« « 1 «

zNt1 zNt2 / zNtNf

3
77775 (10-50)

Where Nf denotes the number of sub-carriers occupied by one MIMO block and zjk is the output
complex-valued symbol to be transmitted by the jth physical antenna on the kth sub-carrier. The pilot
sub-carriers within a physical resource unit are precoded in the same way as the data sub-carriers. The
successive symbols at the output of the precoder block are mapped to the corresponding antenna ports.
The sub-carrier mapping within a logical resource unit starts from the data sub-carrier with the lowest
OFDM symbol index and lowest sub-carrier index, and continues with increasing sub-carrier index.
If the edge of the resource unit is reached, the mapping is continued on the next OFDM symbol.

Non-adaptive precoding is used with open-loop SU-MIMO and open-loop MU-MIMO modes. For
non-adaptive precoding on a given sub-carrier k, the matrix Wk is selected from a predefined base
codebook or from a subset of the base codebook for a given rank. There are three types of codebooks
and their associated feedback modes for adaptive precoding, defined in the IEEE 802.16m, as follows:

1. The base codebook mode where the PMI feedback from an MS is indicative of an entry in the base
codebook that is used by the serving BS to determine a new precoder.

2. The transformation codebook mode where the PMI feedback from an MS represents an entry in the
transformed base codebook according to long-term channel information.

3. The differential codebook mode where the PMI feedback from an MS provides an entry in the
differential codebook or an entry in the base codebook on PMI reset time. The feedback from
an MS provides a differential knowledge of the short-term channel information. This feedback
represents information that is used along with other feedback information known at the BS for
determining a new precoder.

The base codebook for two transmit antennas comprises either a 3-bit codebook for adaptive precoding
or a codebook subset for non-adaptive precoding. For four transmit antennas, the base codebook
consists of either a 6-bit codebook or a 4-bit codebook which is a subset of the 6-bit codebook when
using adaptive precoding, and a codebook subset when non-adaptive precoding is used. The base
codebook for eight transmit antennas is formed from either a 4-bit codebook for adaptive precoding or
a codebook subset for non-adaptive precoding. The mobile stations are required to support the base and
transformation modes and may optionally support the differential mode. The transformation and
differential feedback modes are applied to the base codebook or to a subset of the base codebook. In
order to provide additional spatial diversity, the precoding coefficients Wk change every uPsc sub-
carriers and every v sub-frames where the values of u and v depend on the MIMO scheme and type of
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resource unit. The subsets of the base codebooks for open-loop SU-MIMO are optimized for
performance in diversity allocations for both spatially correlated and uncorrelated channels, with the
additional constraints of small-sized sets with nested property among the codebooks of different ranks,
and containment of matrices with elements of constant modulus, in order to reduce the implementation
complexity at the MS and BS. The subsets of the base codebooks for open-loop MU-MIMO are
selected to provide sub-band selection gain and are composed of matrices with elements of constant
modulus. The choice of the precoder from subsets of the base codebook does impact on the perfor-
mance, especially in correlated channels with distributed allocations and single-stream transmissions,
thus optimization of the open-loop precoders is necessary.

For adaptive precoding, the form and derivation of the precoding matrixWk¼ [w1k, w2k,.,wMk] is
specific to implementation and is not specified in the standard. The precoding vectorwjk at the kth sub-
carrier and the jth stream is derived at the BS using the feedback received from the MS. Beamforming
is enabled with this precoding mechanism. If the columns of the composite precoding matrix are
orthogonal to each other, it is defined as unitary precoding. Otherwise, it is defined as non-unitary
precoding. Non-unitary precoding is only allowed with closed-loop MU-MIMO.

In the downlink closed-loop SU-MIMO and MU-MIMO, all demodulation pilots are precoded
similar to the data sub-carriers, regardless of the number of transmit antennas, allocation type, and
MIMO transmission mode. The precoding matrix is signaled to the MS via precoding of the demodu-
lation pilots. The IEEE 802.16m specifies six downlinkMIMO transmission modes as listed in Table 10-
21. The associated MIMO mode parameters and usage are given in Table 10-22 and Table 10-23,
respectively. All downlink MIMO modes support either distributed or localized resource permutation.

An open-loop MIMO region is defined as a time-frequency region in which the base stations
coordinate their open-loop MIMO transmissions in order to stabilize the interference environment where
the precoders and numbers of streams are not time-varying. The open-loop MIMO region with Ns

streams uses the Ns-stream pilot pattern and a given open-loop MIMO mode with Ns streams without
rank adaptation. The resource units used for the open-loop region are indicated in a downlink broadcast
message. These resource units are aligned across cells. A limited set of open-loop MIMO modes are
allowed for transmission in the open-loop region (see Table 10-23 and Table 10-24). There is no
limitation on the use of any open-loop MIMO mode outside the open-loop region. The logical resource
units used for the open-loop region are designated through the AAI_SCD MAC management message.
An open-loop region is associated with a specific set of parameters such as the type of open-loop MIMO
region (number of streams, MIMO mode, MIMO feedback mode, type of supported permutation). All
base stations that are coordinated over the same open-loop MIMO region use the same number of
streams in order to minimize interference fluctuation and to improve the CQI prediction at the MS. All
pilots are precoded by non-adaptive precoding with Ns streams in the open-loop MIMO region. The CQI
measurements are conducted by the MS on the precoded demodulation pilots, rather than on the
downlink reference signals. The precoded pilots are transmitted in all the resource units in the open-loop
MIMO region even if data is not transmitted by the BS on some or all of those resource units.

In order to configure any MIMO mode, one or multiple MIMO feedback modes are specified to
indicate the parameters that the mobile station needs to measure and send to the BS through the uplink
feedback channels. When allocating a feedback channel, the MIMO feedback mode is signaled to the
MS and the MS sends feedback according to the feedback mode. The feedback corresponding to the
quantized wideband correlation matrix can be requested by the BS for operation with transform
codebook-based feedback mode using the Feedback Polling A-MAP IE. The BS may request the
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Table 10-21 Downlink MIMO Modes outside Open-loop MIMO Region

Mode
Index Description

MIMO Encoding
Format

MIMO
Precoding

DRU
Permutation
Support

Mini-Band
based CRU
Permutation
Support
(Diversity
Allocation)

Sub-Band
based CRU
Permutation
Support
(Localized
Allocation)

Mode 0 Open-Loop SU-MIMO SFBC Non-
adaptive

Yes Yes Yes

Mode 1 Open-Loop SU-MIMO
(spatial multiplexing)

Vertical encoding Non-
adaptive

Yes (Ns ¼ 2)) Yes (2 � Ns � 4) Yes

Mode 2 Closed-Loop
SU-MIMO (spatial
multiplexing)

Vertical encoding Adaptive No Yes (Ns � 4) Yes

Mode 3 Open-Loop MU-MIMO
(spatial multiplexing)

Horizontal
encoding

Non-
adaptive

No No Yes

Mode 4 Closed-Loop MU-
MIMO (spatial
multiplexing)

Horizontal
encoding

Adaptive No Yes Yes

Mode 5 Open-Loop SU-MIMO
(transmit diversity)

Conjugate data
repetition

Non-
adaptive

No No No

1
0
.5

IE
E
E
8
0
2
.1
6
m

d
o
w
n
lin
k
M
IM

O
sc
h
e
m
e
s

5
8
3



Table 10-22 Downlink MIMO Parameters

Mode Index

Number of
Transmit
Antennas (Nt)

Spatial Rate
per Layer (R)

Number of
Streams (Ns)

Number of
Sub-carriers

Number of
Layers (L)

MIMO Mode 0 2 1 2 2 1

4 1 2 2 1

8 1 2 2 1

MIMO Mode 1
and MIMO
Mode 2

2 1 1 1 1

2 2 2 1 1

4 1 1 1 1

4 2 2 1 1

4 3 3 1 1

4 4 4 1 1

8 1 1 1 1

8 2 2 1 1

8 3 3 1 1

8 4 4 1 1

8 5 5 1 1

8 6 6 1 1

8 7 7 1 1

8 8 8 1 1

MIMO Mode 3
and MIMO
Mode 4

2 1 2 1 2

4 1 2 1 2

4 1 3 1 3

4 1 4 1 4

8 1 2 1 2

8 1 3 1 3

8 1 4 1 4

MIMO Mode 4 4 2 and 1i 3 1 2

4 2 and 1ii 4 1 3

4 2 4 1 2

8 2 and 1i 3 1 2

8 2 and 1ii 4 1 3

8 2 4 1 2

MIMO Mode 5 2 1/2 1 2 1

4 1/2 1 2 1

7 1/2 1 2 1

iTwo streams to one MS and one stream to another MS, each with a single layer.
iiTwo streams to one MS and one stream to each of other two mobile stations, each with a single layer.
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feedback on the quantized wideband correlation matrix independent of the MIMO feedback mode
requested in the Feedback Polling A-MAP IE. The quantized wideband correlation matrix may be used
for wideband beamforming. As shown in Table 10-25, MIMO feedback mode 0 is used for the open-
loop single-user MIMO (SFBC) and spatial multiplexing. The MS measures wideband CQI for both
SFBC and spatial multiplexing and reports the CQI and the spatial rate. It must be noted that spatial
rate 1 indicates SFBC mode with precoding and spatial rate 2 denotes rank-2 spatial multiplexing with
precoding. MIMO feedback mode 1 is associated with the CDR scheme with spatial rate 1/2 which is
used with distributed logical resource units. MIMO feedback mode 2 is used with spatial multiplexing
in localized permutation zones to facilitate frequency-selective scheduling, in which the spatial rate
indicates the preferred number of MIMO streams. The sub-band CQI, in this case, corresponds to the
selected rank. MIMO feedback mode 3 is used in conjunction with the closed-loop SU-MIMO mode
and spatial multiplexing in localized permutation zones in order to achieve frequency selective
scheduling. The spatial rate indicates the preferred number of MIMO streams and the sub-band CQI
indicates the selected rank. MIMO feedback mode 4 is used with the closed-loop SU-MIMO and
wideband beamforming. In this mode, the MS measures and sends the wideband CQI. The wideband
CQI is estimated at the MS assuming short-term or long-term precoding at the BS according to the
feedback period. The channel state information may be obtained at the BS based on the feedback of the
correlation matrix or via wideband PMI. MIMO feedback mode 5 is used for an open-loop MU-MIMO

Table 10-23 Different Types of Open-loop Region and Associated Parameters [2]

Type of Open-loop
MIMO Region

Number of
Streams MIMO Mode

Supported
Permutation

Type 0 2 MIMO Mode 0
MIMO Mode 1 (Ns ¼ 2)

DRU

Type 1 1 MIMO Mode 5 (Ns ¼ 1) Mini-band based CRU
(diversity allocation)
Sub-band based CRU
(localized allocation)

Type 2 2 MIMO Mode 1 (Ns ¼ 2)
MIMO Mode 3 (Ns ¼ 2)

Sub-band based CRU
(localized allocation)

Table 10-24 Downlink MIMO Modes inside Open-loop MIMO Region [2]

Mode Index
DRU Permutation
Support

Mini-Band based CRU
Permutation Support
(Diversity Allocation)

Sub-Band based CRU
Permutation Support
(Localized Allocation)

MIMO Mode 0 Yes (Ns ¼ 2) No No

MIMO Mode 1 Yes (Ns ¼ 2) No Yes (Ns ¼ 2)

MIMO Mode 2 No No No

MIMO Mode 3 No No Yes (Ns ¼ 2)

MIMO Mode 4 No No No

MIMO Mode 5 No Yes (Ns ¼ 1) Yes (Ns ¼ 1)
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Table 10-25 MIMO Feedback Modes [2]

MIMO
Feedback
Mode

Type of
Resource Unit

Feedback
Components

MIMO Parameters
outside Open-loop
MIMO Region

MIMO Parameters
inside Open-loop
MIMO Region

Mode 0 Open-loop SU-
MIMO SFBC/
Spatial
Multiplexing
(DRU and mini-
band LRU)
Sounding-
based closed-
loop SU-MIMO
and MU-MIMO

Spatial rate and
wideband CQI

MIMO mode 0 and
MIMO mode 1 and
flexible adaptation
between the two
modes:
R ¼ 1 (SFBC) CQI
2 � R � 4 (spatial
multiplexing) CQI
Ns ¼ 2
(spatial multiplexing)
when using DRU
Ns � 2 (spatial
multiplexing) when
using mini-band LRU
For sounding-based
closed-loop SU-MIMO
and MU-MIMO
(R ¼ 1): SFBC CQI

MIMO mode 0 and
MIMO mode 1 with
flexible adaptation
between the two
modes:
R ¼ 1 (SFBC) CQI
R ¼ 2 (spatial
multiplexing) CQI
DRU

Mode 1 Open-loop SU-
MIMO CDR
(mini-band LRU)

Wideband CQI N/A MIMO mode 5
R ¼ 1/2

Mode 2 Open-loop SU-
MIMO spatial
multiplexing
(sub-band LRU)

Spatial rate,
sub-band CQI,
and sub-band
selection

MIMO mode 1
1 � R � 8

MIMO mode 5
R ¼ 1/2

Mode 3 Closed-loop
SU-MIMO
(sub-band LRU)

Spatial Rate,
sub-band CQI,
sub-band PMI,
sub-band
selection, and
wideband
correlation
matrix

MIMO mode 2
1 � R � 8

N/A

Mode 4 Closed-loop
SU-MIMO (mini-
band LRU)

Spatial rate,
wideband CQI,
wideband PMI,
and wideband
correlation
matrix

MIMO mode 2 (Ns � 4) N/A

Mode 5 Open-loop
MU-MIMO
(sub-band LRU)

Sub-band CQI,
sub-band
selection, and
MIMO stream
indicator

MIMO mode 3 MIMO mode 3
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scheme in localized permutation zones to facilitate frequency selective scheduling. In this mode, the
MS feeds back the sub-band selection, MIMO stream indicator, and the corresponding CQI. MIMO
feedback mode 6 is used for closed-loop MU-MIMO in localized permutation zones to assist
frequency selective scheduling. In this mode, the MS feedback includes the sub-band selection,
corresponding CQI, and sub-band PMI. The sub-band CQI refers to the CQI of the best PMI in the sub-
band. A rank-1 codebook or its subset is used to estimate the PMI in a sub-band. MIMO feedback
mode 7 is used for closed-loop MU-MIMO in distributed permutation zones using wideband beam-
forming. In this mode, the MS is required to feedback the wideband CQI. The wideband CQI is
estimated at the MS assuming short-term or long-term precoding at the BS according to the feedback
period. The channel state information may be obtained at the BS, the correlation matrix, or the
wideband PMI that is sent by the MS. The downlink MIMO parameters are summarized in Table 10-26.

The serving BS provides common configuration parameters for downlink MIMO operation using
broadcast messages. The broadcast information is carried through the S-SFH SP3 IE or in additional
broadcast information such as the AAI_SCD or AAI_DL-IM MAC management messages. Individual
downlink MIMO configuration parameters are transmitted through unicast messages. The unicast
information is carried in the DL Basic Assignment A-MAP IE, DL Sub-band Assignment A-MAP IE,
DL Persistent A-MAP IE, Feedback Polling A-MAP IE, and Feedback Allocation A-MAP IE.

There are three types of codebook feedback modes as follows: (1) base mode, where the PMI
feedback from anMS indicates an entry of the base codebook that is used by the BS to determine a new
precoder; (2) transformation mode, where the PMI feedback from an MS represents an entry in the
transformed base codebook according to long-term channel information; and (3) differential mode
where the PMI feedback from an MS refers to an entry in the differential codebook or an entry in the
base codebook on PMI reset. In the latter case, the feedback from an MS provides differential
knowledge of the short-term channel information. The mobile station is required to support both base
and transformation modes, and it may optionally support a differential mode. The transformation and
differential feedback modes are applied to the base codebook or to a subset of the base codebook.

Table 10-25 MIMO Feedback Modes [2] Continued

MIMO
Feedback
Mode

Type of
Resource Unit

Feedback
Components

MIMO Parameters
outside Open-loop
MIMO Region

MIMO Parameters
inside Open-loop
MIMO Region

Mode 6 Closed-loop MU
MIMO
(localized: sub-
band LRU)

Sub-band CQI,
sub-band PMI,
sub-band
selection, and
wideband
correlation
matrix

MIMO mode 4 N/A

Mode 7 Closed-loop
MU-MIMO
(mini-band LRU)

Wideband CQI,
wideband PMI,
and wideband
correlation
matrix

MIMO mode 4 N/A
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Table 10-26 Downlink MIMO Parameters

Type of Information Description of the Parameter Value

Broadcast Number of transmit antennas at the BS which is
indicated in S-SFH SP3 IE

2, 4, 8

Open-loop MIMO region, which is used to indicate the
location of the open-loop MIMO region and the
number of MIMO streams (1 or 2). This parameter is
sent via an AAI_SCD MAC management message.

Refer to AAI_SCD
message

Rank-1 base codebook subset indication bitmap for
interference mitigation with PMI coordination.
Rank-1 codebook element restriction or
recommendation information
(This parameter is enabled by Codebook_Mode or
Codebook_Coordination parameters).

8 bits if Nt ¼ 2
16 bits if Nt ¼ 4,8

Unicast MIMO encoder format which is indicated in DL basic
assignment A-MAP IE, DL sub-band assignment
A-MAP IE, or DL persistent A-MAP IE.

SFBC
Vertical encoding
Horizontal encoding

Number of MIMO streams in transmission which is
indicated in DL basic assignment A-MAP IE, DL
sub-band assignment A-MAP IE, or DL persistent
A-MAP IE.

1 to 8

Index of allocated pilot stream which is indicated if
MIMO encoder format is horizontal encoding. This
parameter is signaled in DL basic assignment A-MAP
IE, DL sub-band assignment A-MAP IE, or DL
persistent A-MAP IE.

1 to 4

MIMO feedback mode in order to decide the feedback
content and the related MS measurements and
reporting process. This parameter is indicated in
feedback allocation A-MAP IE, or feedback polling
A-MAP IE.

See Table 10-25

Maximum number of spatial streams depending on the
MIMOmode and the minimum number of transmit and
receive antennas depending on MIMO feedback mode
(this parameter is signaled through the feedback
allocation A-MAP IE, or feedback polling A-MAP IE.

Ns � min(Nt,Nr)

Codebook subset type for closed-loop MIMO modes
2 and 4
Depending on the MIMO feedback mode and the
value of Codebook_Subset parameter, the MS feeds
back PMI from the SU-MIMO, MU-MIMO base
codebook, or from a subset of the SU-MIMO or
MU-MIMO base codebook
(This parameter is conveyed via the feedback
allocation A-MAP IE, or feedback polling A-MAP IE.

Base codebook or
codebook subset

Codebook feedback mode for closed-loop MIMO
modes 2 and 4

Possible selections are as
follows:
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The base codebook is a unitary codebook. A codebook is defined as unitary if each of the
constituent matrices is unitary. The MS selects its preferred matrix from the base codebook based on
the channel measurements and sends the index of the preferred codeword. The BS calculates the
precoder matrix W according to the index. Both BS and MS use the same codebook for proper
operation. For the base mode, the PMI feedback from a mobile station refers to an entry in the base
codebook where the base codebooks are defined for two, four, and eight transmit antennas at the BS.
The notation C(Nt, Ns, NB) denotes the codebook that consists of 2

NB complex-valued Nt� Nsmatrices
and Ns denotes the number of streams. The notation C(Nt, Ns, NB,i) denotes the ith codebook entry ofC
(Nt, Ns, NB). The base codebook of SU-MIMO with two transmit antennas consists of rank-1 codebook
C(2,1,3) and rank-2 codebook C(2,2,3). Example rank-1 and rank-2 base codebooks and their subset
codebooks are shown in Table 10-27. The base codebook for MU-MIMO is the same as the rank-1 base
codebook for SU-MIMO.

The base codebooks and their rank-1 subsets for SU-MIMO and MU-MIMO can be transformed as
a function of the BS transmit correlation matrix. The Nt � Nt transmit correlation matrix
R ¼ EfHH

ijHijg is quantized and fed back to the serving BS with longer period than PMI, where Hij

denotes the correlated channel matrix corresponding to the ith OFDM symbol and the jth sub-carrier.
The transmit correlation matrix R contains the averaged directions for beamforming. The transform
codebook improves the performance in highly correlated channels, with non-calibrated antenna arrays,
and with cross-polarized antennas. For the transformation mode, the PMI feedback from a mobile
station represents an entry of the transformed base codebook according to long-term channel infor-
mation. In transformation mode, both the BS and MS transform the rank-1 base codebook to a rank-1
transformed codebook using the correlation matrix. The transformation for codewords of rank-1
codebook is defined as follows:

ui ¼ Rvi
kRvik (10-51)

Where vi and ui are the ith codeword of the base and the transformed codebook, respectively. Once the
transformed codebook is calculated, both the MS and the serving BS use the transformed codebook for

Table 10-26 Downlink MIMO Parameters Continued

Type of Information Description of the Parameter Value

This parameter specifies the codebook feedback
mode. If codebook coordination is enabled by setting
Codebook_Mode parameter to 0b11 or by setting
Codebook_Coordination parameter to 0b1, and if the
MS reports spatial rate equal to 1, then the MS finds
the rate-1 PMI from the codebook entries
broadcasted in BC_SI filed (Rank-1 base codebook
subset indication for interference mitigation with PMI
coordination) in AAI_DL-IM MAC management
message.

Base mode with
codebook coordination
disabled;
Transformation mode with
codebook coordination
disabled;
Differential mode with
codebook coordination
disabled;
Base mode with
codebook coordination
enabled.
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feedback and precoding of rank-1 closed-loop MIMO schemes. The codebooks with ranks greater
than one are used without transformation when the MS is operating in transformation codebook-
based feedback mode. The transmit correlation matrix R is fed back to support transformation mode
of codebook-based precoding. R is fed back periodically and one correlation matrix is valid for the
entire band. As an example, the correlation matrix for eight transmit antennas has the following
format:

R ¼

2
666666666666664

r11 r12 r13 r14 r15 r16 r17 r18

r�12 r22 r23 r24 r25 r26 r27 r28

r�13 r�23 r33 r34 r35 r36 r37 r38

r�14 r�24 r�34 r44 r45 r46 r47 r48

r�15 r�25 r�35 r�45 r55 r56 r57 r58

r�16 r�26 r�36 r�46 r�56 r66 r67 r68

r�17 r�27 r�37 r�47 r�57 r�58 r77 r78

r�18 r�28 r�38 r�48 r�58 r�68 r�78 r88

3
777777777777775

(10-52)

Table 10-27 Example Base Code and Subset Codebooks [2]

Base Codebook Codebook Index m

C(2,1,3,m) [ [c1,c2]

c1 c2

C(2,1,3) 000 0 0.7071 �0.7071

001 1 0.7071 �0.5000 �0.5000i

010 2 0.7071 �0.7071i

011 3 0.7071 0.5000 �0.5000i

100 4 0.7071 0.7071

101 5 0.7071 0.5000 þ0.5000i

110 6 0.7071 0.7071i

111 7 0.7071 �0.5000 þ0.5000i

C(2,2,3) Cð2;2;3;mÞ ¼

c11 c12
c21 c22

�

c11
c21

c12
c22

000 0 0.7071
0.7071

�0.7071
0.7071

001 1 0.7071
0.7071

�0.5000 �0.5000i
0.5000 þ 0.5000i

010 2 0.7071
0.7071

�0.7071i
0.7071i

011 3 0.7071
0.7071

0.5000 �0.5000i
�0.5000 þ 0.5000i

100~111 4~7 – –
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where the “)” denotes the conjugate operator. The diagonal entries of matrix R are positive and the
non-diagonal entries are complex-valued. Due to the symmetry property of the correlation matrix, only
the upper triangular elements need to be fed back following quantization. The R matrix is normalized
by the maximum element amplitude, and then quantized to reduce the feedback overhead. The
normalized diagonal elements are quantized by 1 bit and the normalized complex-valued elements are
quantized by 4 bits. The total number of bits of feedback is 6 bits for two transmit antennas, 28 bits for
four transmit antennas, and 120 bits for eight transmit antennas. The MS and the serving BS use the
same transformation based on the correlation matrix fed back by the MS. Figure 10-39 illustrates the
various distributions of the precoding vectors in multi-dimensional space.

The differential feedback is a different approach to the enhancement of feedback accuracy. The
differential feedback exploits the correlation between precoding matrixes adjacent in time or
frequencies. It only feeds back the difference between the current and the previous beamforming
matrixes. If the channel variation between two feedbacks is small, quantization codewords are
concentrated in a small region on the Grassmannian manifold and not uniformly distributed over the
entire beamforming space. For low-mobility users, differential feedback may improve the feedback
accuracy without increasing the number of feedback bits. The feedback starts initially and restarts
periodically by sending a single feedback that fully describes the precoder. Differential feedbacks
follow the start and restart feedbacks. The start and restart feedbacks employ a codebook that is self-
contained; e.g., the base codebook. Figure 10-40 illustrates the operation of differential feedback
across time.

An example differential feedback is transformation-based differential codebook. Let t, D(t), and V
(t) denote the feedback index, the corresponding feedback matrix, and the corresponding precoder,
respectively. The sequential index is reset to 0 at Tmaxþ 1. The index for the start and restart feedbacks
are 0. Let U be a vector or a matrix andQU be a rotation matrix determined by U. The precoders of the
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FIGURE 10-39

Distribution of the precoding vector coordinates in various transformation methods
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subsequent differential feedbacks are D(t) for t ¼ 1,2,., Tmax and the corresponding precoders are
given as follows:

VðtÞ ¼ QVðt�1ÞDðtÞ
DðtÞ ¼ QH

Vðt�1ÞVðtÞ
t ¼ 0; 1; 2;.; Tmax (10-53)

where the rotation matrixQv(t�1) is a unitary Nt� Ntmatrix derived from the previous precoder matrix v
(t�1) andNt denotes the number of transmit antennas. The dimension of the feedbackmatrixD(t) isNt�
Ns, where Ns denotes the number of spatial streams. The feedback matrix D(t) can be viewed as
a description of time/frequency correlation properties which does not change over the entire frequency
band and long periods of time, and Qv(t�1) can be viewed as a description of narrowband and short-term
channel properties which correspond to a specific sub-band and subframe. Due to correlation between
beamforming matrices across time and frequency, feedback overhead can be reduced if the correlation
property can be efficiently exploited. Let’s take time-domain correlation as an example to explain the
differential feedback scheme. The operations at the MS and at the BS can be described as follows:

1. Derivation of the differential codeword matrix at the MS, D ¼ QHbVt-1Þ
VðtÞ ¼

½bVðt � 1Þ; bVtðt � 1Þ�H VðtÞ
2. Quantization of the differential codeword matrix at the MS, bD ¼ arg max

Di˛U
kDHDikFwhere

kDHDikFdenotes the chordal distancev between the two codeword matrices D and Di. Therefore,
the optimal codebook is selected based on the maximum between D and the codeword matrices
contained in the codebook U.

3. Beamforming matrix reconstruction at the BS, bVðtÞ ¼ bQVðt�1Þ bD ¼ ½ bVðt � 1Þ ; bVtðt � 1Þ �bD
4. Beamforming at the BS, y ¼ H bVðtÞ sþ n
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An example illustration of differential feedback and effect on beamforming gain

vThe asymptotic performance of a coding scheme is dominated by the shortest distance between any pair of codewords.
The relevant distance measure between two codewords, X1 and X2, of an orthogonal code for a non-coherent MIMO system
is the chordal distance d2ðX1;X2Þ ¼ M � kX1X

H
2 k2F . [62]
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In the above equations, Nt � Ns matrices V(t) and bVðtÞ denote the ideal and quantized beamforming
matrices at time instant t, respectively, the columns of bVtðt � 1Þ have unit norm and are orthogonal tobVðt � 1Þ where bVtðt � 1Þ can be calculated from bVðt � 1Þ by a Householder transformation,vi Di is
the codeword matrix of the differential codebook denoted byU. The quantization criterion maximizes
the received signal power. Other criteria such as channel capacity or mean squared error can also be
used. If Ns ¼ 1, V(t � 1) would be a vector (with unit norm) and the rotation matrix is given by
QVðt�1Þ ¼ I � 2ffH ; kfk > 0 wherein f ¼ expð�jqÞ Vðt � 1Þ � 3 and q is the phase of the first
entry of V(t � 1) and 3 ¼ [1,0,0,.,0]t.

The advantage of the transformed codebook is demonstrated in the example given in Figure 10-
39, where a 2 � 1 non-complex channel is assumed. The ideal beamforming vector is uniformly
distributed over a semicircle for uncorrelated channels. The uniform codeword distribution of the
IEEE 802.16-2009 standard base codebook adheres to this input distribution and thereby has a good
performance. In contrast, the DFT codebook suffers from the constant modulus constraint that
requires all vector entries to have the same magnitude. Although more than two codewords exist, the
DFT codebook only has two valid codewords, in this case as shown by the two clusters at 45
 and
�45
 on the semicircle. This leaves large uncovered areas in the quantization space and causes large
quantization errors for input vectors around [1,0]t and [0,1]t. On the other hand, for highly correlated
channels, the entry magnitudes of the input beamforming vector are close, due to the high correlation
of the channel responses. The DFT codewords with constant modulus entries match to the input
distribution that has close entry magnitudes and thus has a good performance. Note that there are two
clusters of the DFT codewords and only one of them is used for each correlated scenario. Since the
other cluster is too far away from the input vector, it is not used. This is the drawback of the DFT
codebook because it only exploits rough information about the magnitude similarity. In contrast, the
transformed codebook makes use of both the magnitude and phase information about the antenna
correlation. The uniform codewords of the IEEE 802.16-2009 standard base codebook are dynam-
ically transformed to only one cluster pointing to one direction, as shown on the right side of
Figure 10-39. As the correlation diminishes, the codeword concentration of the transformed code-
book decreases and the codebook becomes similar to the legacy base codebook for uncorrelated
channels.

The link-level performance of some closed-loop SU-MIMO rate-1 codebooks with high-correla-
tion (i.e., closely-spaced antennas and small angle spread) and low-correlation have been compared
and are shown in Figures 10-41 and 10-42. The channel model is the modified ITU PedB 3 km/h. There
are four transmit-antennas at the BS and two receive antennas at the MS. The antenna spacing of BS
transmit antennas is assumed to be 4 l (wavelength) and 0.5 l for low and high correlation cases,
respectively. One spatial stream is transmitted. The information is coded with R ¼ 0.5 and modulated
with 16 QAM. Three types of codebooks are compared in the figures; i.e. the conventional IEEE
802.16-2009 standard base codebook, the DFT codebook, and the transformed codebook. It is
observed that under the above assumptions, the transformed codebook has better performance relative

vi In linear algebra, Householder transformation is defined as a linear transformation that describes a reflection about
a plane or hyper-plane containing the origin. Householder transformations are widely used in linear algebra to perform QR
decompositions. This is a linear transformation given by the Householder matrix Q ¼ I � 2uuH where I denotes the
identity matrix and u is given as a column unit vector. The Householder matrix has the following properties: it is
hermitian, i.e., Q ¼ QH; and it is unitary, i.e., Q�1 ¼ QH
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to the legacy base codebook and the DFT codebook (see Figure 10-43 for a comparison of the
performance of transformed, DFT, and legacy base codebooks).

The user only knows the instantly average sub-band interference power for CQI calculation, and an
identity matrix for the interference cell is used for average power calculation. After scheduling of all
cells, the real interference precoding is used for detection because wrap-around simulation is used. All
of these three cases are considered to have a CQI feedback delay of 5 ms.

To assist in the calculation of the precoding matrix for SU-MIMO or MU-MIMO, the BS may
request the MS to transmit a sounding signal in a UL sounding channel. The BS may map the measured
UL channel response to an estimated DL channel response. The transmitter and receiver hardware of
the BS may be calibrated to assist the channel response mapping. The precoding matrix in this case is
the same for all sub-carriers within a physical resource unit.

A SU-MIMO open-loop technique that provides diversity gain is used for the broadcast control
channel. The 2-stream SFBC with two transmit antennas is used for P-SFH and S-SFH transmission.
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FIGURE 10-41

A comparison of the performance of closed-loop SU-MIMO rate-1 codebooks in highly-correlated channels (0.5 l
and angle spread 3
)
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For a more than two transmit-antenna configuration, P-SFH and S-SFH are transmitted by a 2-stream
SFBC with precoding, which is decoded by the MS without any information on the precoding and
antenna configuration. The 2-stream SFBC is used for the Downlink Unicast Control Channel.

In summary, the IEEE 802.16m supports the following MIMO schemes in the downlink:

� Single-BS and multi-BS MIMO operation;
� Single-user MIMO and multi-user MIMO schemes:

� Vertical encoding for SU-MIMO;
� Horizontal encoding for MU-MIMO;

� Adaptive-precoding (closed-loop) and non-adaptive (open-loop) precoding;
� Codebook and sounding-based precoding:

� Short and long-term adaptive precoding;
� Dedicated (precoded) pilot sub-carriers for MIMO operation;

� Enhanced codebook design;
� Enhanced base codebook;
� Transform codebook;
� Differential codebook.
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A comparison of the performance of closed-loop SU-MIMO rate-1 codebooks in low-correlated channels (4 l and
angle spread 3
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A comparison of CDF of user throughput for highly-correlated channel (MU-MIMO with zero-forcing precoding,
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Summary of IEEE 802.16m downlink MIMO feedback
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The feedback schemes to support various MIMOmodes are classified into three classes: (1) long-term;
(2) short-term; and (3) event-driven. The elements of MIMO feedback in each category are summa-
rized in Figure 10-44.

Since multicast and broadcast services are typically a downlink-only type of transmission, only
open-loop transmit diversity or spatial multiplexing schemes are used for E-MBS, and no closed-loop
MIMO scheme is supported in E-MBS.

10.6 THE IEEE 802.16M UPLINK MIMO SCHEMES
The physical layer procedures in the uplink MIMO on the transmitter side are shown in Figure 10-45.

The MIMO encoder block maps a single L ¼ 1 layer into Ns � L streams, which are fed to the
precoder block. A layer is defined as a coding and modulation processing path that is the input to
the MIMO encoder. A stream is defined as the output of the MIMO encoder which is the input to the
precoder block. For SU-MIMO and collaborative spatial multiplexing, there is only one FEC block per
allocated resource unit, i.e., vertical MIMO encoding is only supported in the uplink at the transmitter
side. The precoder block maps the streams to antennas by generating the antenna-specific data symbols
according to the selected MIMOmode. The MIMO encoder and precoder blocks do not exist when the
MS has only one transmit antenna. The decisions corresponding to resource allocations in the uplink
take into consideration the allocation type (use of distributed or localized allocation), single-user/
multi-user operation mode, MIMO mode (use of open-loop or closed-loop scheme), user grouping
(which users are assigned to the same resource unit in MU-MIMO), rank (for the spatial multiplexing
modes in SU-MIMO modes is the number of streams transmitted to the user), modulation and coding
rate to be used on each layer, power boosting (power boosting values to be used on the data and pilot
sub-carriers), and band selection (location of the localized resource units across frequency). The uplink
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Uplink MIMO architecture [2]
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antenna configuration is denoted by Nt � Nr where Nt ¼ 1,2,4 denotes the number of MS transmit
antennas and Nr � 2 denotes the number of BS receive antennas. There are two MIMO encoder
formats in the uplink: (1) space-frequency block-coding; and (2) collaborative spatial multiplexing
(vertical encoding). Uplink SU-MIMO physical processing is similar to that in the downlink. Uplink
MU-MIMO is performed through collaborative spatial multiplexing with vertical encoding at
each MS.

The number of spatial streams in the uplink depends on the MIMO encoder. For open-loop and
closed-loop spatial multiplexing SU-MIMO, the number of streams is Ns � min(Nt, Nr), Ns � 4. For
open-loop transmit diversity, Ns depends on the space-time coding scheme used by the MIMO encoder
and the number of transmit antennas at the MS. The MU-MIMO schemes can support up to four spatial
streams in the uplink. The number of spatial streams allocated to one user is limited to one, if there is
only one transmit antenna at the MS. In that case (Nt ¼ 1), SFBC encoding is not used at the MS.
Vertical encoding with one spatial stream is allocated to an MS with one transmit antenna. Non-
adaptive and adaptive precoding are supported on the uplink where non-adaptive precoding is used
with open-loop SU-MIMO and open-loop MU-MIMO modes, and adaptive precoding is used with
closed-loop SU-MIMO and closed-loop MU-MIMO modes.

For non-adaptive precoding at sub-carrier k, the Nt � Ns precoding matrix Wk is selected from
a subset of size Nw precoders derived from the base codebook for a given rank and changes every uPSC

sub-carriers and every v subframes in order to provide additional spatial diversity. The values of u and v
depend on the MIMO scheme and type of resource unit [2]. The values of Nw for non-adaptive pre-
coding and different subchannelization schemes are given in Table 10-28. No precoding function is
utilized at an MS with one transmit antenna.

For adaptive precoding, the precoding matrix W is derived at the BS or at the MS per instructions
by the BS. Unitary codebook-based adaptive precoding is supported with two or four transmit antennas
at the MS in FDD and TDD modes. In this mode, the MS transmits a sounding signal on the uplink to
assist the precoder selection at the BS. Based on the measurements of the sounding channel at the BS,
the BS indicates the uplink precoding matrix index to be used by the MS in a downlink control
message. Adaptive precoding based on the measurement of downlink reference signals can be per-
formed with two or four transmit antennas at the MS in TDD systems. The MS chooses the precoder
based on the downlink measurements. The form and derivation of the precoding matrix does not need
to be known at the BS. In the uplink SU-MIMO and MU-MIMO modes, all demodulation pilots are
precoded in the sameway as the data, regardless of the number of transmit antennas, allocation type, or
MIMO mode. There are five uplink MIMO modes for traffic and control channels that are listed in
Table 10-29. The uplink MIMO parameters are given in Table 10-30 and Table 10-32.

Table 10-28 Size of the Uplink Subset Codebooks (Nw)

Uplink
Subchannelization Type Type of Precoding Rank 1 2 3 4

Uplink distributed LRU and
mini-band LRU

Non-adaptive Nt ¼ 2 2 1 N/A N/A

Nt ¼ 4 4 4 4 4

Uplink sub-band LRU Nt ¼ 2 8 4 N/A N/A

Nt ¼ 4 64 64 64 64
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It must be noted that Ns denotes the number of streams that are transmitted by a single MS. In MIMO
modes 3 and 4, Nt refers to the number of transmit antennas at each participating mobile station in
collaborative spatial multiplexing. All MIMO modes are supported in either distributed or localized
subchannelization schemes. Table 10-31 shows the permutations supported by each MIMO mode.

The successive symbols at the output of the precoder block aremapped to the corresponding antenna
ports. The sub-carrier mapping within a logical resource unit starts from the data sub-carrier with the
lowest OFDM symbol index and lowest sub-carrier index, and continues with increasing sub-carrier
index. If the edge of the resource unit is reached, the mapping is continued on the next OFDM symbol.
The servingBS provides the necessary parameters for uplinkMIMOoperation in a unicastmessage. The
parameters may be transmitted depending on the type of operation, and are carried in the UL Basic
Assignment A-MAP IE, UL Sub-band Assignment A-MAP IE, or UL Persistent Allocation A-MAP IE.

The base codebook is a unitary codebook. A codebook is defined as unitary, if each of the con-
stituent matrices is unitary. The notation C(Nt, Ns, NB) denotes the codebook that consists of 2NB

Table 10-29 Uplink MIMO Modes [2]

Mode Index Description MIMO Encoding Format MIMO Precoding

Mode 0 Open-loop SU-MIMO SFBC Non-adaptive

Mode 1 Open-loop SU-MIMO (spatial
multiplexing)

Vertical encoding Non-adaptive

Mode 2 Closed-loop SU-MIMO (spatial
multiplexing)

Vertical encoding Adaptive

Mode 3 Open-loop collaborative spatial
multiplexing (MU-MIMO)

Vertical encoding Non-adaptive

Mode 4 Closed-loop collaborative spatial
multiplexing (MU-MIMO)

Vertical encoding Adaptive

Table 10-30 Uplink MIMO Parameters [2]

Number of
Transmit
Antennas (Nt)

Spatial Rate
per Layer (R)

Number of
Streams (Ns)

Number of
Sub-carriers

Number of
Layers (L)

MIMO Mode 0 2 1 2 2 1

4 1 2 2 1

MIMO Mode 1
and MIMO
Mode 2

2 1 1 1 1

2 2 2 1 1

4 1 1 1 1

4 2 2 1 1

4 3 3 1 1

4 4 4 1 1

MIMO Mode 3
and MIMO
Mode 4

2 1 1 1 1

4 1 1 1 1

4 2 2 1 1

4 3 3 1 1
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complex-valued Nt � Ns matrices and Ns denotes the number of streams. The notation C(Nt, Ns, NB,i)
denotes the ith codebook entry of C(Nt, Ns, NB). The base codebooks of SU-MIMO with two transmit
antennas consist of rank-1 codebook C(2,1,4) and rank-2 codebook C(2,2,3). The rank-2 base code-
book C(2,2,3) for two transmit antennas in the uplink is the same as the downlink two transmit
antennas rank-2 base codebook. The base codebook for uplink collaborative spatial multiplexing is
identical to the base codebook for SU-MIMO.

Table 10-31 Supported Subchannelization Schemes by Each Uplink MIMO Mode [2]

Tile-based DRU
Mini-band CRU
(Diversity Allocation)

Mini-band CRU Sub-
band CRU (Localized
Allocation)

MIMO mode 0 Yes Yes No

MIMO mode 1 Yes (Ns � 2) Yes Yes

MIMO mode 2 Yes (Ns � 2) Yes Yes

MIMO mode 3 Yes (Ns ¼ 1) Yes Yes

MIMO mode 4 Yes (Ns ¼ 1) Yes Yes

Table 10-32 Uplink MIMO Configuration/Control Parameters [2]

Parameter Description Value

MIMO Encoding Format
(MEF)

MIMO encoding format. SFBC
Vertical encoding

Collaborative Spatial
Multiplexing (CSM)

SU-MIMO is used if CSM is disabled; MU-MIMO is
used if CSM is enabled.

Disabled or enabled

Number of MIMO Streams Number of MIMO streams in the uplink
transmission.

1 to 4

Total Number of Spatial
Streams per LRU (TNS)

This parameter is enabled when CSM is enabled.
This parameter is an indication of the total number
of spatial streams per resource unit.

1 to 4

First Pilot Index (SI) Enabled when CSM is enabled; 1 bit for two
transmit antennas and 2 bits for four transmit
antennas.

1 to 4

Precoding Flag (PF) It does not apply when MS has only one transmit
antenna.

Non-adaptive precoding
or adaptive codebook
precoding.

PMI Indicator This field is relevant only when PF indicates
adaptive codebook precoding. When PMI
indication is set, the BS can select the precoder
matrix to be used at the MS.

The MS uses the
precoder of rank Ns of its
choice if PMI indicator is
zero; otherwise the
indicated PMI of rank Ns

will used by the MS for
precoding.

Precoding Matrix Index
(PMI) in the Uplink Base
Codebook

This parameter is enabled when PF indicates use
of the adaptive codebook precoding, and PMI
indication is set.

0 to 9 when Nt ¼ 2
0 to 63 when Nt ¼ 4
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The uplink base codebook for SU-MIMO with four transmit-antennas consists of rank-1 codebook
C(4,1,6), rank-2 codebook C(4,2,6), rank-3 codebook C(4,3,6), and rank-4 codebook C(4,4,6). The
rank-1 codebook entry C(4,1,6,m) consists of the first column of C(4,4,6,m), rank-2 codebook entry
C(4,2,6,m) consists of the first two columns of C(4,4,6,m), and rank-3 codebook entry C(4,3,6,m)
consists of the first three columns of C(4,4,6,m) base codebook. As an example, Table 10-33 provides
the content of base codebook C(2,1,4).

The uplink open-loop MU-MIMO codebook subset is same as the uplink open-loop SU-MIMO
codebook subset. The base codebook for uplink collaborative spatial multiplexing is a 4-bit subset of
the base codebook for uplink SU-MIMO. The uplink MIMO features of the IEEE 802.16m can be
summarized as follows:

� Support of single-user MIMO and collaborative spatial multiplexing;
� Vertical encoding for SU-MIMO and collaborative spatial multiplexing;
� Open-loop and closed-loop MIMO operation;
� Codebook-based and vendor-specific precoding:

� Short-term and long-term precoding;
� MS-specific precoded (dedicated) pilots for MIMO operation;

� Enhanced codebook design:
� Enhanced base codebook for both correlated and uncorrelated channels;
� Antenna selection codewords to reduce MS power consumption.

10.7 MULTI-BS MIMO
Multi-BS MIMO techniques are used for improving sector throughput and cell-edge throughput
through multi-cell collaborative precoding, network coordinated beamforming, or inter-cell interfer-
ence nulling. Both open-loop and closed-loop multi-BS MIMO techniques are supported in the IEEE

Table 10-33 C(2,1,4) Base Codebook Content [2]

Binary Index m

C(2,1,4,m) [ [c1,c2]

c1 c2

0000 0 0.7071 �0.7071

0001 1 0.7071 �0.5000 �0.5000i

0010 2 0.7071 �0.7071i

0011 3 0.7071 0.5000 �0.5000i

0100 4 0.7071 0.7071

0101 5 0.7071 0.5000 þ 0.5000i

0110 6 0.7071 0.7071i

0111 7 0.7071 �0.5000 þ 0.5000i
1000 8 1 0

1001 9 0 1

1010–1111 10–15 – –

10.7 Multi-BS MIMO 601



802.16m standard. For closed-loop multi-BS MIMO, CSI feedback via codebook-based feedback or
sounding channel is used. The feedback information may be shared by neighboring base stations via
a core network interface. Mode adaptation between single-BSMIMO and multi-BS MIMO can also be
utilized.

The multi-BS MIMO principle can be described as follows. When a mobile station is at the cell
edge, it may be able to receive signals from multiple cell sites, and the mobile station’s transmission
may also be received at multiple cell sites (see Figure 10-46). If the data transmission and signaling
from multiple cell sites can be coordinated, the downlink performance can be significantly improved.
This coordination can be similar to the interference avoidance techniques or the case where the same
data is transmitted from multiple cell sites. In the uplink, since the signal can be received by multiple
cell sites, the system can take advantage of coordinated multiple reception to significantly improve the
link performance. The Coordinated MultiPoint (CoMP) transmission used in both the 3GPP LTE-
Advanced and the IEEE 802.16m is a method of MIMO transmission for interference reduction which
enables features such as network synchronization, cell- and user-specific pilots, feedback of multi-cell
channel state information, and synchronous data exchange between the base stations that can be used
for interference mitigation and to achieve macro diversity gain. The collaborative MIMO and the

Downlink Coherent Combining or Dynamic Cell Selection
(Joint Transmission/Dynamic Cell Selection)

Downlink Coordinated Scheduling/Beamforming

Uplink Coordinated Multi-point Reception
(Receiver signal processing at central BS)

FIGURE 10-46

Downlink multi-BS transmission schemes
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closed-loop macro diversity schemes are optional features supported in the IEEE 802.16m standard.
For downlink collaborative MIMO, multiple base stations perform joint MIMO transmissions to
multiple mobile stations located in different cells. Each BS performs multi-user precoding when
transmitting to multiple mobile stations and each MS benefits from collaborative MIMO by receiving
multiple streams from multiple base stations. When collaborative MIMO is enabled, several mobile
stations are jointly served by multiple coordinated base stations through MU-MIMO scheduling and
precoding, whereas when closed-loop macro-diversity is enabled, a single MS is served jointly by
multiple coordinated base stations.

In terms of downlink CoMP, two different approaches are under consideration in 3GPP LTE-
Advanced: coordinated scheduling and/or beamforming; and joint processing/transmission. In the
first category, the downlink transmission to a single UE is sent from the serving cell, exactly as in the
case of non-CoMP transmissions. However, the scheduling, including any beamforming function-
ality, is dynamically coordinated between the cells in order to control/reduce the interference
between different transmissions. In principle, the best serving set of users will be selected so that the
transmitter beams are constructed to reduce the interference to other neighboring users, while
increasing the served users’ signal strength. For joint processing/transmission, the transmission to
a single UE is simultaneously transmitted from multiple transmission points, in practice cell sites.
The multipoint transmissions will be coordinated as a single transmitter with antennas that are
geographically separated. This scheme has the potential for higher performance, compared to
coordination in scheduling only, but at the expense of more stringent requirement on backhaul
communications [101]. Network and collaborative MIMO have been studied for the 4th generation of
cellular systems. Their application depends on the geographical separation of the antennas, coor-
dinated multipoint processing method, and the coordinated zone definition. Depending on whether
the same data to a UE is shared at different cell sites, collaborative MIMO includes single-cell
antenna processing with multi-cell coordination, or multi-cell antenna processing. The former
technique can be implemented via precoding with interference nulling by exploiting the additional
degrees of spatial freedom at a cell site. The latter technique includes collaborative precoding and
closed-loop macro diversity. In collaborative precoding, each cell site performs multi-user precoding
towards multiple UEs, and each UE receives multiple streams from multiple cell sites. In closed-loop
macro diversity, each cell site performs precoding independently, and multiple cell sites jointly serve
the same UE.

As shown in Figure 10-46, uplink coordinated multipoint reception implies reception of the
transmitted signal at multiple geographically separated points. Scheduling decisions can be coordi-
nated among cells to control interference. It should be noted that in different instances, the cooperating
units can be separate base station’s remote radio units, relays, etc. Moreover, since uplink CoMP
mainly impacts the scheduler and receiver, it is primarily an implementation issue.

As shown in Figure 10-47, the single-BS precoding with multi-BS coordination is mainly an
interference mitigation and coordination mechanism. These interference mitigation techniques are
applicable to downlink MIMO modes 2 and 4 with codebook-based feedback mode with additional
inter-BS coordination mechanisms and interference measurement support. The inter-BS coordination
mechanisms do not require data forwarding between different base stations. Two types of single-BS
precoding techniques with Multi-BS coordination are supported in IEEE 802.16m: (1) PMI coordi-
nation, supported by codebook-based feedback; and (2) interference nulling, supported by codebook-
based feedback or uplink sounding. Single-BS precoding with multi-BS coordination may be enabled
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by the BS for one or several mobile stations when closed-loop MIMO precoding with downlink MIMO
modes 2 or 4 are used in the serving and neighboring cells.

The inter-cell interference can be mitigated by coordinating the precoders applied in the neigh-
boring cells using higher layer signaling and based on feedback from mobile stations to their respective
serving base stations. The PMI coordination with codebook-based feedback can be used in the form of
PMI recommendation or PMI restriction, depending on the instructions by the BS through the
Feedback Polling A-MAP IE. If the Interference Coordination Type parameter is set to 0b00 in the
Feedback Polling A-MAP IE, then the MS finds the PMI which demonstrates the strongest interference
for the neighboring cell in the frequency resource unit indicated by the Target Resource Unit field
signaled in Feedback Polling A-MAP IE; otherwise, the MS finds the PMI which demonstrates the
weakest interference for the neighboring cell in the frequency resource unit. Restricting or recom-
mending the usage of rank-1 codebook elements as a response to the neighboring cell’s request is
performed by the BS transmission of BC_SI field (Base Codebook Subset Indication is the rank-1 base
codebook subset indication for interference mitigation with PMI coordination) in the AAI_DL_IM
MAC control message. The procedure for a PMI coordination multi-BS MIMO scheme can be
described as follows:

1. If the Feedback Polling A-MAP IE is received by an MS, it should periodically send the
AAI_MultiBS_MIMO_FBK MAC control message containing the requested information (e.g.,
PMI or a set of PMIs, diversity set member identifier, or additional measurements) by the
serving BS.
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Illustration of inter-cell and intra-cell coordinated transmission
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2. The BS should communicate with the neighboring base stations on receiving the feedback from
multiple mobile stations, to coordinate their PMIs using higher layer signaling. The BS should
then broadcast codebook subset information in BC_SI in an AAI_DL_IM MAC control message
to all mobile stations within its coverage area.

3. The BS may send a Feedback Allocation A-MAP IE with the corresponding Codebook Mode field
set to 0b11 to the selected mobile stations. Those mobile stations that received the message should
feed back their desired PMI from the codebook subset that is signaled through the BC_SI field.

Inter-cell interference nulling can be performed using PMI which may be based on either the strongest
interference from the neighboring cells or by detecting the neighboring cell’s sounding signal. The
interference mitigation techniques described in this section are based on joint MIMO transmission
across multiple base stations. The base station and the mobile station may support one or both
adaptive-precoding-based multi-BS joint processing techniques, e.g., Closed-loop Macro Diversity
(CL-MD) or Collaborative MIMO (Co-MIMO)vii transmission. The CL-MD scheme is used with
downlink MIMO mode 2, whereas Co-MIMO is used in conjunction with downlink MIMO mode 4.
The multi-BS joint MIMO processing may be enabled by the BS for one or multiple mobile stations
when adaptive precoding is utilized in the serving and the neighboring cells, and the user data is shared
among multiple base stations. Using adaptive precoding, the precoding matrix W is derived from the
feedback received from the mobile stations, with codebook-based feedback or sounding-based
feedback.

In the CL-MD scheme, a single MS is served jointly by multiple coordinated base stations, whereas
in the Co-MIMO scheme several mobile stations are served jointly by the multiple coordinated base
stations through MU-MIMO joint scheduling and precoding. For codebook-based feedback, the mobile
stations choose the PMI for the serving cell and the neighboring cells based on the channel state
information. The serving BS may instruct the mobile stations to feed back 3-bit uniformly-quantized
phase information for each neighboring cell, such that the BS can form a concatenated PMI based on
the phase information for the neighboring cells. When a downlink multi-BS joint processing is utilized,
radio resource allocation, data mapping, and pilot pattern allocation are coordinated among the
participating base stations. The same data packet is transmitted by the coordinated base stations over
the same radio resources. The same pilot patterns without interlacing are applied to the coordinated
base stations. The operation of downlink multi-BS joint processing can be described as follows:

1. If an MS receives a Feedback Polling A-MAP IE, it will periodically send an AAI_MultiBS_
MIMO_FBK MAC control message containing the codebook feedback or will send an uplink
sounding per the UL Sounding Command A-MAP IE, depending on the designated mode of
operation.

2. The BS will forward the PMI(s) and coordinated PMI(s) to the neighboring base stations on
receiving feedback from the mobile stations, to coordinate the utilization of the PMI(s). In the
case of sounding feedback, each participating base station can perform precoding based on the
received sounding signal(s) from a single MS for the CL-MD mode or from multiple mobile
stations for the Co-MIMO scheme. The default number of neighboring base stations to be
coordinated in order to support collaborative MIMO is three.

viiThe downlink collaborative MIMO scheme must be differentiated from the uplink collaborative spatial multiplexing
scheme that has been inherited from the legacy systems.
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A collaborative MIMO zone is defined in order to facilitate inter-BS coordination when supporting
Co-MIMO transmission. The Co-MIMO zone is a time-frequency region comprising a number of
LRUs over a number of subframes. The Co-MIMO zone utilized by the neighboring base stations is
associated to the same radio resource region. The permutation scheme used in the Co-MIMO zone is
identical across the participating base stations. On the other hand, for uplink sounding-based CL-MD
and Co-MIMO schemes, the same sounding sequence can be used for DL/UL channel calibration.
Therefore, the mobile stations will send the calibration sounding sequence on receiving the
AAI_MULTI_BS_SOUNDING-CAL MAC management message. The phases of the received uplink
calibration sounding sequences are used by the BS to calculate the mismatch between the uplink and
downlink channels. Each participating BS compensates the downlink and uplink phase mismatch
based the above-mentioned method.

The Co-MIMO transmission is managed by the core network, including the selection of base
stations participating in the Co-MIMO transmission. If sounding-based Co-MIMO transmission is
utilized, each Co-MIMO zone is allocated to one or more mobile stations and each BS can allocate
multiple Co-MIMO zones to different mobile stations. The corresponding resource units and the
permutation schemes in each Co-MIMO zone are negotiated and coordinated by the participating base
stations through the backhaul prior to allocation. The BS broadcasts normalized interference power
thresholds for multi-BS MIMO schemes and one common CINR threshold. The normalized inter-
ference power is defined as the ratio of average interference power (with or without transmitter pre-
coder) from one dominant interfering BS to the total interference power plus noise received at the MS.
The MS may accordingly request the preferred multi-BS MIMO scheme. The single-BS precoding
with multi-BS coordination scheme is performed by combining two PMIs in order to mitigate the inter-
cell interference when closed-loop MIMO precoding is used in the serving and the neighboring cells.
One of the PMIs maximizes the transmission power of the serving cell, while the others minimize the
interference to the neighboring cell.

The PMI combination procedure is performed as follows. The PMI combination may be triggered
by the BS in an unsolicited manner. Using uplink sounding, the serving and the neighbor base stations
can measure the channel conditions of the mobile stations. Following the channel measurements, the
serving and neighbor base stations can determine the PMI which maximizes the transmission power
and the PMImin which minimizes the interference. The neighboring base stations may inform the
serving BS of PMImin through the backhaul. The above PMIs are calculated based on the following
criteria [2]:

PMI ¼ argmax
i

kHs vik2

PMImin ¼ argmin
i

kHi vik2
(10-54)

where Hs and Hi denote the channel matrices from the MS to its serving and the neighboring base
stations, respectively, and vi is the ith codeword of the base codebook. The serving BS informs the MS
of the PMI, PMImin, and PMI Combination Ratio g through UL Basic Assignment A-MAP IE, UL
Sub-band Assignment A-MAP-IE, UL CSM Beamforming A-MAP IE, or AAI_UL_MultiB-
S_MIMO_SBP MAC management messages. The transmitted precoder W is generated by combining
the two precoders ðWPMImin

; WPMIÞ according to the following equation [2]:

W ¼ gWPMI þ ð1� gÞWPMImin

kgWPMI þ ð1� gÞWPMImin
k 0 � g � 1 (10-55)
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The IEEE 802.16m further supports uplink multi-BS MIMO to allow joint reception by multiple base
stations, e.g., macro-diversity combining and cooperative beamforming. The collaborative zone
initialization is defined as a common radio resource that is allocated as a collaborative zone among the
participating base stations in the uplink multi-BS MIMO operation. The uplink sounding signals are
assigned orthogonally among mobile stations in the collaborative zone. The inter-BS information
exchange and joint processing, by enabling macro-diversity combining, soft decision information in
the form of log-likelihood ratios are generated at the neighbor base stations, transmitted to anchor BS
accompanied with scheduling information through M-SAP or C-SAP primitives over the core network,
and combined at the anchor BS. Using cooperative beamforming, the quantized versions of received
signals are generated at neighbor base stations, transmitted to the anchor BS accompanied with
channel state information and scheduling information through M-SAP or C-SAP primitives over
backhaul and jointly processed at the anchor BS.

10.8 INTERFERENCE MITIGATION
Fractional Frequency Reuse (FFR) is an interference mitigation scheme which allows the use of
different frequency reuse factors over different frequency partitions in certain time intervals in
downlink and uplink transmissions. The FFR is usually combined with other schemes such as power
control or multi-BS MIMO technologies for adaptive control and joint optimization. The power
control and multi-BS MIMO interference mitigation schemes were described in previous sections. In
a generic FFR scheme as shown in Figure 10-48, the sub-carriers over the entire transmission band-
width are grouped into frequency partitions with different reuse factors. In general, the received signal
quality can be improved by assigning the mobile stations in the frequency partitions with a higher
frequency reuse factor due to lower interference levels. This will benefit the mobile stations near the
cell edge or the mobile stations that are suffering from severe inter-cell interference. The BS may apply
a lower frequency reuse factor to some frequency partitions in order to serve the mobile stations which
do not experience significant inter-cell interference, resulting in an improvement in spectral efficiency.
The resource allocation when using the FFR scheme may take several factors into consideration,
including reuse factor in partition, power in partition, and multi-antenna mode, as well as interference-
based measurements conducted at the mobile station.

In the IEEE 802.16m standard, the size of the frequency partitions are selected as an integer
multiple of physical resource units. The frequency partitions are indexed from the lowest LRU index
to the highest index. The frequency partitions always start with a reuse-1 partition and continue with
three reuse-3 or two reuse-2 partitions, depending on the value of the DFPC parameter and the
transmission bandwidth. The frequency partitions are numbered as frequency partition 0 (FP0),
frequency partition 1 (FP1), frequency partition 2 (FP2), or frequency partition 3 (FP3). In the
downlink, the frequency partition configuration is signaled using the DFPC parameter in S-SFH SP0.
The boosted frequency partition FP1 is a partition which has the highest power level. Each partition
may have different power level per cell. The transmission power level relative to the reference power
level on different frequency partitions is adjusted by the BS and signaled using an AAI_DL-IM MAC
management message or an S-SFH SP3. When FFR is used in the cell, i.e., FPCT > 1, different FFR
power patterns are used by different base stations. For example, when FPCT ¼ 4, each BS selects
one of the three FFR patterns, as shown in Figure 10-8. When FPCT ¼ 3 and FPS3 > 0, the same
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FFR patterns exist excluding FP0. The index of the FFR power pattern is set by a particular BS using
the frequency partition number k.

In downlink FFR, the mobile station reports the interference measurement to the serving base
station. The serving base station will instruct the mobile station to perform interference measurement
over the designated radio resource region in a solicited/unsolicited manner, or the mobile station may
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Illustration of fractional frequency reuse concept [2]
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perform the independent interference measurement. Examples of interference measurements include
SINR, SIR, interference power, RSSI, etc. The mobile station can also recommend its preferred
frequency partition to the serving base station, based on interference measurements, the resource
metric of each partition, etc. The measurement results can then be reported through messaging or
feedback channels. The base station can transmit necessary information through signaling or message
to facilitate the measurements conducted by the mobile station. The information includes the
frequency reuse parameters of each frequency partition, the corresponding power levels, and the
associated metric for each partition. The resource metric of each frequency partition is the measure of
the overall system resource usage in the partition (e.g., effective bandwidth due to reuse, transmission
power, multi-antenna mode, and interference to other cells). The serving BS may instruct the MS to
feedback interference or SINR measurements for one or more frequency partitions through the
AAI_FFR-CMD message.

The MS reports interference and/or SINR measurements corresponding to one or more frequency
partitions through the AAI_FFR-REP message as a response to the AAI_FFR-CMD message. For
MIMO feedback modes 0, 4, and 7, the BS instructs the MS to feedback wideband CQI and spatial rate
for the active frequency partition using Feedback Allocation A-MAP IE. For MIMO feedback mode 0,
the BS may request feedback on wideband CQI and spatial rate for alternative frequency partitions in
addition to the active partition by puncturing the reporting period of the active frequency partition. The
BS may use the interference statistics to schedule downlink data transmissions. A Preferred Frequency
Partition Indicator (PFPI) is defined in the primary fast-feedback channel to indicate the change in the
preferred active frequency partition.

The FFR partition information is broadcast in S-SFH SP2, and the resource metric and transmission
power level are signaled in an AAI_DL-IM message and/or S-SFH SP3. When the MS attempts
network entry to a system with FPCT > 1, it initially uses the frequency partition indicated by the BS.
Once the MS detects the first superframe with resource metric information, it may start using the
resource metric to recommend its preferred partition to the BS in distributed DRU regions or to select
the preferred sub-bands in sub-band CRU allocations. In the latter case, the MS estimates the average
SINR in each sub-band of the frequency partition and calculates the expected spectral efficiency for
each sub-band. The expected SE can be calculated based on data rate, PER, and partition bandwidth as
SEexpected ¼ (1 � PER)Data_Rate/BW where Data_Rate is the uncoded data in the number of bits
transmitted on four LRUs in type-1 subframe, PER is the MS estimated packet error rate in the same
four LRUs, and BW is the amount of bandwidth occupied by four LRUs. The data rate is a function of
average SINR per partition, and is determined according to the modulation and coding rate selected by
link adaptation procedure. The MS calculates the normalized SEi of the ith frequency partition as
Normalized_SEi ¼ Expected_SEi/Resource_Metrici. The MS compares the Normalized_SEi of all
partitions and selects the partition with maximum normalized SE as the preferred frequency partition,
i.e., i ¼ maxðNormalized SEiÞ; ci. If the preferred partition is different from the previously selected
one and has relatively stable normalized SE, the MS will send an indicator through the primary fast-
feedback channel to notify the BS of its preferred frequency partition.

For uplink FFR, the base station estimates the interference statistics in each frequency partition and
may send messages containing interference information to the mobile stations. The interference
information includes the frequency reuse parameters of each partition and the corresponding uplink
power control parameters, as well as the target IoT level. A mobile station assigned to a partition needs
to properly perform power control considering the target IoT level of other cells for that partition. If the
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target IoT level of other cells for a partition is low, a mobile station assigned to that partition should
transmit with lower power in order not to interfere with users in other cells. If the target IoT level of
other cells for a partition is high, then a user assigned for that partition may transmit with higher power.
To control system-wide interference, the base station can adjust the frequency partitions and the
corresponding target IoT level in coordination with other base stations. The uplink FFR mechanism
allows the BS to designate different uplink IoT control parameters gIoT in frequency partition. The
uplink FFR configuration parameters, including the number of frequency partitions and size of each
frequency partition, are broadcast through S-SFH SP2. The uplink IoT control parameter for each
frequency partition is broadcast through the AAI_SCD MAC control message.

If uplink FFR is enabled in a cell, different FFR patterns with power-boosted partitions are used
by different base stations. In the example shown in Figure 10-48, FPCT ¼ 4 and each cell selects one
of the three FFR patterns. The index of the FFR pattern is set by a particular cell with its frequency
partition number k. The FFR partition configuration is semi-static and does not change frequently.
The interval between two FFR partition changes is determined by the FFR Partition Update Interval
parameters [2]. In each FFR partition update interval, the BS reports to the network controller the
following information: BS-ID; the number of mobile stations in the cell; the mobile station location
distribution; and the MS UL/DL SINR distributions, UL/DL traffic distribution, base station’s
transmission power in each frequency partition, uplink IoT control parameter gIoT corresponding to
each FFR partition that is used to calculate the FFR partition size, power levels, relative load
indicator, and reference uplink IoT control parameter gIoTreference

for each partition that will be used
for FFR partition configuration.

The base station may use various mechanisms to mitigate the inter-cell and/or intra-cell inter-
ference experienced by the mobile stations or to reduce interference to other cells. The interference
mitigation techniques may include sub-channel scheduling, dynamic transmit power control,
dynamic antenna pattern adjustment, and adaptive modulation and coding schemes. The base station
may allocate different modulation and coding schemes to mobile stations through uplink scheduling
which indirectly controls the MS transmit power and thereby interference to other cells. The base
station can exchange power control information with neighbor base stations. The mobile station
may use interference information and its downlink measurements to control the uplink interference
it causes to adjacent cells. The base station can schedule mobile stations with high mutual inter-
ference on different sub-channels or frequency partitions. Cell/sector specific interleaving may be
used to randomize the transmitted signal, in order to allow for interference suppression at the
receiver.

10.9 MULTI-ANTENNA TECHNIQUES IN 3GPP LTE
Figure 10-49 illustrates different stages of 3GPP LTE physical channel processing in the downlink and
uplink. In the downlink, the coded bits in each of the codewords are scrambled for transmission on
a physical channel. The scrambled bits are modulated to generate complex-valued modulation symbols
that are later mapped to one or several transmission layers. The complex-valued modulation symbols
on each layer are pre-coded for transmission and are further mapped to resource elements for each
antenna port. The complex-valued time-domain OFDMA signal for each antenna port is then gener-
ated following these stages [30,97]. In the uplink, the baseband signal is processed by scrambling the
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input coded bits and then by modulation of scrambled bits to generate complex-valued symbols. The
complex-valued modulation symbols are transform-precoded (DFT-based precoding) to generate
complex-valued symbols that are later mapped to resource elements. The complex-valued time-
domain SC-FDMA signal for each antenna port is then generated.

A 2 � 2 antenna configuration for MIMO is assumed as the baseline in the 3GPP LTE downlink;
i.e., two transmit antennas at the base station and two receive antennas at the terminal side [107].
Configurations with four transmit or receive antennas are also supported in the specifications. Different
downlink MIMO modes are supported in 3GPP LTE, which can be adapted based on channel
conditions, traffic requirements, and UE capability. These include transmit diversity, open-loop spatial
multiplexing (no UE feedback), closed-loop spatial multiplexing (with UE feedback), multi-user
MIMO (more than one UE is assigned to the same resource block), and closed-loop rank-1 precoding.
Multi-antenna transmission with two and four transmit antennas is supported. The maximum number
of codewords is two, irrespective of the number of antennas with fixed mapping between codewords to
layers. There is semi-static switching between SU-MIMO and MU-MIMO per UE. In addition, the
following techniques are supported: codebook-based precoding with a single precoding feedback per
full system bandwidth when the system bandwidth (or subset of resource blocks) is smaller or equal to
12 resource blocks and per 5 adjacent resource blocks or the full system bandwidth (or subset of
resource blocks) when the system bandwidth is larger than 12 resource blocks, as well as rank
adaptation with single rank feedback referring to full system bandwidth. The eNB can override rank
report.

In 3GPP LTE spatial multiplexing, up to two codewords can be mapped onto different layers. One
codeword represents an output from the channel coder. The number of layers available for transmission
is equal to the rank of the channel matrix. Precoding in the transmitter side is used to support spatial
multiplexing. This is achieved by multiplying the signal with a precoding matrix prior to transmission.
The optimum precoding matrix is selected from a predefined codebook which is known to both the
eNB and the UE. The optimum precoding matrix is the one which maximizes the capacity. The UE
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estimates the channel and selects the optimum precoding matrix. This feedback is provided to the eNB.
Depending on the available bandwidth, this information is made available per resource block or group
of resource blocks, since the optimum precoding matrix may vary between resource blocks. The
network may configure a subset of the codebook that the UE is able to select from. In case of UEs with
high velocity, the quality of the feedback may deteriorate. Thus, an open loop spatial multiplexing
mode is also supported which is based on predefined settings for spatial multiplexing and precoding. In
the case of four antenna ports, different precoders are assigned cyclically to the resource elements. The
eNB will select the optimum MIMO mode and precoding configuration. The information is conveyed
to the UE as part of the downlink control information on the PDCCH.

In order for MIMO schemes to work properly, each UE has to report information about the channel
to the base station. Several measurement and reporting schemes are available which are selected
according to MIMO mode of operation and network choice. The reporting may include wideband or
narrowband CQI, which is an indication of the downlink radio channel quality as experienced by this
UE, PMI which is an indication of the optimum precoding matrix to be used in the base station for
a given radio condition, and Rank Indication (RI) which is the number of useful transmission layers
when spatial multiplexing is used [30,107]. In the case of transmit diversity mode, only one codeword
can be transmitted. Each antenna transmits the same information stream, but with different coding. The
LTE employs space frequency block coding as a transmit diversity scheme. A special precoding matrix
is applied at the transmitter side in the precoding stage in Figure 10-49. Cyclic delay diversity is an
additional type of diversity which can be used in conjunction with spatial multiplexing in LTE. An
antenna-specific delay is applied to the signals transmitted from each antenna port. This effectively
introduces an artificial multipath to the signal as seen by the receiver. As a special method of delay
diversity, cyclic delay diversity applies a cyclic shift to the signals transmitted from each antenna port
[30,97].

For the 3GPP LTE uplink, multi-user MIMO can be used. Multiple user terminals may transmit
simultaneously on the same resource block. The scheme requires only one transmit antenna at the UE
side. The UEs sharing the same resource block have to apply mutually orthogonal pilot patterns. To
take advantage of two or more transmit antennas, transmit antenna selection can be used. In this case,
the UE has two transmit antennas but only one transmission chain. A switch will then choose the
antenna that provides the best channel to the eNB [30,99,107]. To support MU-MIMO, the reference
signals for users involved should be distinct and should have good cross-correlation properties. If two
or more UEs in one sector are assigned to the same resource blocks, their reference signals are derived
from the same sequence with cyclic-shift in the time-domain. In 3GPP LTE, the cyclic-shifts for a UE’s
reference signal can take eight different values. These values can ideally support uplink MU-MIMO
with two to six UEs. However, in practice, only two users are paired to lower the receiver complexity. It
may be noted that the length of the reference signals are based on the number of resource blocks
allocated to a user. In general, reference signals of 36 or more in length are based on extended Zadoff-
Chu sequences, while reference signals of length 12 and 24 are computer generated sequences. The
interference seen by a user’s signal comprises two parts: the intra-cell interference due to other users’
involved in the uplink MU-MIMO; and inter-cell interference due to users in other sectors. As the UEs
in a sector can operate at different MCS levels and multipath can create nulls and peaks in one
transmission, the inter-cell interference due to these UEs seen at neighboring sectors can be quite
irregular in the frequency-domain. One can choose to estimate the spatial pattern of the inter-cell
interference over one or multiple resource blocks. There are a number of uplink MIMO receiver
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algorithms which can be used for 3GPP LTE uplink MIMO. Using MU-MIMO, two UE’s transmit on
the same frequency sub-carriers and at the same time. Thus, there is cross-user interference between
these two UEs. Using a MMSE receiver at the BS, the interference between these two UEs can be
significantly reduced.

The 3GPP LTE Release 8 supports downlink transmissions on one, two, or four cell-specific
antenna ports, each corresponding to one, two, or four cell-specific reference signals, where each
reference signal corresponds to one antenna port. An additional antenna port, associated with one
UE-specific reference signal is also available. This antenna port can be used for conventional
beamforming, especially in the case of TDD operation. All physical layer processing (i.e., up to and
including the scrambling module) for the nth transport block in a certain subframe is denoted by
codeword n. Up to two transport blocks can be transmitted simultaneously, while up to Q ¼ 4
layers can be transmitted for the rank-4 case, so there is a need to map the codewords (transport
blocks) to the appropriate layer. The layers form a sequence of Q � 1 symbol vectors as sn ¼
(sn1, sn2,.,snQ)t which are input to a precoder that in general can be modeled on the form of
a linear dispersion encoder. The precoder only exists if the PDSCH is configured to use cell-specific
reference signals, which are then added after the precoding and thus do not undergo any precoding.
If the PDSCH is configured to use the UE-specific reference signals, which would then also
undergo the same precoding operation as the resource elements for data, then the precoder oper-
ation is transparent to the standard and therefore purely an eNB implementation issue. The precoder
is block-based and outputs a block Xn ¼ (xnL xnLþ1.xnLþL�1) of precoded Nt � 1 vectors for every
symbol vector sn where L is the block size and the parameter Nt denotes the number of antenna
ports, if PDSCH is configured to use cell-specific reference signals. If a transmission mode using
UE-specific reference signals is configured, then, similarly to above, Nt is entirely up to the eNB
implementation, but it typically corresponds to the number of transmit antennas assumed in the
baseband implementation.

The vectors xk are distributed over the grid of data resource elements belonging to the resource
block assignment for the PDSCH. Let k denote the resource element index, the corresponding received
Nr� 1 vector yk on the UE side after DFToperation can then be written as yk¼Hkxkþ wk whereHk is
an Nr � Nt matrix that represents the MIMO channel and wk is an Nr � 1 vector denoting noise and
interference. Considering the resource elements associated with a certain block xn output from the
precoder and assuming that the channel is constant over the block, i.e., the block size L is small and the
resource elements are localized in the resource element grid, the following block-based received data
model is obtained Yn ¼ (ynL ynLþ1.ynLþL�1) ¼ HnXn þ Wn. The transmission rank is given by the
average number of complex-valued symbols per resource element. Since Q symbols are transmitted
over L resource elements, the transmission rank r is obtained as r ¼ Q/L.

The 3GPP LTE supports rank-1 transmit-diversity through Alamouti-based space-time codes in
frequency-domain (SFBC). The encoding operation is performed over space and frequency so the
output block Xn from the precoder is limited to consecutive data resource elements over a single
OFDM symbol. If single-codeword transmission is assumed, the modulated symbols of a single
codeword are mapped to all layers. The transmit-diversity schemes for two and four cell-specific
antenna ports are supported. Note that these transmit-diversity schemes are also used for the PBCH,
PDCCH, and PCFICH. Furthermore, the number of cell-specific antenna ports used to encode the
PBCH is the same as the total number of configured cell-specific antenna ports and these are also used
for other control channels. Thus, all UEs must support up to four cell-specific antenna ports and the
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corresponding transmit-diversity schemes. For the case of two antenna ports, the output from the
precoder is as follows:

Xn ¼
"

sn1 sn2

�s�n2 s�n1

#
(10-56)

where the rows corresponds to the antenna ports and the columns to consecutive data resource
elements over the same OFDM symbol. In the case where four antenna ports are utilized, a combi-
nation of SFBC and frequency-switched transmit diversity is employed to provide robustness against
the correlation between channels from different transmit antennas and for less-complex UE receiver
implementation. The output from the precoder is given as:

Xn ¼

2
66664

sn0 sn1 0 0

0 0 sn2 sn3

�s�n1 s�n0 0 0

0 0 �s�n3 s�n2

3
77775 (10-57)

The above code is composed of two SFBC codes which are transmitted on antenna ports 0, 2, and 1, 3,
respectively. The reason for distributing a single SFBC code in such an interlaced manner on every
other antenna port instead of consecutive antenna ports is related to the fact that the first two cell-
specific antenna ports have a higher reference signal density than the last two; and hence, provide
better estimation of the channel. The above transmit-diversity scheme can be used for all downlink
channels other than PHICH. For the latter, four different ACK/NACK bits are multiplexed using
orthogonal codes with a spreading factor of four over a group of four sub-carriers, and the resulting
group is repeated three times in the frequency-domain to achieve frequency-diversity gain. To
maintain the orthogonality between different codes in each repetition of four sub-carriers, antenna
switching is not applied within each repetition. Instead, the set of antennas changes across different
repetitions. When there are multiple PHICHs transmitted, using type 1 or type 2 alternatively for
different PHICHs would be helpful to keep uniform power distribution over the eNB transmit
antennas.

Precoding for spatial multiplexing using antenna ports with cell-specific reference signals is
only used in combination with layer mapping for spatial multiplexing. Spatial multiplexing supports
two or four antenna ports and the set of antenna ports used is p ¼ 0,1 or p ¼ 0,1,2,3, respectively
with p denoting the antenna port number. The precoding for spatial multiplexing without CDD is
defined as:

2
64

yð0ÞðiÞ
«

yðNp�1ÞðiÞ

3
75 ¼ WðiÞ

2
64

xð0ÞðiÞ
«

xðNl�1ÞðiÞ

3
75 (10-58)

whereW(i) is the Np � Nl precoding matrix, Np is the number of antenna ports, Nl denotes the number
of layers, i ¼ 0; 1;.;M

p
symb � 1, and M

p
symb ¼ M

layer
symb . For spatial multiplexing, the values of W(i)

are selected among the precoder elements in the codebook configured in the eNB and the UE. The eNB
can further confine the precoder selection in the UE to a subset of the elements in the codebook using
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codebook subset restrictions. For large-delay CDD, precoding for spatial multiplexing is defined by
(see Figure 10-50): 2

64
yð0ÞðiÞ

«

yðNp�1ÞðiÞ

3
75 ¼ WðiÞDðiÞU

2
64

xð0ÞðiÞ
«

xðNl�1ÞðiÞ

3
75 (10-59)

where D(i) and U are Nl � Nl matrices supporting cyclic delay diversity, as shown in Table 10-34, for
a different number of layers. For two antenna ports, the precoder is selected according to W(i) ¼ C1

where C1 denotes the precoding matrix corresponding to precoder index 0 in Table 10-35. For four
antenna ports, the UE may assume that the eNB cyclically assigns different precoders to different
vectors ðxð0ÞðiÞ; xð1ÞðiÞ;.; xðNl�1ÞðiÞÞt on the physical downlink shared channel. A different precoder
is used every Nl vectors, where Nl denotes the number of transmission layers in the case of spatial
multiplexing. In particular, the precoder is selected according to W(i) ¼ Ck, where k is the precoder
index given by k ¼ ðPi=NlRmod4Þ þ 1˛f1; 2; 3; 4g and C1, C2, C3, C4, denote precoder matrices.
When two antenna ports are configured, the number of codewords is equal to the transmission rank and
codeword n is mapped to layer n.

For transmission on two antenna ports (p ¼ 0,1), the precoding matrixW(i) is selected from Table
10-35 or a subset of it. The open-loop spatial multiplexing may be used when reliable PMI feedback is
not available at the eNB, for example, when the UE moves fast or when the feedback overhead on
uplink is too high. The open-loop spatial multiplexing with Nl layers and Np antenna ports (Np � Nl) is
illustrated in Figure 10-50. The feedback consists of the RI and the CQI in open-loop spatial multi-
plexing. In contrast to closed-loop spatial multiplexing, the eNB only determines the transmission
rank, and a fixed set of precoding matrices are applied cyclically across all the scheduled sub-carriers
in the frequency-domain. It is noted that in the open-loop spatial multiplexing mode, the transmit
diversity scheme is applied when the transmission rank is set to one [101].

The 3GPP LTE supports MU-MIMO in the uplink and downlink. In the uplink, the eNB can
schedule a number of UEs to transmit over the same time-frequency resource, which forms a
MU-MIMO transmission configuration. However, in order for the eNB to correctly separate and

N
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FIGURE 10-50

Open-loop spatial multiplexing with Nt antennas and Nl transmission layers [101]
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demodulate the UEs’ signals, the eNB needs to assign orthogonal reference signals for these UEs
scheduled for the MU-MIMO transmission. In the 3GPP LTE uplink slot structure, the reference signal
is transmitted using the fourth SC-FDMA symbol and the data is transmitted using the other symbols.
For a given slot and subframe in each cell, a Zadoff-Chu sequence is defined as the base sequence for
uplink reference signals. The cyclically-shifted versions of a given Zadoff-Chu sequence form an
orthogonal set of sequences. Each UE scheduled for MU-MIMO transmission is assigned a distinctive
cyclic-shift value. The UE combines this cyclic-shift value with the knowledge of the base Zadoff-Chu
sequence to form a reference signal sequence that is orthogonal to other UEs’ reference signal
sequences. It is noted that the cyclic shift value is always contained in the control signaling, which the
UE has to receive for data transmission on uplink, regardless of whether the MU-MIMO is used.

In the downlink, if a UE is configured to use the MU-MIMO transmission mode, only rank-1
transmission can be scheduled for the UE. The eNB can schedule multiple UEs, which are configured
to operate in the MU-MIMO transmission mode, in the same time-frequency resource using different
rank-1 precoding matrices from Table 10-35 for two transmit antennas. Note that the UE receives only

Table 10-34 Large-Delay Cyclic Delay Diversity [107]
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Table 10-35 Codebook for Transmission on Antenna Ports 0 and 1 [107]
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the information about its own precoding matrix. The scheduled UE then decodes the information
utilizing the common reference signal in conjunction with the precoding information obtained from
the control signaling. The UE generates the PMI/CQI feedback without any knowledge of other
simultaneously scheduled UEs. Thus, there could be a mismatch between the UE’s CQI report and the
actual CQI experienced due to lack of knowledge of interference caused by other UEs scheduled
simultaneously. In 3GPP LTE, in order to allow the use of higher-order modulation schemes such as 16
QAM or 64 QAM without adding more complexity in the UE, the transmit-power level for each UE is
adjusted in a long-term manner. The per-UE pre-configured power level is hard to maintain in
MU-MIMO transmission mode, since the eNB power amplifier has to support multiple UEs scheduled
on the same time-frequency resource. Single-bit signaling is used to indicate whether a 3 dB power
reduction with respect to the per-UE configured power-level is necessary, if a UE is operating in
MU-MIMO transmission mode.

Codebook-based beamforming is supported through channel-dependent precoding with rank-1
transmission. Therefore, the UEs can be configured for the single-rank channel-dependent precoding
scheme and report precoder vectors accordingly to the eNB. A critical functionality related to
MU-MIMO is the need of the UE to derive the power ratio between the reference signals and the power
per data resource element and antenna that is applied to its own transmission in order to assist
demodulation. The derivation of the power ratio is important since multiple UEs share the same time-
frequency resources and thus may share the finite power of the power amplifiers. This can result in
power fluctuations during transmission to a particular UE. Since the UE is not mandated to blindly
estimate this power ratio for all different modulations, the power fluctuations need to be signaled to the
UE. For a QPSK scheme, the UE cannot rely on the knowledge of the power ratio, but for higher
modulation (64 QAM and 16 QAM) it is assumed that the UE is informed about the power ratio. The
UEs can only be simultaneously scheduled if their preferred beams are spatially separated. This is an
additional constraint on the scheduler that needs to group the UEs that have data to send and have
sufficiently high geometry (SINR distribution). Thus, in order for MU-MIMO to be useful, the system
load should be high with many active UEs requesting data in each subframe. This enables the
scheduler to find a group of UEs that can be concurrently scheduled on beams which will limit intra-
cell interference [99].

Dedicated beamforming is supported for improving data coverage when the UE supports data
demodulation using the UE-specific reference signal. The eNB generates a beam using the array of
antenna elements (e.g., an array of eight antenna elements), and then applies the same precoding to
both the data sub-carriers and the UE-specific reference signals. It is noted that the UE-specific
reference signal is transmitted such that its time-frequency location does not overlap with the cell-
specific reference signal [101].

10.10 MULTI-ANTENNA TECHNIQUES IN 3GPP LTE-ADVANCED
In 3GPP LTE-Advanced, the existing SU-MIMO technologies are extended to support configurations
with up to eight transmit antennas in the downlink, and up to four transmit antennas in the uplink.
In addition, multi-cell Coordinated Multipoint (CoMP) transmission is also under discussion and
evaluation. In the case of uplink single-user spatial multiplexing, up to two transport blocks can be
transmitted from a scheduled UE in a subframe per uplink component carrier. Each transport block has

10.10 Multi-antenna techniques in 3GPP LTE-advanced 617



its own modulation and coding scheme. Depending on the number of transmission layers, the
modulation symbols associated with each of the transport blocks are mapped onto one or two layers
according to the same principle used in 3GPP LTE Rel-8 downlink spatial multiplexing. The trans-
mission rank can be dynamically adapted. It is possible to configure the uplink single-user spatial-
multiplexing transmission with or without the layer shifting. In the case of the layer shifting, shifting in
time-domain is supported. If layer shifting is supported, the HARQ feedbacks for all transport blocks
are bundled into a single HARQ feedback; thus, a one-bit ACK is transmitted to the UE, if all transport
blocks are successfully decoded by the eNB; otherwise, a one-bit NACK is transmitted to the UE. If
layer shifting is not configured, each transport block has its own HARQ feedback [114].

In FDD and TDD modes, precoding is performed according to a predefined codebook. If layer
shifting is not used, precoding is applied after layer mapping. If layer shifting is configured, precoding
is applied after the layer shifting operation. The 3GPP LTE-Advanced supports the application of
a single precoding matrix per uplink component carrier. In the case of full-rank transmission, only an
identity precoding matrix is supported. For uplink spatial multiplexing with two transmit-antennas,
a 3-bit precoding codebook as shown in Table 10-36 is used. For uplink spatial multiplexing with four
transmit-antennas, a 6-bit precoding codebook is used. A subset of the precoding codebook is used for
single-layer and dual-layer transmission. For 3-layer transmission, the number of precoding matrices is
20; only BPSK or QPSK alphabets are used for non-zero elements in precoding matrices [114].

For UEs with multiple transmit antennas, an uplink single-antenna port mode is defined, where the
UE’s behavior is the same as having a single-antenna from the eNB’s point of view. For a given UE,
the uplink single antenna port mode can be independently configured for its PUCCH, PUSCH, and
sounding reference signal transmissions. The uplink single antenna port mode is the default mode
before the eNB is made aware of the UE’s transmit antenna configuration.

Table 10-36 3-bit Precoding Codebook for Uplink Spatial Multiplexing with Two Transmit
Antennas [114]
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For uplink control channels with Rel-8 PUCCH format 1, 1a, and 1b, the Spatial Orthogonal-
Resource Transmit Diversity (SORTD) scheme is supported for transmissions with two antenna
ports. In this transmit diversity scheme, the same modulation symbol from the uplink channel is
transmitted from two antenna ports, on two separate orthogonal resources. For the UEs with four
transmit antennas, the two-transmit antenna transmit diversity scheme is applied [114].

The 3GPP LTE-Advanced extends LTE Rel-8 downlink spatial multiplexing with support for up
to eight layers of spatial multiplexing. In the downlink, using single-user spatial multiplexing with
eight transmit antennas, up to two transport blocks can be transmitted to a scheduled UE in
a subframe per downlink component carrier. Each transport block is assigned its own modulation and
coding scheme. For HARQ feedback on the uplink, one bit is used for each transport block.
A transport block is associated with a codeword. For up to four layers, the codeword-to-layer
mapping is the same as for 3GPP LTE Rel-8. For more than four layers, as well as the case of mapping
one codeword to three or four layers, which is for re-transmission of one out of two codewords that
were initially transmitted with more than four layers, layer mapping can be performed. Complex-
valued modulation symbols for codewords q are mapped onto the layers, where yis the number of
layers and is the number of modulation symbols per layer.

Downlink coordinated multipoint transmission (CoMP) is a relatively general term referring to
different types of coordination in downlink transmission from multiple geographically separated
transmission points (TP). This includes coordination in scheduling, including any beam-forming
functionality, between geographically separated transmission points and joint transmission from
geographically separated transmissions points. Uplink CoMP reception is a relatively general term
referring to different types of coordination in the uplink reception at multiple, geographically sepa-
rated points. This includes coordination in the scheduling, including any beam-forming functionality,
between geographically separated reception points.
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Multi-Carrier Operation 11
INTRODUCTION
The World Radio Conference (WRC) 2007 identified new frequency bands for International Mobile
Telecommunications (IMT) systems (which consist of both IMT-2000 and IMT-Advanced), some of
which are Region 1i specific

� 450–470 MHz globally;
� 698–806 MHz in Region 2 and nine countries in Region 3;
� 790–862 MHz in Region 3 and part of Region 1 countries;
� 2.3–2.4 GHz globally;
� 3.4–3.6 GHz in a large number of countries in Regions 1 and 3.

The intention was that the bands previously identified in the radio regulations for IMT-2000 are
now applicable to the IMT systems. The work on the frequency arrangement is ongoing in ITU-R
Working Party (WP) 5D and finalization of the band plans is expected in February 2011 [33].
Spectrum, and more recently carrier aggregation, have become particularly important for the
successful deployment and adoption of IMT-Advanced systems. The concept of spectrum aggre-
gation consists of exploiting multiple, small spectrum fragments simultaneously to deliver a wider
band service (i.e., not otherwise achievable when using a single spectrum fragment). Spectrum
aggregation can be useful when an operator’s dedicated band is not continuous; rather it is split
into two or more segments. In addition, spectrum aggregation can happen in scenarios in which an
operator accesses both a dedicated band, and a spectrum sharing band which is separated in
frequencies from the dedicated operator’s band. Spectrum aggregation allows new high data rate
wireless communication systems to coexist with their legacy systems when deployed in the same
spectrum. This is also valid for the inter-operator scenario. In this context, it can be very beneficial
to explore the scenarios for joint use of spectrum aggregation techniques and radio resource
management in radio access networks [33].

Support of wider bandwidths up to 100 MHz is one of the distinctive features of IMT-
Advanced systems [3,4]. The IMT-Advanced systems target a peak data rate up to 1 Gbps for low
mobility and 100 Mbps for high mobility [4]. In order to support wider transmission bandwidths
IEEE 802.16m and 3GPP LTE-Advanced systems introduced the carrier aggregation concept,
where two or more Component Carriers (CC) belonging to a single frequency band or different
frequency bands can be aggregated [2,21]. The support of system bandwidths up to 100 MHz will

CHAPTER

iRegion 1: Europe, the Middle East and Africa (EMEA); Region 2: North and South America (Americas); Region 3:
Asia-Pacific (APAC) (see http://www.itu.int/ITU-R/).
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allow an increase in both the peak data rate and the system capacity. In the scenarios of interest,
the peak data rate increases almost linearly proportional to increasing bandwidth. Hence, for
example, to obtain the required peak data rate of 1 Gbps in the downlink with 30 bps/Hz peak
spectral efficiency (assuming 8-layer MIMO transmission), a bandwidth of only 40 MHz is
sufficient. It is noted that in addition to an increase in the peak data rate, the bandwidth extension
results in higher data rates for all mobile terminals in a cell, due to increased average and cell-
edge throughputs.

Using the carrier aggregation scheme, it would be possible to simultaneously schedule a user on
multiple component carriers for downlink or uplink data transmission, resulting in some challenges in
resource scheduling and load balancing across the network. In a non-adjacent inter-band aggregation
scenario, where the aggregated carriers belong to different frequency bands, the fading characteristics
might be different between component carriers; consequently, the coverage may vary from one
carrier to another. With different locations in the cell, some users can only be scheduled on certain
carriers, while other users be scheduled on all aggregated carriers; this has a negative impact on the
fairness of allocation among users. The original proportional fair algorithms can be used as a trade-
off between the system throughput and fairness, but they cannot deal with the above-mentioned
problem, since all of them assume that the users can be scheduled on the same number of carriers
[5–33].

The base station performs admission control and carrier load balancing in order to allocate
the users to different component carriers. Different methods for balancing the load across
component carriers are possible and will impact on system performance [10]. Once the users are
assigned to a certain component carrier(s), packet scheduling is performed where time-frequency
resources are assigned to each of the allocated users on different component carriers. While
independent physical layer transmission is assumed, packet scheduling can be performed either
independently within each component carrier or jointly across multiple component carriers. The
objective is to optimize the resource allocation process with the existence of multiple component
carriers.

In this chapter, we review the physical layer and MAC layer aspects of bandwidth extension and
carrier aggregation schemes that have been utilized in the IEEE 802.16m and the 3GPP LTE-Advanced
[2,21–24]. It will be seen that the two technologies use very similar techniques in order to support
larger bandwidths in a contiguous or non-contiguous spectrum.

11.1 PRINCIPLES OF MULTI-CARRIER OPERATION
One of the distinctive features of the 4th generation of cellular systems is the ability to operate at
extremely large bandwidths. The RF spectrum utilized for such large bandwidth operation may
comprise contiguous or non-contiguous bands (virtual wideband operation). The component
carriers corresponding to each frequency band can be assigned to unicast and/or multicast and
broadcast services. The multi-carrier operation enables control and operation of a number of
contiguous or non-contiguous component carriers (several physical layers) using a single MAC
instantiation. In FDD mode, each downlink or uplink frequency channel is individually referred to
as a component carrier and is assigned a distinct physical carrier index, whereas in TDD mode each
frequency channel with downlink and uplink partitions is designated as a component carrier and is
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assigned a distinct physical carrier index. The physical carrier index is an identifier for all available
component carriers across the entire network. The mobile station is not required to support multi-
carrier operation in certain device classes. However, if it does support multi-carrier operation, it
may receive control and signaling, broadcast, and synchronization channels through a primary
component carrier and traffic assignments (or services) may be made on the secondary component
carriers. The generalization of the protocol structure to multi-carrier support using a single MAC
instance is shown in Figure 11-1. The load balancing functions and component carrier mapping/
assignment are performed via radio resource control and management functional class. The
component carriers utilized in a multi-carrier system, from the perspective of a mobile station, can
be divided into two categories:

� Primary component carrier: a standalone carrier through which the MS conducts initial network
entry or network re-entry. When supporting multi-carrier operations, an MS only has one
primary component carrier.

� Secondary component carrier: additional carrier(s) which may be assigned to the MS by the BS. All
the unicast MAC control messages corresponding to multi-carrier operation are sent to the MS
through its primary component carrier.
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Depending on the use case, the component carriers may be configured differently in one of the
following configurations:

� Fully configured component carrier: a standalone carrier for which all control channels including
synchronization, broadcast, unicast, and multicast control channels are configured. A fully
configured carrier is supported by all the mobile stations regardless of multi-carrier capability.

� Partially configured component carrier: a carrier configured for downlink-only transmission in
TDD or a downlink carrier without paired uplink in FDD mode. The partially-configured
carriers may be used only in conjunction with a primary carrier and cannot operate as
a standalone to provide service to mobile stations.

If a partially-configured carrier is used for downlink unicast traffic, the uplink feedback channels are
then provided by the primary carrier. The uplink control channels corresponding to the secondary
partially-configured carriers are located in distinct non-overlapping control regions in the uplink of the
primary carrier following the uplink control region of the primary carrier where their location is signaled
through an AAI_SCDMAC control message. TheMS uses these control channels to send HARQACK/
NACK and channel quality measurements corresponding to data transmission over a downlink-only
secondary carrier. Only an FDD primary carrier may be used to provide uplink feedback channels for
partially-configured carriers. A partially-configured carrier may be used for multicast and broadcast
services. In this case, it would not need feedback channels on the primary carrier. A primary component
carrier is fully-configured, while a secondary carrier may be fully or partially-configured depending on
the deployment scenarios. The information about component carrier configuration (fully or partially-
configured) is carried through the primary advanced preamble of the corresponding carrier.

A secondary carrier for an MS, if fully-configured, may be used as a primary carrier for other
mobile stations; therefore, the designation of a carrier component as primary or secondary is relative
rather than abstract. Multiple mobile stations with different primary carriers may also share the same
physical carrier as their secondary carrier. The following multi-carrier operation modes may be
supported in various deployment scenarios:

� Carrier Aggregation: a multi-carrier mode in which the MS maintains its physical layer connection
with the primary component carrier while transmitting or receiving data on the secondary carrier(s).
The resource allocation to an MS may span the primary and one or more secondary carriers. The
link adaptation mechanisms will then rely on channel quality measurements on primary and
secondary carriers. In this mode, the system may assign secondary carriers to an MS in the
downlink and/or uplink asymmetrically based on MS capability, system load (i.e., for static/
dynamic load balancing), peak data rate, or QoS requirements.

� Carrier Switching: a multi-carrier mode in which the MS switches its physical layer connection
from the primary to the (partially or fully-configured) secondary carrier based on the serving
base station’s instruction in order to receive E-MBS data on the secondary carrier. The MS will
connect to the secondary carrier for the specified time interval before returning to the primary
carrier. When the MS is connected to the secondary carrier, it is not required to maintain
connection with the primary carrier.

� Basic Multi-carrier Mode: an operating mode in which the MS uses only one component carrier for
normal operation, but supports the primary carrier switching as well as optimized scanning of
carriers involved in multi-carrier operation.

628 CHAPTER 11 Multi-Carrier Operation



The MS may support at least one of the above multi-carrier modes if it is multi-carrier capable. The
following features are common to all multi-carrier modes:

� The system designates N standalone fully-configured carriers, each containing synchronization,
broadcast, multicast, and unicast control channels required to support a single-carrier MS. Each
MS in the serving cell is connected to a primary carrier.

� The system may also designate M � 0 partially-configured carriers, which can only be used as
secondary carriers, along with a primary carrier for downlink-only data transmissions.

� The set of all component carriers used by a BS are called the available carriers. The available
carriers may be in different parts of the contiguous spectrum block or in non-contiguous
spectrum blocks.

� A sub-set of the available carriers are designated as assigned carriers, which can be activated for
data transmission.

� A sub-set of assigned carriers are designated as active carriers, which are used for data transmission
between the MS and the BS.

� In addition to the information about the primary carrier, the serving BS can also provide the MS
with some configuration information about its available carriers through the primary carrier by
the AAI_Global-Config and AAI_MC-ADV MAC control messages.

11.2 SUB-CARRIER ALIGNMENT AND USE OF GUARD SUB-CARRIERS
If the operating frequency bands are physically contiguous and the sub-carriers of the adjacent
frequency channels are perfectly aligned, the guard sub-carriers between two adjacent frequency bands
can be utilized for data transmission. In the current IEEE 802.16-2009 standard [1]. the center
frequency of each component carrier is an integer multiple of 250 kHz, also known as a frequency
raster, thus the separation of any adjacent carriers will be an integer multiple of 250 kHz (e.g., 10 MHz
frequency separation for 10 MHz channel bandwidth). In this case, the sampling frequency is 11.2
MHz and the sub-carrier spacing is 10.94 kHz. Given that 10 MHz is not an integer multiple of the sub-
carrier spacing, the use of the guard sub-carriers will cause significant Inter-Carrier Interference (ICI)
to the adjacent bands. Figure 11-2 illustrates the ICI problem which could be caused by using sub-
carriers in guard bands between the adjacent component carriers. On the other hand, if the frequency
raster is modified to make the frequency separation an integer multiple of sub-carrier spacing,
backward compatibility and interoperability with legacy system is compromised, but the guard-band
sub-carriers can be used for data transmission.

The guard sub-carrier can then be utilized for data transmission, if the information of the
available guard sub-carriers suitable for data transmission is communicated to multi-carrier-capable
mobile stations. This information includes the number of available sub-carriers in the upper-side
and the lower-side relative to the DC sub-carrier. As a result, when two physically contiguous
carriers are used to deploy the IEEE 802.16m system in a multi-carrier operation, the overlapped
sub-carriers should be aligned in the frequency-domain. In order to align the overlapped sub-carriers
of the OFDM symbols transmitted over the adjacent carriers, a permanent frequency offset Dfoffset is
applied to one of the carriers. The basic principle is illustrated in Figure 11-3 where the overlapping
of guard sub-carriers before and after application of frequency offset Dfoffset is shown. A carrier
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group is a group of contiguous carriers whose sub-carriers are aligned with a sub-carrier spacing Df
(see Table 9-2).

When one component carrier is used for co-deployment of the IEEE 802.16m and the legacy
system, and the adjacent component carrier is exclusively dedicated to the IEEE 802.16m system, the
overlapped sub-carriers should also be aligned. The center frequency of the mixed-mode component
carrier will be located exactly on the channel raster grid. Different base stations may have different
multi-carrier configurations according to the available spectral resources and the restriction due to the
support of the legacy system. If the two adjacent component carriers are used to deploy a mixed-mode
system, the overlapped sub-carriers may not be aligned. If the MS cannot support carrier aggregation
due to hardware restriction under a sub-carrier misalignment configuration, it is required to inform the
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An illustration of adjacent channel ICI due to use of guard bands
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An illustration of a sub-carrier alignment scheme [2]
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serving BS about the component carriers that it can simultaneously process through an AAI_MC-REQ
MAC control message.

During network entry, the serving BS will notify the MS of the frequency offset to be applied to
each component carrier for the purpose of sub-carrier alignment through the AAI_MC-ADV message.
According to the multi-carrier configuration index and the physical carrier index of the current
component carrier that is broadcast by the BS, the MS can derive the center frequency of the available
component carriers by the associated frequency offset Dfoffset using Table 11-1. The frequency offset
Dfoffset specified in Table 11-1 is calculated as follows:

Dfoffset ¼
� j fc2 � fc1jmodDf Df � 2j fc2 � fc1jmodDf

ðj fc2 � fc1jmodDf Þ � Df Df < 2j fc2 � fc1jmodDf
(11-1)

where fc2 is the center frequency of the component carrier before applying frequency offset Dfoffset and
fc1 denotes the center frequency of the reference component carrier in each carrier group. Note that the
frequency offset is calculated relative to the center frequency of the reference component carrier. The
center frequency of the reference component carrier in each carrier group is always located on the
channel raster grid. The center frequency of the offset component carrier is given as:

fc2 ¼
�
fc2 � Dfoffset fc2 � fc1

fc2 þ Dfoffset fc2 < fc1
(11-2)

Note that the absolute value of the frequency offset Dfoffset is less than the OFDMA sub-carrier
spacing Df. Table 11-1 is used to identify the permissible configurations for a group of contiguous
component carriers. If the network supports multiple groups of contiguous component carriers, each
group of the contiguous carriers is identified in the AAI_MC-ADV MAC control message by an index
in this table. As an example, the multi-carrier configuration {5, 10} represents two contiguous
component carriers of 5 and 10MHz. Based on the center frequency of the component carrier on which
the MS receives the AAI_MC-ADV message, and the bandwidth of each component carrier, the center
frequency of each component carrier before sub-carrier alignment can be calculated. Thus, the MS can
obtain the frequency offset Dfoffset to be applied to each component carrier based on the multi-carrier
configuration index, the physical carrier index of the current carrier, and the information in Table 11-1.
If two adjacent component carriers are used to deploy the IEEE 802.16m and the legacy systems, they
are considered as two non-contiguous carriers and identified with different carrier group indices in the

Table 11-1 Multi-Carrier Configurations and Component Carrier Offset Values [2]

Index Multi-Carrier Configuration (MHz) Frequency Offset (kHz)

1 (5) (0)

2 (7) (0)

3 (8.75) (0)

4 (10) (0)

5 (20) (0)

6 (10, 10) (0, �3.1248)

Other values are reserved
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AAI_MC-ADV message. The BS and the (multi-carrier capable) MS are required to encode and
decode all multi-carrier configurations in Table 11-1, and to apply the corresponding frequency offset
before activating multi-carrier operation. Under the conditions discussed earlier, the guard sub-carriers
between contiguous frequency channels may be utilized for data transmission. During the secondary
carrier assignment procedure, the serving BS sends the information about available guard sub-carriers,
which can be used for data transmission, to the MS.

The support for multiple component carriers is provided with the same frame structure as that used
for single-carrier operation; however, some considerations in the design of protocol and channel
structure may be needed to facilitate multi-carrier operation. In general, each MS compliant with the
IEEE 802.16m standard is served by one component carrier, which is referred to as the primary
component carrier. When multi-carrier operation is enabled, the system may define and utilize addi-
tional component carriers to improve the user experience and to meet QoS requirements for various
services, or to provide services through additional component carriers which might have been
configured or optimized for those services. Figures 11-4 and 11-5 depict the frame structure used for
single-carrier and multi-carrier operation. A number of narrowband component carriers may be
aggregated to support virtual wideband operation. Each component carrier may include synchroni-
zation and broadcast channels. A multi-carrier-enabled MS can utilize radio resources across multiple
component carriers using a common MAC. Depending on the mobile station’s capabilities, such
utilization may include aggregation or switching of traffic across multiple component carriers
controlled by a single MAC instance.

As mentioned earlier, the component carriers utilized in multi-carrier operation may be
contiguous or non-contiguous. If component carriers are in the same frequency band and
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physically adjacent, and the frequency separation of two adjacent carriers is an integer multiple of
OFDM sub-carrier spacing, no guard sub-carriers are necessary between adjacent component
carriers (see Figure 11-4). When component carriers are in a non-contiguous spectrum, the
number of uplink subframes is not necessarily the same for all the carriers in the TDD mode. The
same frame structure is used for each component carrier in a multi-carrier operation. Each
component carrier is required to carry a superframe header which may include part of a super-
frame header. Figure 11-5 illustrates an example of frame structure to support multi-carrier
operation. The preamble and superframe headers are replaced with OFDM symbols carrying user
data and control in the uplink direction in FDD mode.

Figure 11-4 shows an example of an IEEE 802.16m frame structure supporting legacy systems. A
number of narrowband component carriers supporting an IEEE 802.16m system can be aggregated to
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enable wideband operation of mobile stations. One or more component carriers can be designated as
the legacy carrier(s), depending on the number of legacy terminals in the network. A different number
of usable guard sub-carriers can be allocated on both sides of the component carrier. For uplink
transmissions, either time-division or frequency-division multiplexing of the new and legacy mobile
stations may be supported over the mixed-mode component carrier. If two adjacent component carriers
include the IEEE 802.16m and the legacy zones (e.g., component carrier 0 in Figure 11-4), the frame
offset and uplink multiplexing scheme (i.e., TDM or FDM) applied to these component carriers must
be the same. The information about the frame configuration of other component carriers is provided
through the S-SFH SP1 or via the AAI_MC-ADV and AAI_NBR-ADV messages. If two adjacent
component carriers contain the IEEE 802.16m and legacy zones, the guard sub-carriers in the uplink
are not used in order to allow use of the legacy UL-PUSC subchannelization scheme.

Each component carrier may utilize sub-carriers at its band edges as additional data sub-carriers.
The guard sub-carriers are grouped to form an integer number of physical resource units. The PRU
structure used for the guard resource is the same as the structure of the regular physical resource units
described in Chapter 9. Contiguous resource units may be constructed from physical resource units,
including those formed by guard sub-carriers. The guard sub-carriers are not used for the transmission
of control channels.

As shown in Figure 11-6, the guard sub-carriers between adjacent component carriers are grouped
to form an integer number of PRUs. The structure of a guard-PRU is identical to that of a downlink
subchannel. The guard-PRUs are used as mini-band CRUs in partition FP0 for data transmission only.
The number of useable guard sub-carriers is predefined and is known to both the MS and the BS based
on the component carrier bandwidth. The number of guard-PRUs in the left and right edges of each
component carrier is shown in Table 9-2 (OFDMA parameters). The number of guard-PRUs in the left
and right edges of the component carrier is denoted by NLG-PRU and NRG-PRU, respectively. The total
number of guard-PRUs is NG-PRU ¼ NLG-PRU þ NRG-PRU. It must be noted that when a component
carrier occupies the left-most segment of the spectrum among a number of contiguous component
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An example of data transmission using guard sub-carriers
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carriers, the number of guard-PRUs in the left edge of the carrier is zero. Furthermore, when
a component carrier occupies the right-most segment of the spectrum among a number of contiguous
component carriers, the number of guard-PRUs in the right edge of carrier is set to zero [2]. Note that
the procedures for the formation of the guard-PRUs are the same in the downlink and uplink.

The left and right guard-PRUs are denoted as G-PRUL[0], G-PRUL[1], ., G-PRUL[NLG-PRU�1]
and G-PRUR[0], G-PRUR[1],., G-PRUR[NRG-PRU�1], respectively, from the lowest frequency index.
The guard-PRUs are indexed by interleaving G-PRUL and G-PRUR, i.e., G-PRU[i] ¼ G-PRUL[i/2] for
even-valued i, and G-PRU[i] ¼ G-PRUR[(i�1)/2] for odd-valued i, where i is an integer. If NLG-PRU ¼
0, then G-PRU[i] ¼ G-PRUR[i]. If NRG-PRU ¼ 0, then G-PRU[i] ¼ G-PRUL[i]. The NG-PRU guard-
PRUs are used as mini-band LRUs, i.e., the mini-band LRUs at frequency partition FP0 with no
permutation for data transmission. The ith guard mini-band LRU is always allocated along with the
last ith mini-band LRU in partition FP0. In other words, when an MS with multi-carrier capability is
provided an allocation, it includes the last ith mini-band LRU in partition FP0 together with the ith
guard mini-band LRU. When an adjacent component carrier is not an active carrier for the MS, the
guard sub-carriers between active and inactive carriers are not utilized for data transmission. When the
overlapped guard sub-carriers are not aligned in the frequency domain, they are not used for data
transmission.

The primary and secondary preambles, as well as the superframe headers, are present in fully-
configured and partially-configured carriers. The location and transmission format of these overhead
channels are the same as that of the single-carrier. The A-MAP is transmitted over a fully-configured
component carrier. The location and transmission format of the A-MAP on the fully-configured carrier
is the same as that for the single-carrier mode. Additional broadcast information related to multi-
carrier operation is carried over the fully-configured carrier, except uplink information, additional
broadcast information related to the operation of a partially-configured carrier can be carried on the
partially-configured carrier. The uplink control channels corresponding to the single-carrier operation
are supported for the fully-configured carrier. A partially-configured carrier may not include any
uplink transmission capability, and is exclusively optimized for downlink-only transmission (e.g.,
multicast and broadcast services).

The BS configures a set of component carriers on which the MS conducts measurements and sends
feedback information. The BS may only allocate resources to the MS over a subset of configured
carriers. The required feedback for link adaptation and information for closed-loop MIMO operation
can be sent through the primary carrier. The HARQ feedback corresponding to the PDUs transmitted
over the primary and secondary carriers can be sent via the primary carrier. The HARQ feedback

Table 11-2 Number of Guard Resource Units in the Downlink and Uplink [2]

Component Carrier
Bandwidth (MHz)

Number of Guard-PRUs in the
Left Edge of Component Carrier

Number of Guard-PRUs in the
Right Edge of Component Carrier

5 0 0

7 0 0

8.75 0 0

10 1 1

20 2 2

11.2 Sub-carrier alignment and use of guard sub-carriers 635



related to the PDUs transmitted on the secondary carrier is sent over the secondary carrier, if the
secondary carrier configuration permits.

The initial ranging for a non-synchronized MS is conducted on a fully-configured carrier. The
periodic ranging for a synchronized MS is performed on the primary carrier, but may also be per-
formed on a secondary carrier, depending on the secondary carrier configuration. The serving BS
transmits the ranging response on the same carrier that received the initial/periodic ranging message.
The uplink sounding is conducted on the primary and secondary carriers. The bandwidth request is
transmitted only on the primary carrier. Depending on the correlation between different component
carriers, separate uplink power control for active carriers is necessary.

11.3 CARRIER AGGREGATION AND SPECTRAL MASK CONSIDERATIONS
Following the introduction of carrier aggregation and support of wider bandwidths, we should also
consider the effects of bandwidth extension and the use of guard sub-carriers on the design of the
spectral mask. The studies suggest that the spectral mask of the aggregated spectrum is different from
that of the non-aggregated spectrum [32]. Figure 11-7 illustrates the difference between the two cases.
Note that the spectrum emission mask is scaled in proportion with the channel bandwidth and the
relationship between the single-carrier and aggregated-carrier spectral masks. An example spectral
mask specification is shown in Figure 11-7.

The contiguous/non-contiguous carrier aggregation is a new concept for the BS and the MS RF
specifications, and requires the appropriate extension of transmission (e.g., Adjacent Channel Leakage
Power Ratio [ACLR]ii and spurious emissions) and reception (e.g., Adjacent Channel Selectivity [ACS],iii

blocking)RF requirements. The relative power difference between the adjacent component carriers can be
an issue if the guard sub-carriers between the two component carriers are utilized for data transmission.
The symmetrical property of the spectral mask may help in the design of transmit/receive filters.

The carrier aggregation will also change some radio resource management requirements,
considering that a terminal will have to conduct measurements on several carriers at the same time. In
practice, a mobile station is typically able to measure two carriers at the same time in active mode. The
mobile station’s battery consumption may be increased due to the activation of several carriers which
need to be continuously monitored and measured. The MS power consumption increases with an
increasing number of component carriers. The increased number of component carriers implies that
the MS will have to monitor more downlink control channels.

While the cost and complexity of some hardware and software components may only depend on the
total bandwidth, the cost/complexity, in general, would scale with the number of component carriers.
As mentioned earlier, there are two types of carrier aggregation: contiguous; and non-contiguous. Non-
contiguous carrier aggregation can be in the form of intra-band or inter-band. The different types of
carrier aggregation will result in different deployment scenarios. In the case of contiguous carrier
aggregation and intra-band carrier aggregation, if each component carrier has the same transmit power,

iiThe Adjacent Channel Leakage power Ratio (ACLR) is the ratio of the filtered mean power centered on the assigned
channel frequency to the filtered mean power centered on an adjacent channel frequency.
iiiAdjacent Channel Selectivity (ACS) is a measurement of a receiver’s ability to process a desired signal while rejecting
a strong signal in an adjacent frequency channel. ACS is defined as the ratio of the receiver filter attenuation on the
assigned channel frequency to the receiver filter attenuation on the adjacent channel frequency.
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then the coverage of each component carrier will be approximately the same, and it would be easier for
mobile stations to use carrier aggregation in this case. However, for inter-band carrier aggregation, it is
more difficult for all aggregated carriers to have the same coverage relative to the contiguous case.
This is mainly due to the large path loss difference for the inter-band component carriers. The support
of carrier aggregation when the component carriers have different coverage would require more
efficient management and measurement procedures [33].

For non-contiguous carrier aggregation, the component carriers are usually separated by a suffi-
cient frequency gap; therefore, the interference between aggregated bands is negligible. However,
there are still frequency bands belonging to other systems adjacent to each component carrier that may
cause interference. In a high-speed mobile environment, large Doppler frequency shift, nonlinear
frequency response of a power amplifier and/or the asymmetric characteristic of a crystal oscillator and
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MS/BS Ready for Multi-carrier Operation

FIGURE 11-7

Carrier aggregation and spectral mask considerations [32]
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the effect of frequency aliasing may affect the orthogonality between adjacent frequency bands and
may potentially cause inter-band interference. The aliasing effect may significantly degrade the BER
performance, especially when high-order modulation schemes are used. Therefore, for both contig-
uous and non-contiguous carrier aggregation, the guard bands for a component carrier should be
carefully set to suppress the intra-system and/or inter-system interference, while maintaining high
spectral efficiency in data transmission.

11.4 MAC ASPECTS OF MULTI-CARRIER OPERATION
The MAC layer in multi-carrier mode operates in the same manner as in a single-carrier mode. There is
no difference between single-carrier and multi-carrier operation from a MAC addressing point of view.
The security procedures between the MS and BS are performed over the mobile station’s primary
carrier. The security context created and maintained through this process is managed by the BS using
the primary carrier. The network entry procedures in multi-carrier and single-carrier modes are the
same, where the MS and BS indicate their support for multi-carrier mode during registration. The MS
performs initial ranging and network entry only with a fully-configured carrier. Thus, a multi-carrier-
enabled MS will have to obtain information about a base station’s fully-configured carriers. During the
initial network entry, the MS will inform the BS of its support for multi-carrier transmission through
the AAI_REG-REQ message, and the BS will notify the MS whether it can support multi-carrier
operation through an AAI_REG-RSP message. The basic multi-carrier capability exchange uses a 3-
bit field in the AAI_REG-REQ/RSP message [2]. The basic multi-carrier mode includes informing the
MS of the multi-carrier capability of the BS, including support for primary carrier change, as well as
scanning of available carriers. The support for both carrier aggregation and switching does not imply
E-MBS support, which is negotiated separately. The multi-carrier initialization procedure following
network entry for a multi-carrier-enabled MS is shown in Figure 11-8. This procedure includes
obtaining multi-carrier configuration for available carriers at the BS and information about assigned
carriers consisting of the following two steps: (1) the BS provides the MS with information on its
supported component carriers and their configuration; and (2) the MS obtains information regarding
a subset of available component carriers, i.e., the assigned carriers, which the BS may utilize in
a multi-carrier operation concerning the MS. The MS does not perform any processing on an assigned
component carrier until that carrier is activated by the BS.

The BS broadcasts the P-SFH/S-SFH on each component carrier with a format similar to that of
a single-carrier. The BS also provides the MS with basic radio configuration for all available
component carriers through the AAI_MC-ADV (multi-carrier advertisement message) MAC control
message. This message contains the component carriers’ configurations which are supported by the BS
and is periodically broadcast. The multi-carrier configuration information is used by all mobile stations
regardless of their multi-carrier or single-carrier capability. Following initial network entry and after
obtaining the information about the base station’s multi-carrier configuration, a multi-carrier-enabled
MS (multi-carrier aggregation or switching) is required to send an AAI_MC-REQ message to the BS.
The MS informs the BS of its multi-carrier capability via the parameters defined in the AAI_MC-REQ
message. Depending on the mobile station’s multi-carrier capability, the BS responds using an
AAI_MC-RSP message and assigns one or more secondary component carriers from the set of
available carriers to the MS.
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In some cases, the MS may not be able to communicate with the BS over the secondary carrier(s)
without time/frequency synchronization and power adjustments. If the radio channels corresponding to
the primary and the secondary carriers are highly correlated, the transmission parameters of the
secondary carrier(s) are likely to be similar to those of the primary carrier. In this case, if the MS has
already completed network entry with the BS using the primary component carrier, the MS is not
required to perform initial ranging on the secondary carrier(s). Therefore, only periodic ranging may
be performed on the secondary carrier(s). Once the secondary carriers are activated, the MS may
perform periodic ranging on active secondary carrier(s), if instructed by the BS through the AAI_CM-
CMD (carrier management command). If the MS skips initial ranging on the secondary carrier(s), it
may use the same timing, frequency, and power adjustment parameters that are used in the primary
carrier for initial transmission. The MS may perform the fine timing, frequency, and power adjustment
on the secondary carrier(s) by measuring the primary preamble timing/frequency as well as the
common pilots of the secondary carrier(s). The initial/periodic ranging procedures with a fully-
configured carrier are the same as those for a single-carrier. Periodic ranging may only be performed
on the activated secondary carrier(s) on instruction by the BS through the AAI_CM-CMD. The
handover ranging is only performed with one of the fully-configured carriers of the target BS.

The construction and transmission of MAC PDUs are the same as in single-carrier operation. The
ARQ protocol operates based on a common MAC instance. The MAC PDUs are processed in the
physical layer similar to that of a single-carrier and are mapped to a data region in one of the primary or
secondary carriers. The A-MAP IE corresponding to the allocation is transmitted on the component
carrier where the data region is located. Therefore, each component carrier contains its own downlink
control channels. In the uplink, the bandwidth requests are transmitted on the mobile station’s primary
carrier. The bandwidth request may also be transmitted in MAC PDUs over the secondary carrier(s)
using the piggyback method [2]. The serving BS may allocate downlink or uplink resources on
a specific active carrier or on a combination of multiple active carriers based on available resources,
QoS requirements, load balancing, etc. The STID and the associated FIDs assigned to an MS are
unique identifiers for the common MAC, and are used on all mobile station’s component carriers. The
service flow set-up/change messages are transmitted only through the mobile station’s primary carrier.
The service flow is defined for a common MAC.

The BS may assign uplink feedback channels to each fully-configured active carrier with uplink
radio resources. When an uplink fast-feedback channel is allocated the MS reports to the CINR for an
active carrier over the assigned fast-feedback channel of the corresponding carrier. If the radio resources
of a fully-configured carrier are only allocated to downlink transmission, the uplink fast-feedback
channel will be located in the uplink control region on the primary carrier. In this case, the BS may
allocate one uplink fast-feedback channel per secondary carrier on the primary carrier. In multi-carrier
aggregation with a downlink-only secondary partially-configured carrier, the MS is instructed to report
the CINR measurements corresponding to downlink-only secondary carriers through the fast-feedback
channel(s) on the primary carrier. In this case, the feedback region is allocated using the physical carrier
index for the primary carrier. The starting logical index and the number of the distributed LRUs allo-
cated to fast-feedback channels and the number of HARQ feedback channels are signaled in the
AAI_SCD MAC control message that is transmitted on the active DL-only secondary carrier. The
feedback region of the active DL-only secondary carriers are located after the feedback region of the
primary carrier. Figure 11-9 illustrates an example of allocation of uplink control channels in the
primary carrier uplink control region for downlink-only component carriers in a multi-carrier
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aggregation scenario. When MAC control messages such as the AAI_SingleBS_MIMO_FBK,
AAI_MultiBS_MIMO_FBK,MIMO feedback header, and correlation matrix feedback header are used
for downlinkCINR reporting, they are transmitted on themobile station’s primary carrier. The Feedback
Polling A-MAP IE is used to notify an MS of an uplink burst region and is transmitted on each active
downlink carrier.

11.4.1 Activation/Deactivation and Switching of Component Carriers

The activation or deactivation of secondary carriers is determined by the BS based on service flow QoS
requirements, the loading status of the active carriers, channel quality measurements for active
carriers, and a scan report for inactive carriers. The trigger condition associated with each carrier can
be obtained via the AAI_SCD control message, which is broadcast on the primary carrier of the MS.
The BS activates or deactivates secondary carriers using the AAI_CM-CMD MAC control message
transmitted on the primary carrier. The latter control message includes activation/deactivation indi-
cators, a list of secondary carriers referenced by their physical carrier indices, ranging parameters for
the activated carriers, and the time for the MS to confirm activation of the secondary carrier by sending
the AAI_CMD-IND message before expiration of the activation.

When an MS with a single radio transceiver goes through secondary carrier activation, the MS
reconfigures its RF front-end and baseband parameters, based on the characteristics of the activated
carrier. Once the hardware reconfiguration is complete and the MS is synchronized with the new
carrier, the BS is notified of the MS preparedness by sending an AAI_CM-IND control message. After
the BS receives the AAI_CM-IND control message, it starts data transmission on the newly activated
secondary carrier. An MS operating in multi-carrier aggregation mode is assigned the same STID for
the primary and secondary carriers. The MS in this mode of operation is required to monitor all active
carriers and to follow resource allocations. The data communication in the carrier aggregation mode
may be continued during the handover procedure.

As shown in Figure 11-10, the primary carrier of an MS can be changed without changing the MAC
layer security and mobility contexts. A multi-carrier-enabled MS is required to support the primary
carrier change. The BS may instruct the MS, through the AAI_CM-CMD message on the current
primary carrier, to change its primary carrier to one of the assigned fully-configured carriers as a result
of load balancing or varying channel conditions. For an MS supporting basic multi-carrier mode, the
target primary carrier may be one of the available fully-configured carriers within the same cell. When
an MS receives the AAI_CM-CMDMAC control message, it transmits the AAI_MSG-ACK message,
and subsequently disconnects from the present carrier and switches to the target fully-configured
carrier within the action time specified by the BS.

If the MS supports carrier aggregation mode and the target carrier is one of its active secondary
carriers, it may receive data and control signals on the target carrier immediately after switching;
otherwise, the MS first reconfigures its hardware setting and then switches to the target carrier. The
MS may be required to perform periodic ranging with the target carrier. Given that a common
MAC entity manages both serving and target primary carriers, network re-entry with the target
primary carrier is not required. For a multi-carrier-enabled MS, the physical carrier indices of the
current and target primary carriers are swapped after the primary carrier change process.

The MS may spontaneously or by instruction scan other assigned carriers which are not serving it.
In that case, the MS reports the scanning results to the serving BS, which may be used by the BS to
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determine the target carrier for the MS. If the target carrier is not currently used by the MS,
synchronization with the target carrier may be necessary. The AAI_CM-CMD MAC control message
for primary carrier change is transmitted on the primary carrier and includes the target primary carrier
index, action time, and ranging indicator. The primary-to-secondary carrier switching in multi-carrier
mode is only supported for multicast and broadcast services.

11.4.2 Multi-Carrier Handover

Multi-carrier handover is defined as the handover procedure between component carriers. A multi-
carrier-enabled MS may use the single-carrier handover procedures alternatively perform the multi-
carrier handover procedures. If an MS supports multi-carrier aggregation, it is required to use its
primary carrier as the reference for serving BS scanning, and to follow the information broadcast in the
AAI_SCD message for handover or scanning related operations. The AAI_NBR-ADV message
contains neighbor base stations’ multi-carrier configuration information to facilitate the mobile
station’s scanning of neighbor base stations’ fully-configured carriers.

A multi-carrier capable MS may perform the multi-carrier scanning procedure, which is a scanning
procedure extended to multiple RF carriers. In this case, the MS scans the component carriers of
neighboring base stations whose information is included in an AAI_NBR-ADVmessage. The MS may
further scan other fully-configured carriers of the serving BS which are not in use by the MS.
Figure 11-11 illustrates an example of the procedure for neighbor BS advertisement and scanning of
fully-configured carriers of serving and neighbor base stations. If the MS is capable of simultaneous
processing of multiple RF carriers, it may perform scanning of the neighbor base stations while
connected to one or more of its available component carriers without interruption to its normal
communication with the serving BS. In this case, the MS and the BS may negotiate through
AAI_SCN-REQ/RSP messages the component carriers be assigned for scanning operations to avoid
resource allocation on those carriers (see Figure 11-12). Those carriers are identified by their carrier
indices in AAI_SCN-REQ/RSP and AAI_SCN-REP messages. The handover from one component
carrier to another associated with same BS for an MS supporting basic multi-carrier mode is the same
as the primary carrier change procedure.

During handover preparation, the MS may request or be instructed by the serving BS to perform
multi-carrier handover using AAI_HO-REQ/AAI_HO-CMD messages. The serving BS informs the
MS of primary carrier indices of the target base stations through an AAI_HO-CMD message. The
serving BS may communicate with the target base stations to assist the MS in order to obtain a pre-
assigned secondary carrier prior to handover execution. The serving BS will forward the information
received through the AAI_MC-REQ message to the target base stations for secondary carrier
assignment.

When the HO_Reentry_Mode and HO_Reentry_Interleaving_Interval parameters are set to 1 and
0, respectively, the MS performs network re-entry with the target BS on one component carrier while
communicating with the serving BS on another carrier. The MS may use the primary carrier to perform
network re-entry with the target BS, as illustrated in Figure 11-13. It may also use another carrier other
than its original primary carrier for network re-entry procedures, as shown in Figure 11-13. In this
case, the disconnect time interval should be long enough so that the network re-entry procedure with
the target BS can be completed prior to the expiration of this timer. When using an AAI_HO-CMD
message with multiple target BSs and carriers, the physical index of each candidate carrier is provided
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by each target BS, and is included in the AAI_HO-CMD message. The candidate base stations
identified in the AAI_HO-CMD message can instruct the MS to make a decision on handover, if the
CINR/RSSI measurement on one of the base stations is sufficiently good to meet the QoS requirements
of the MS. The MS may inform the serving BS of the component carrier that it is going use for network
re-entry in order to avoid resource allocation on that carrier during the process. Once network entry is
completed, the MS stops communication with the serving BS and may transmit data (if the user-plane
is already established) or a bandwidth request message to the target BS.

The serving and target base station may negotiate secondary carrier pre-assignment as illustrated in
Figure 11-14. If the Carrier_Preassignment_Indication parameter is set to 1 in the AAI_HO-CMD
message, the pre-assignment information is forwarded by the target base stations to the serving BS via
the core network. The serving BS will then send this information to the MS using the AAI_HO-CMD
MAC control message. As a result, the pre-assigned secondary carriers (identified by the Carrier Status
Bitmap) may be activated on completion of the network re-entry. The MS starts the activation
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procedure for these secondary carriers after receiving the AAI_RNG-RSP message from the target BS.
The target BS may initiate data transmission on the activated secondary carriers on reception of the
AAI_CM-IND message from the MS after network re-entry. If the AAI_CM-IND message is not
received by the target BS within the Activation Deadline specified in the AAI_RNG-RSP, the target BS
concludes that the secondary carrier activation for this mobile station has failed. In this case, the target
BS may send an AAI_CM-CMD message to the MS to activate another secondary carrier. It must be
noted that the serving BS is required to inform the target base stations of the multi-carrier capability of
the MS. During this process, if the multi-carrier configuration of the target BS is different from the
serving BS and unsuitable for the MS, the MS may negotiate its desirable multi-carrier configuration
with the target BS through AAI_MC-REQ/RSP messages. If the Carrier_Preassignment_Indication
flag in the AAI_HO-CMD message is set to zero, the MS follows the normal secondary carrier
assignment procedure and carrier activation following completion of network re-entry.

11.4.3 Multi-Carrier Power Management

The power management in a multi-carrier operation is the same as that in the single-carrier mode. All
MAC messaging, including idle mode procedures and state transitions, are performed using the
primary carrier. The sleep mode parameters are negotiated with the serving BS before an MS
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Scanning procedure in multi-radio mobile station [2]
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transitions to sleep mode. The sleep mode parameters are applied to all mobile station’s active carriers.
Note that the serving BS may request the MS to change its primary carrier on entering the sleep mode
or during the listening window using an AAI_CM-CMD message for load balancing or power
conservation. In the beginning of the listening window, data transmission is permissible on all the
active carriers assigned to the MS. The MS monitors the traffic indication message on its primary
carrier. On receiving a negative traffic indication in the traffic indication message, the MS resumes the
sleep cycle. If a positive traffic indication is received, the MS begins to receive data on one or more
active carriers. If the traffic indication is disabled, data transmission and scheduling will be the same as
in normal operation during the listening window. In this case, the MS monitors the active carriers
during the listening window, and the BS may allocate downlink data on the primary carrier and the
active secondary carriers. If the traffic indication is disabled and downlink data transmission on
the active secondary carriers is complete, the BS may instruct the MS to stop data transmission on the
active secondary carriers through the sleep control header, which is transmitted in the primary carrier
during listening window. If the BS receives a bandwidth request from the MS on its primary
carrier during the listening window, it considers the possibility of data transmission on all active
carriers. During the sleep window, the MS may transmit a bandwidth request on the primary carrier on
availability of uplink data. In that case, the serving BS may schedule an uplink transmission on all
active carriers that have already been assigned to the MS. The MS resumes the normal sleep cycle after
completion of the uplink transmission. Note that the sleep cycle parameters are applied to all active
carriers of the MS, and downlink/uplink transmissions on all active carriers are suspended during the
sleep window.

The idle mode procedures are similar in single-carrier and multi-carrier operation. In the multi-
carrier mode, the PGID_Info message is transmitted on all fully-configured carriers. The AAI_PAG-
ADV message is only transmitted on one of the fully-configured carriers. While in the idle mode, the
MS determines the carrier index for monitoring the paging message within the paging listening interval
as follows: Paging Carrier Index ¼ (DID mod N), where N denotes the number of carriers per PGID
that are used for conveying paging messages for idle-mode mobile stations. The paging carrier index
corresponds to the physical carrier index of the carriers used for transmission of the paging message. A
paging carrier indication flag is used to identify a paging carrier. The paging carrier indication flags of
different carriers are included in the PGID_Info message and may be further included in an
AAI_NBR-ADVor AAI_MC-ADV messages. The AAI_PAG-ADV message is transmitted in one or
multiple frames starting from the second subframe in the superframe. For an MS with multicast and
broadcast capability, the AAI_PAG-ADV message may be transmitted on the E-MBS dedicated
carrier. An MS may perform a location update to acquire its preferred carrier during idle mode, if it
cannot find the paging carrier. When carriers have different coverage areas, the most suitable active
carrier is used for transmitting the paging message.

11.5 3GPP LTE-ADVANCED MULTI-CARRIER OPERATION
The 3GPP LTE-Advanced extends 3GPP LTE Rel-8 and 9 physical layer capabilities with the support
of carrier aggregation, where two or more component carriers can be aggregated in order to support
wider transmission bandwidths up to 100 MHz. It is possible to configure all component carriers which
are required to be 3GPP LTE Rel-8 (backward) compatible when the number of component carriers in
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the uplink and downlink are the same. Some of the component carriers may be non-backward
compatible with 3GPP LTE Rel-8. A user terminal may simultaneously receive or transmit one or
multiple component carriers depending on its capabilities. An LTE-Advanced terminal with reception
and/or transmission capabilities for carrier aggregation can simultaneously receive and/or transmit on
multiple component carriers. A 3GPP LTE user terminal can only receive and transmit on a single
component carrier which is Rel-8 compatible. As shown in Figure 11-15, the spectrum aggregation
scenarios can be generally classified into three categories: (1) intra-band contiguous; (2) intra-band
non-contiguous; and (3) inter-band.

Carrier aggregation is supported in both contiguous and non-contiguous scenarios with each
component carrier limited to contain a maximum of 110 resource blocks in the frequency-domain,
based on Rel-8 OFDMA/SC-FDMA numerology. It is possible to configure a UE to aggregate
a different number of component carriers originating from the same eNB, and of possibly different
bandwidths, in the downlink or uplink. Since OFDMA is utilized as the multiple access method in the
downlink of 3GPP LTE, such carrier aggregation is a simple extension of the FFT sizes from the
baseband perspective. In the uplink however, the 3GPP LTE Rel-8 single-carrier FDMA scheme does
not allow such a simple extension of the bandwidth. Thus, a separate DFT module per component
carrier is required prior to the IFFT module being utilized for transmission in the uplink [7]. This type
of carrier aggregation slightly increases the uplink peak-to-average power ratio compared to that of
Rel-8; however, the PAPR is still kept lower than that of OFDMA and therefore the increase in
terminal power consumption as result of wideband transmissions is minimized. Note that if the sub-
carriers of the contiguous bands are perfectly aligned, the baseband processing of the OFDMA
signals can be performed with a single FFT/IFFT module (if the size is practically feasible from
implementation point of view) or multiple FFT/IFFT modules (one per component carrier). As an
example, if two 10 MHz contiguous bands are aggregated and the sub-carriers are perfectly aligned,
we can use one 2048-point FFT/IFFT unit or two 1024-point FFT/IFFT modules for baseband
processing.

In typical TDD deployments, the number of component carriers and the bandwidth of each
component carrier in the uplink and downlink will be the same. The component carriers originating
from the same eNB are not required to provide the same coverage, which can be the case when the
center frequencies of the component carriers are far apart. The frequency separation between center
frequencies of contiguously aggregated component carriers is a multiple of 300 kHz in order to be
compatible with the 100 kHz frequency raster of 3GPP LTE Rel-8 and at the same time to preserve
orthogonality of the sub-carriers with 15 kHz sub-carrier spacing. Depending on the aggregation
scenario, the gap between two contiguous carriers can be filled by insertion of a small number of
unused sub-carriers. In the 3GPP LTE technical specification, 10% of the total system bandwidth is
allocated to the guard bands between adjacent component carriers.

The multi-carrier load balancing method is important when carrier aggregation is utilized. There
are two carrier load balancing techniques that may be considered. Round Robin load balancing
(also referred to as Combined Carrier Channel Assignment) is used to assign the newly arrived user
to the carrier that has the least number of users. Thus, it tries to distribute the load evenly over all
the component carriers. However, there might be small load variations on different component
carriers, as the number of users per cell does not always divide equally into the number of
component carriers, or because of the random departure of users. Mobile Hashing load balancing,
also known as the Independent Carrier Channel Assignment, relies on the output from the
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terminal’s hashing algorithm. The output hash values are uniformly distributed among a finite set,
which maps directly onto the component carrier indices. Thereby, it provides a balanced load
across the component carriers in the long-term. However, at each time-instant, the load across
component carriers is not guaranteed to be balanced, and as a consequence the system will suffer
from reduced trunking efficiency.iv [5,10,14,15].

In multi-carrier aggregation, each component carrier can have an independent control region due to
the different number of users and allocation sizes on each carrier. In order to maintain backward
compatibility, the 3GPP LTE Rel-8 PCFICH design (modulation, coding, and mapping to resource
elements) is reused. Furthermore, the downlink (PDSCH) and uplink (PUSCH) resource assignments
and data transmission support the following mechanisms: (1) the PDCCH on a component carrier
assigns PDSCH resources on the same component carrier and PUSCH resources on a single-linked
uplink component carrier, i.e., same coding, CCE-based resource mapping, and DCI formats, are used
on each component carrier; (2) the PDCCH on a component carrier can assign PDSCH or PUSCH
resources in one or multiple component carriers using the carrier indicator field, where 3GPP LTERel-8
DCI formats are extended with 1- to 3-bit carrier indicator field, and PDCCH structure, i.e., modulation
and coding andCCE-based resourcemapping, is reused. The presence of a carrier indicator field is semi-
statically configured. For downlink HARQ feedback, PHICH physical transmission aspects such as
orthogonal code design, modulation, scrambling sequence, and mapping to resource elements are
maintained the same. ThePHICH is transmitted only on the downlink component carrier thatwas used to
transmit the uplink grant. If the number of downlink component carriers are more than or equal to the
number of uplink component carriers and no carrier indicator field is used, the 3GPP LTE Rel-8 PHICH
resource mapping principle is reused [21].

In the uplink, the HARQ ACK/NACK, scheduling request, and channel state information on
PUCCH will function according to the following rules: (1) the Rel-10 PUCCH design can support up
to five component carriers in the downlink; (2) the HARQ ACK/NACK on PUCCH is associated with
downlink transmission on PDSCH; (3) the HARQ feedback for a UE can be transmitted on PUCCH in
the absence of PUSCH transmission. In general, transmission of one HARQ ACK/NACK for each
downlink component carrier transport block and limited transmission of ACK/NACK for downlink
component carrier transport blocks (when power is limited) are supported. The design of the ACK/
NACK resource allocation takes into consideration the performance and power control aspects without
optimizing for a large number of UEs being simultaneously scheduled on multiple downlink
component carriers. The scheduling request is transmitted on PUCCH and is semi-statically mapped to
one UE-specific uplink component carrier. Periodic CSI reporting on PUCCH is supported for up to
five downlink component carriers. The CSI is semi-statically mapped onto one UE-specific UL
component carrier and the design follows the Rel-8 principles for the transmission of CQI/PMI/RI.
This option can provide for maximum reuse of Rel-8 functionalities and better HARQ performance,
due to a carrier component-based link adaptation, with the drawback of multiple HARQ feedback in

ivThe capacity gain provided by cellular systems is offset to some extent by loss of trunking efficiency, which is the queuing
efficiency resulting from a large number of users receiving service from a set of servers, rather than proportionally
assigning each user to one of the servers. If a disproportionate number of mobile stations are simultaneously located in
a single cell, a cellular system might practically end up supporting fewer users than a wide area radio system. Because
relatively few of the users who are aggregated in the cell can receive service, due to the fact that only a subset of channels is
available in the cell, the cellular system may appear ineffective. If the cell can only support m channels, the (m þ 1)th
simultaneous user could be blocked from receiving service.
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each TTI. This also implies that the uplink transmission format will be a multi-carrier transmission
consisting of aggregation of N DFT-S-OFDM carriers (N � DFT-S-OFDM). The alternative case of
multiple transport blocks and HARQ entities where each transport block can be mapped into multiple
component carriers was studied during the development of IEEE 802.16m, and was ruled out due to
complexity.

� From the UE perspective, the Layer 2 aspects of HARQ operation are similar to that of 3GPP LTE
Rel-8. There is one transport block without spatial multiplexing and up to two transport blocks, in
the case of spatial multiplexing, and one independent HARQ entity per scheduled component
carrier. Each transport block is mapped to a single component carrier. A UE may be scheduled
over multiple component carriers simultaneously, but only one random access procedure can be
performed at any time. In multi-carrier operation, the same DRX operation inherited from Rel-9
is applied to all configured component carriers (i.e., identical active time for PDCCH monitoring).
The RLC and PDCP protocols of 3GPP LTE Rel-8 are also relevant to carrier aggregation.

In 3GPP LTE, a cell is identified by the E-UTRAN Cell Global Identifier, which corresponds to the
transmission of system information on one component carrier. The 3GPP Rel-8 relevant system
information is broadcast on backward-compatible component carriers. Each component carrier provides
system information which is specific to that carrier. In multi-carrier mode, the UE only has one RRC
connection with the network. A single cell also known as the special cell provides the security context,
i.e., E-UTRANCell Global Identifier (ECGI), Physical Cell Identifier (PCI),Absolute Radio-Frequency
ChannelNumber (ARFCN), andNon-Access Stratum (NAS)mobility information such as tracking area
identity. There is only one such cell per UE in the RRC_Connected mode. After RRC connection is
established, the reconfiguration, addition, and removal of component carriers can be performed using
RRCConnectionReconfiguration including mobilityControlInfo (i.e., intra-cell handover) or RRCCon-
nectionReconfiguration without mobilityControlInfo for addition of component carriers, and for the
removal of component carriers with the exception of the component carrier corresponding to the special
cell. In intra-LTE handover scenario, the RRCConnectionReconfiguration with mobilityControlInfo or
the handover command can remove, reconfigure, or add component carriers for usage in the target cell.
When adding a new component carrier, dedicated RRC signaling is used for sending the component
carrier’s system information which is necessary for component carrier transmission/reception similar to
3GPP LTE Rel-8 for handover. Detection of a component carrier failure by the UE does not necessarily
trigger re-establishment of a connection. The RRC connection re-establishment triggers by the UE
include the failure of all component carriers onwhich theUE is configured to receive PDCCH, loss of all
uplink communications, or an indication from the RLC sub-layer that the maximum number of re-
transmissions has been reached. The UE sees a component carrier as any other carrier frequency and
ameasurement object needs to be set up for a component carrier for theUE tomeasure it. Inter-frequency
neighbor measurements, in which no serving cell is defined for measurement purposes, include all the
carrier frequencies which are not configured as component carriers. The 3GPP LTE Rel-8 idle mode
mobility procedures are applied to a network with carrier aggregation. It is possible for a network to
configure only a subset of component carriers for idle mode operation. Table 11-3 shows four scenarios
that are being investigated for the carrier aggregation in 3GPP RAN4 [21,24].

As mentioned earlier, the impacts of carrier aggregation on the RF requirements for the base station
and mobile station need to be carefully considered. The areas which are impacted include transmitter
aspects (base station output power, transmitted signal quality, unwanted emissions, transmitter spurious
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Table 11-3 Carrier Aggregation Scenarios under Consideration in 3GPP LTE Release 10

Option Deployment Scenarios

A Single-band contiguous allocation for FDD (UL: 40 MHz; DL: 80 MHz)

B Single-band contiguous allocation for TDD (100 MHz)

C Multi-band non-contiguous allocation for FDD (UL: 40MHz; DL: 40 MHz)

D Multi-band non-contiguous allocation for TDD (90 MHz)

Table 11-4 Transmit/Receive Characteristics for Carrier Aggregation Scenarios

Transmit Characteristics

Option Transmitter Architecture

Intra-Band Aggregation Inter-Band
Aggregation

Contiguous
(CC)

Non-Contiguous
(CC)

Non-Contiguous
(CC)

A Single (Baseband þ IFFT þ
D/A Converter þ Mixer þ
Power Amplifier)

Yes – –

B Multiple (Baseband þ IFFT þ
D/A Converter), Single
(Stage-1 IF Mixer þ IF
Combiner þ Stage-2 RF
Mixer þ Power Amplifier)

Yes Yes –

C Multiple (Baseband þ IFFT þ
D/A Converter þ Mixer), Low-
Power RF Combiner and
Single Power Amplifier

Yes Yes –

D Multiple (Baseband þ IFFT þ
D/A Converter þ Mixer þ
Power Amplifier), High-Power
Combiner to Single Antenna
or Dual Antennas

Yes Yes Yes (depending on
the specific E-UTRA
bands being
aggregated)

Receive Characteristics

Option Receiver Architecture

Intra-Band Aggregation Inter-Band
Aggregation

Contiguous
(CC)

Non-Contiguous
(CC)

Non-Contiguous
(CC)

A Single (RF þ FFT þ Baseband)
with BW > 20 MHz

Yes – –

B Multiple (RF þ FFT þ Baseband)
with BW � 20 MHz

Yes Yes Yes
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emissions) and receiver aspects (reference sensitivity level, adjacent channel selectivity, narrow-band
blocking, receiver inter-modulation, and demodulation performance requirements). Someof the transmit/
receive characteristics for carrier aggregation scenarios of interest are summarized in Table 11-4.
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Performance of IEEE 802.16m
and 3GPP LTE-Advanced 12
INTRODUCTION
Link-level and system-level simulations are used to evaluate the performance of mobile radio access
technologies under various operating conditions and deployment scenarios. While the simulations do
not model the entire deployment parameters and propagation conditions that may be involved in
a practical scenario due to increased computational complexity of the model, the statistical modeling
of the parameters and estimation/measurement errors should be sufficiently accurate such that the
simulation results are a faithful representative of the performance in an actual deployment [1].

The evaluation of the IMT-Advanced candidates was comprehensively performed in strict
compliance with the technical parameters and the methodology that were specified by the ITU-R [2,3].
Each requirement is independently evaluated, except for the cell and cell edge user spectral efficiencies
criteria that were jointly assessed using the same system-level simulation, consequently the candidates
were required to simultaneously satisfy the corresponding minimum requirements. Furthermore, the
system-level simulation set-up used in the assessment of the mobility requirement was the same as that
used for the evaluation of cell spectral efficiency and cell edge user spectral efficiency. The evaluation
of the IMT-Advanced candidate technologies (i.e., 3GPP LTE-Advanced and IEEE 802.16m) followed
the following principles [6]:

1. Use of reproducible methods including computer simulation, analytical/theoretical approach, and
inspection;

2. Technical evaluation against performance targets that were set for each test environment;
3. Consistency between self-evaluations and technical descriptions provided in technology

description templates;
4. Use of unified methodology, software, and common parameter sets by the evaluation groups

including channel models, link-level parameters, and link-to-system mapping;
5. Evaluation of multiple proposals using one simulation platform by each evaluation group to ensure

comparability of the results;
6. Inclusion of L1/L2 overhead in the evaluation of cell spectral efficiency, cell edge user spectral

efficiency, and VoIP capacity;
7. Independent drop of users with uniform distribution over the coverage area where each mobile

user corresponds to an active session that runs for the duration of the drop;
8. Random assignment of LoS and NLoS path loss models to the users;
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9. Cell assignment to a user based on the air interface cell selection schemes;
10. Fading signal and fading interference computed from each mobile station into each cell and from

each cell into each mobile station (in both directions on an aggregated basis);
11. Consideration of the Interference over Thermal (IoT) constraint in the uplink design, such that the

average IoT value remains less than or equal to 10 dB;
12. In the full-buffer traffic model, packets are not blocked upon their arrival, i.e., buffer sizes are

assumed to be infinite;
13. Data and VoIP packets are scheduled with appropriate packet schedulers for full buffer and VoIP

traffic models separately;
14. Modeling of channel quality feedback delay, feedback channel errors, packet errors, and real

channel estimation (as opposed to ideal channel estimation) effects and re-transmission of
erroneous packets;

15. Realistic modeling of the overhead channels, i.e., the overhead due to feedback and control
channels.

For each drop, the system-level simulations were conducted and the process was repeated with
the users dropped at new random geographical locations within the network. A large number of
drops were simulated to ensure convergence in the system performance metrics and the width of
confidence intervals of the user, and system performance metrics were calculated and reported.
The confidence interval and the associated confidence level indicate the reliability of the esti-
mated parameter value [7]. The confidence level is the probability that the true parameter value is
within the confidence interval, such that the higher the confidence level, the larger the confidence
interval. All cells in the network were simulated assuming dynamic channel models and the use
of a 19-cell wrap-around scheme to model the inter-cell interference, except for the indoor
environment.

This section describes the link-level and system-level evaluation of the IEEE 802.16m and 3GPP
LTE-Advanced against the ITU-R requirements for IMT-Advanced systems using the methodology
specified by the ITU-R [4,5,6]. The theoretical background, including the definition of performance
metrics, channel models, physical layer abstraction schemes, and traffic models are provided to ensure
in-depth understanding of the evaluation process and the results.

12.1 DEFINITION OF THE PERFORMANCE METRICS
The link budget is a commonly used metric to evaluate the coverage of a cellular system in the
downlink or uplink. In order to calculate the link budget, one must account for all the gains and losses
from the transmitter to the receiver over the air interface. It accounts for the attenuation of the
transmitted signal due to propagation, as well as the antenna gains, cable and implementation loss, and
other miscellaneous losses. The time-varying channel gains, such as fading, are taken into account by
adding some margin depending on the anticipated severity of its effects. The amount of margin
required can be reduced by the use of mitigating techniques such as antenna diversity or frequency
hopping. An abstract description of the link budget in any direction (downlink/uplink) has the
following form: [8]

Received Power ðdBmÞ ¼ Transmitted Power ðdBmÞ þ Gains ðdBÞ � Losses ðdBÞ (12-1)
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Link budget evaluation is a well-known method for initial cell planning that needs to be carried out
separately for downlink and uplink. Although the link budget can be calculated separately for each
link, it is the combination of the links that determines the performance of the system. Using the
margins in the link budget, the expected signal-to-noise ratio can be evaluated at given distances.
Using these results, the noise limited range can be evaluated for the system. The typical link budget
parameters are given in Table 12-1.

Although a user may be sufficiently covered within certain areas of a cell for a given service, when
multiple users are in a cell the radio resources (time, frequency, space, power) are shared among the
active users. It can be expected that a user’s average data rate may be reduced by a factor of N when
there are N active users, assuming resources are equally shared among active users, and there is no
multi-user diversity gain, relative to that of a single user. Therefore, any coverage assessment for any
particular service must be coupled with the number of active users in the cell and their associated
quality of service requirements. If users with poor channel conditions are provided with more radio
resources, it would adversely impact the total cell throughput. Thus, there is a trade-off between
coverage and capacity. The performance metric that is typically used is the number of admissible users,
parameterized by the service minimum bit rate, maximum tolerable latency, permissible outage
probability, etc. It is assumed that simulation statistics are collected from sectors belonging to the test
cells of a 19-cell deployment scenario in order to model the effects of inter-cell interference. In the

TABLE 12-1 Typical Link Budget Parameters [8]

Link Budget Parameters Link Budget Parameters

Carrier Frequency/Channel Bandwidth Number of Receive Antennas

BS/MS Antenna Heights (m) Receive Antenna Gain (dBi)

Area Coverage (km) Receiver Cable, Connector, or Body
Losses (dB)

Type of Service (VoIP, Full Buffer Data, etc.) Receiver Noise Figure (dB)

Modulation and Coding Scheme Thermal Noise Density (dBm/Hz)

Multipath Channel Model Receiver Interference Density (dBm/Hz)

Mobile Speed (km/h) Required SNR (dB)

Number of Transmit Antennas Receiver Implementation Margin (dB)

Maximum Transmitter Power per Antenna (dBm) Fast-Fading Margin including Scheduler
Gain (dB)

Transmitter Power Amplifier Back-off (dB) HARQ Combining Gain (dB)

Transmit Antenna Gain (dBi) Handover Gain (dB)

Transmit Array Gain (dB) BS/MS Diversity Gain (dB)

Control Channel Power Boosting Gain (dB) Lognormal Shadow Fading Standard
Deviation (dB)

Data Carrier Power Loss due to Pilot/Control
Boosting (dB)

Shadow Fading Margin (dB)

Transmitter Cable, Connector, Combiner,
Body Losses (dB)

Penetration Loss (dB)
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following, downlink and uplink throughputs are separately evaluated and the corresponding metrics
are differentiated by superscripts “DL” and “UL,” respectively.

The user throughput is defined as the ratio of the number of information bits that the user
successfully received divided by the total simulation time. If user k has pDLðULÞ downlink (uplink)
packet transmissions during the simulation period (Tsim), and if there are q

DLðULÞ
ki packets in the ith

transmission, and if b
ij
kdenotes the number of correctly received bits in the jth packet; then the average

user throughput for user k is:

R
DLðULÞ
k ¼

Pp
DLðULÞ
k

i¼ 1

Pq
DLðULÞ
ik

j¼ 1 b
ij
k

Tsim
(12-2)

The average user throughput is defined as the sum of the user throughput of each user in the cell
divided by the total number of users in the cell. Let Nu denote the number of users in the sector/cell
and assume user k, k ¼ 1, 2 ,., Nu has a throughput of R

DLðULÞ
k , then DL (or UL) sector throughput is

defined as:

RDLðULÞ ¼
XNu

k¼ 1

R
DLðULÞ
k (12-3)

The user throughput per transmission is the number of correctly received bits per packet divided by
the duration of the transmission. If user k has p

DLðULÞ
k downlink (uplink) transmissions, if there are

q
DLðULÞ
ki packets in the ith transmission, and if there are b

ij
k correctly received bits in the jth packet, then

the average transmission throughput can be defined as follows:

R
DLðULÞ
k ¼ 1

p
DLðULÞ
k

� XpDLðULÞk

i¼ 1

Pq
DLðULÞ
ki

j¼ 1 bijk

DT
DLðULÞ
ki

�
(12-4)

where DT
DLðULÞ
ki denotes the duration of the ith transmission to user k. The average user throughput per

transmission is defined as the sum of the user throughputs per transmission divided by the number of
users in the cell.

The outage throughput houtage(Rmin) is defined as the percentage of users with data rate RDL less
than a predefined minimum data rate Rmin. The cell edge user throughput is defined as the 5th
percentile point of the CDF of users’ average throughput per transmission, assuming that 95% of the
users are expected to achieve a certain throughput per transmission regardless of their geographical
location in the cell.

If the jth packet of the ith transmission belongs to user k, and if the packet arrives at the BS (or MS)
MAC at time instant Tkij

arrival and is delivered to the MS (or BS) MAC at time instant Tkij
departure, then the

packet delay can be calculated as follows:

D
DLðULÞ
kij ¼ �T

kij
arrival þ T

kij
departure (12-5)

The downlink and uplink delays are denoted by superscript “DL” or “UL,” respectively. The packets
that are dropped or erased may not be included in the analysis of packet delays, depending on the
traffic model. For example, in the modeling of traffic for delay-sensitive applications, packets may be
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dropped if packet transmissions are not completed within a specified delay bound. The impact of the
dropped packets is included in the packet loss rate. The CDF of the packet delay per user provides
a basis in which maximum latency, 2nd percentile, average latency, as well as jitter can be derived. The
2nd percentile point of the CDF of packet delay denotes the packet delay value for which 98% of
packets have a delay less than that value. As an example, the VoIP capacity is defined such that the
percentage of users in outage is less than 2%, where a user is assumed to have experienced a service
outage, if less than 98% of the VoIP packets have been delivered successfully to the user within a one-
way radio access delay bound of 50 ms.

The average packet delay is defined as the average interval between packets originated at the source
(either an MS or a BS) and received at the destination (either a BS or an MS) in a system for a given
duration of transmission. The average packet delay for user k, D

DLðULÞ
k is given by:

D
DLðULÞ
k ¼

Ppk
i¼ 1

Pqki
j¼ 1ðTkij

departure � Tkij
arrivalÞPpk

i¼ 1 qki
(12-6)

The CDF of a users’ average packet delay is the cumulative distribution of the average packet delay
observed by all users in the cell. The packet loss ratio per user is defined as:

Packet Loss Ratio ¼ 1� Total Number of Successfully Delivered Packets

Total Number of Packets
(12-7)

where the total number of packets includes packets that were transmitted over the air interface and
packets that were dropped prior to transmission. The data throughput of a BS is defined as the number
of information bits per second that a cell can successfully deliver or receive via the air interface using
appropriate scheduling algorithms.

We consider both physical layer spectral efficiency and MAC layer spectral efficiency as important
performance indicators for a cellular system. The physical layer spectral efficiency is the system
throughput measured at the interface between the physical layer and the MAC layer, thus including
physical layer overhead but excluding MAC and upper layer protocol overheads. The MAC layer
spectral efficiency represents the system throughput measured at the interface of the MAC layer and
the upper layers, thus including both physical layer and MAC protocol overheads. The MAC efficiency
of the system is evaluated by dividing the MAC layer spectral efficiency by the physical layer spectral
efficiency. The average cell spectral efficiency is defined as:

SEcell ¼ Raggregate

BWeffective
(12-8)

where Raggregate denotes the aggregate cell throughput and BWeffective is the effective channel band-
width. The effective channel bandwidth is defined as BWeffective ¼ aDL�ULBWtransmission, where
BWtransmission denotes the channel bandwidth, and aDL�UL is the downlink/uplink ratio in the TDD
systems. Note that for FDD systems aDL�UL ¼ 1, and for TDD systems with a DL:UL ratio of 2:1
aDL�UL ¼ 2/3 for DL, and 1/3 for UL, respectively.

The CDF of SINR is defined as the cumulative distribution function for the signal-to-interference
and noise ratio as measured by the BS (or the MS) for each MS (or the BS) on the uplink or downlink,
respectively. This metric would allow comparison between different reuse scenarios, network loading
conditions, smart antenna algorithms, resource allocation, power control schemes, etc.
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12.2 CALCULATION OF STATIC AND DYNAMIC OVERHEAD
The calculation and analysis of the signaling and control channels’ overhead as well as the physical
layer overhead associated with synchronization and broadcast channels, guard time and guard
bands, reference signals, and that of the cyclic prefix are important in determining the actual
performance of a cellular system. In general, the overhead channels are essential for proper oper-
ation of a cellular system and statically (independent of the number of the users in the cell) or
dynamically (depending on the number of the users in the cell) consume some radio resources and
make them permanently or temporarily unavailable for data transmission. There are two types of
overhead channels: static and dynamic. A static overhead channel requires fixed base station power,
time slot, and/or bandwidth. On the other hand, a dynamic overhead channel requires base station
power, time, and/or bandwidth which dynamically change over time as a function of the number of
active users.

The Layer 1 (L1) and Layer 2 (L2) overhead are accounted for in time, frequency, or space for
calculation of system performance metrics such as spectral efficiency, user throughput, VoIP capacity,
etc. Examples of L1 overhead include synchronization channel (preambles), guard sub-carriers and
DC sub-carrier, guard time (in TDD systems), reference signals, and cyclic prefix. Examples of L2
overheads include common and dedicated control channels, HARQ ACK/NACK feedback, channel
quality feedback, random access channels, packet headers, and sub-headers, as well as CRC. The
power allocation/boosting should also be accounted for in modeling resource allocation for control
channels. Based on the example two-dimensional time-frequency model shown in Figure 12-1, the L1
and L2 overhead can be calculated as:

OL1þL2 ¼ lim
T/N

P
k˛SðL1ÞWSðL2Þ

BkTk

BT
; 0 � OL1þL2 < 1 (12-9)

where B denotes the system bandwidth and T is the radio frame size, Bk is the resource occupied by the
kth L1 (or L2) overhead channel across the frequency dimension and Tk denotes the required time
resource for transmission of the kth L1 (or L2) overhead channel in time.

Using this model, the total resources consumed by the L1 overhead over relatively long period of
time is given as:

OL1 ¼ lim
T/N

1

BT

X
k˛SðL1Þ

BkTk; 0 � OL1 < 1 (12-10)

where S(L1) denotes the set of resources used for static L1 overhead channels. The total resources
consumed by the L2 overhead over relatively long period of time is given as:

OL2 ¼ lim
T/N

1

BTð1� OL1Þ
X

k˛SðL2Þ
BkTk; 0 � OL2 < 1 (12-11)

Note that the amount of resources that have already been used by the L1 overhead must not be
recounted in the calculation of OL2 and that OL1þ2 s OL1 þ OL2. Also S(L2) denotes the set of
resources used for L2 overhead channels The average spectral efficiency inclusive of the effect of the
L1/L2 overhead can be obtained as SE(1 � OL1þ2), where SE denotes the spectral efficiency that has
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been obtained via system-level simulation excluding the L1/L2 overhead. Based on the above
methodology, the minimum and maximum values of L1/L2 overhead of IEEE 802.16m were calcu-
lated and the results are shown in Table 12-2. The minimum and maximum values are obtained based
on the consumption of radio resources by the A-MAP, which may vary from three to ten logical
resource units per subframe. It must be noted that the L1/L2 overhead for the case of a 4 � 4 antenna
configuration is the same as that for a 4 � 2 antenna configuration in the downlink, since the 4-stream
pilot pattern is used in the overhead calculation for the 4 � 2 case. Unlike the system/user peak rate
calculation, the number of receiver antennas does not affect the L1/L2 overhead. For the two downlink
MU-MIMO cases, i.e., a BS with four transmit antennas and two mobile stations each with two receive
antennas, and a BS with four transmit antennas and one MS with four receive antennas, the same pilot
pattern is used.

k
B

k
T

Sy
st

em
 B

an
dw

id
th

 (B
)

Static
Overhead 

(L1)

Available 
Resources

Dynamic 
Overhead 

(L2)

Radio Frame (T)

FIGURE 12-1

An illustration of the static and dynamic overhead

TABLE 12-2 IEEE 802.16m L1/L2 Overhead Estimation [2]

Assumption Overhead Minimum Fraction Maximum Fraction

10 MHz bandwidth
CP ¼ 1/8
DL 2 � 2 antenna configuration

L1 overhead 0.3104 0.3104

Total overhead (L1/L2) 0.3532 0.4380

20 MHz bandwidth
CP ¼ 1/16
DL 4 � 2 antenna configuration

L1 overhead 0.2824 0.2824

Total overhead (L1/L2) 0.3029 0.3441
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The performance (i.e., detection error rate) of the downlink control channel can be estimated using
the physical layer abstraction method that is used to perform system-level simulations (for the traffic
channels) with proper modifications to reflect any difference in the transmission format of the control
channels. For static overhead channels, the received SINR is calculated through system-level simu-
lation in order to estimate the demodulation performance. For dynamic modeling of overhead channels
with open-loop power control, the required downlink power or bandwidth for transmission of the
overhead channel is taken into consideration during system-level simulation. The system-level
simulations calculate the received SINR during the reception of overhead information.

The feedback errors, e.g., power control, HARQ feedback, MIMO rate indication, CQI channel,
etc., and measurements errors (e.g., C/I measurement) are modeled in system-level simulations. Table
12-3 shows some typical signaling errors and their sources, and their potential impact on system
performance.

12.3 TRAFFIC MODELS

12.3.1 Statistical Model for Conversational Speech

Voice-over-Internet Protocol (VoIP) refers to real-time delivery of coded voice packets across
networks using Internet protocols. AVoIP session is defined as the entire user call time. Several robust
voice codecs for encoding conversational speech have been developed, such as ITU-T G.729 (8 kbps)
[14] and 3GPP Adaptive Multi-Rate (AMR) codec (4.75–12.2 kbps) [9,10]. A typical conversation is
characterized by periods of active speech or talk spurts followed by silent periods. Figure 12-2
illustrates a two-state Markov model for conversational speech.

TABLE 12-3 Error Sources and Impacts in the Air Interface [8]

Overhead Channel Error Sources Impact on System Operation

Downlink/Uplink HARQ
ACK/NACK channel

Misinterpretation,
misdetection, or false
detection of the HARQ ACK/
NACK signals

Transmission (frame or encoder
packet) error or duplicate
transmissions

Explicit rate indication/
mode selection

Misinterpretation of rate/
mode selection

One or more transmission errors due
to decoding at a different rate
(modulation and coding scheme) or
selection of a different mode

User identification channel A user tries to decode
a transmissions belonging to
another user or when a user
fails to detect its own
transmission

One or more transmission errors due
to HARQ-IR combining of erroneous
transmissions

Rate or C/I feedback
channel

Misinterpretation of rate or
C/I value

Potential transmission errors

Transmit sector indication,
transfer of HARQ states,
etc.

Misinterpretation of selected
sector or misinterpretation of
frames to be re-transmitted.

Transmission errors
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The steady-state condition of the model requires that P0 ¼ a/(a þ c) and P1 ¼ c/(a þ c) where P0

and P1 are the probability of being in state 0 and state 1, respectively. As shown in Figure 12-2, the
probability of a transition from state 1 (the active speech state) to state 0 (the inactive state) while in
state 1 is equal to a, whereas the probability of a transition from state 0 to state 1 while in state 0 is c.
The model is updated at the speech encoder frame rate R¼ 1/T, where T is the encoder frame duration,
typically 20 ms for most speech encoders. Packets are generated at time intervals iTþ s, where s is the
packet arrival delay jitter, and i denotes the encoder frame index. During the active state, packets of
fixed size are generated at these time intervals, while the model is updated at regular frame intervals.
The size of packet and the rate at which the packets are sent depends on the corresponding voice
codecs and compression schemes. The voice activity factor l is given as l ¼ P1 ¼ c/(a þ c). A talk-
spurt is defined as the time period sTS between entering the active state and leaving the active state. The
probability that a talk spurt has duration m speech frames is given by P(sTS ¼ n) ¼ a(1 � a)n�1,n ¼
1,2,., whereas the probability that a silence period has a duration of n speech frames is given as P(sSP
¼ m) ¼ c(1 � c)m�1,m ¼ 1,2,.. The average talk spurt duration mTS (in number of speech frames) is
defined as mTS ¼ E[sTS ] ¼ 1/a; the mean silence period duration mSP (in number of speech frames) is
given by mSP ¼ E[sSP ] ¼ 1/c. The distribution of the time period sAE (in number of speech frames)
between successive active state entries is defined as the convolution of the distributions of sSP and sTS:

PðsAE ¼ nÞ ¼ c

c� a
að1� aÞn�1 þ a

a� c
cð1� cÞn�1 n ¼ 1; 2;/ (12-12)

It must be noted that sAE can be further considered as the time between MAC-layer resource reser-
vations, provided that a single reservation is made per user per talk spurt. Note that in practice, very
small values of sAE may not result in separate reservation requests. Since the transitions from state 1 to
state 0 and vice versa are independent, the mean time mAE between active state entries is the sum of the
mean time in each state; i.e., mAE ¼ mTS þ mSP. Therefore, the mean rate of arrival RAE of transitions
into the active state is given as RAE ¼ 1=mAE.

The voice capacity assumes the use of a 12.2 kbps mode of 3GPP AMR codec with a 50% voice
activity factor, provided that the percentage of users in outage is less than 2%, where a user is defined
to have experienced outage if more than 2% of the VoIP packets are dropped, erased, or otherwise not
delivered successfully to the user within the delay bound of 50 ms. The packet delay is defined based
on the 98th percentile of the CDF of all individual users’ 98th percentiles of packet delay (i.e., the 98th
percentile of the packet delay CDF first determined for each user, and then the 98th percentile of the
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a

c

1-a
1-c

FIGURE 12-2

The two-state Markov model for speech [6]
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CDF that describes the 98th percentiles of the individual user’s delay is obtained). VoIP capacity is
measured as active users/MHz/cell. It is the minimum of the capacity calculated for either downlink or
uplink divided by the effective bandwidth in the respective direction. In other words, the effective
bandwidth is the operating bandwidth normalized appropriately considering the uplink/downlink ratio.

During each VoIP session, a user will be in the active or inactive state. The duration of time that the
user stays in each state is exponentially distributed. In the active or inactive state, packets of fixed sizes
will be generated at intervals of iTþ s seconds, where T is the voice frame size equal to 20 ms, s is the
network delay jitter in the downlink and i is the VoIP frame index. In the uplink direction, s is equal to
0. As the range of the delay jitter is limited to 120 ms, the model may be implemented by generating
packets at times iTþ s0 seconds, where s0 ¼ sþ 80 ms is a positive value. The air interface delay is the
time elapsed from the packet arrival time iT þ s0 to successful reception and decoding of the packet.
Statistical distribution and parameters associated with the VoIP traffic model are summarized in Table
12-4. The assumptions that were used for VoIP capacity calculation are shown in Table 12-5.

12.3.2 Full Buffer Traffic Model

In the full buffer user traffic model, all the users in the system are assumed to have data to send or
receive at any given time. In other words, there is always a constant amount of data that needs to be

TABLE 12-4 VoIP Traffic Model Parameters [8]

VoIP Model Attribute
Statistical
Distribution Parameters

Probabilistic
Distribution

Active/inactive state
duration

Exponential m ¼ 1.25 s fx ¼ le�lx ; x � 0
l ¼ 1=m

Probability of state
transition

N/A c ¼ 0.01, d ¼ 0.99 N/A

Packet arrival delay jitter
(downlink only)

Laplacian b ¼ 5.11 ms
fx ¼ 1

2b
e

�jsj
b

�80ms � s � 80ms

TABLE 12-5 Assumptions for VoIP Capacity Calculation [6,8,9,10]

Parameter Characterization

Codec 3GPP AMR12.2 kbps

Encoder Frame Length 20 ms

Voice Activity Factor (VAF) 50%

Payload Active: 33 bytes (octet-aligned mode)
Inactive: 7 bytes
SID Packet is sent every 160 ms during silence intervals

Protocol Overhead with Compressed Header 10 bits þ padding (RTP-pre-header)
4 bytes (RTP/UDP/IP)
2 bytes (RLC/security)
16 bits (CRC)
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transferred, as opposed to bursts of data with a probabilistic arrival time distribution. This model
allows the assessment of the spectral efficiency of the system independent of actual user traffic
distribution type. A user is in outage if the residual packet error rate after HARQ re-transmissions
exceeds 1%.

12.4 LINK-TO-SYSTEM MAPPING (PHY ABSTRACTION)
The objective of physical layer abstraction is to model link-level performance and to simplify the
computations in system-level simulations. The motivation for abstraction of the physical layer is that
simulating the physical layer between multiple base stations and mobile stations in a cellular network
simulation platform can be computationally cumbersome and practically impossible [25]. The
abstraction must be reasonably accurate, computationally simple, relatively independent of channel
models, and extensible to interference models and multi-antenna processing. The system-level simula-
tions are used to characterize the average systemperformance,whichmight havebeen useful in providing
insights for deployment of the system in terms of cell and frequency planning. For such simulations, the
average performance of a system is quantified using the topology and macro-channel characteristics to
calculate a geometric SINR distribution across the cell (alternatively known as geometry). Each
subscriber’s SINRdistribution is thenmapped to the highestmodulation and coding scheme that could be
supported, based on link-level SINR tables which included the fast-fading characteristics of the channel.
The link-level SINR-PER lookup tables served as the PHYabstraction for predicting average link-level
performance. The instantaneous channel conditions are now used to improve the performance of the
cellular systems. Channel dependent scheduling and adaptive coding and modulation are examples of
channel-adaptive schemes employed to improve system performance. Therefore, new system-level
simulation methodologies do explicitly model the dynamic behavior of the system [8,11].

In system-level simulations, an encoded data/control packet may be transmitted over a time-
frequency selective channel. In OFDMA-based systems, the encoded block is transmitted over several
sub-carriers; the post-processing SINR values of the pre-decoded streams are thus non-uniform and the
channel gains of sub-carriers can be time-varying. As a result, in the transmission of a large encoded
packet, the encoded symbols with unequal SINR ratios at the input of the decoder are considered due to
the time or frequency selectivity of the channel impulse or frequency response over the duration of
packet transmission.

The goal of PHYabstraction or link-to-system mapping is to predict the encoded Block Error Rate
(BLER) for a given received channel realization across the OFDM sub-carriers that are used to
transmit the channel-coded blocks. In order to predict the performance, the post-processing SINR
values at the input to the FEC decoder are considered as input to the PHYabstraction. As the link-level
curves are generated assuming a frequency flat channel response at a given SINR, an effective SINR is
defined to accurately map the system-level SINR to the link-level curves to determine the resulting
BLER. This mapping is known as Effective SINR Mapping (ESM) in the literature. The ESM PHY
abstraction compresses the vector of received SINR values to a single effective SINR value, which can
then be further mapped to a BLER value. Several ESM approaches to predict instantaneous link-level
performance have been studied in the literature. Examples include mean instantaneous capacity,
Exponential Effective SINRMapping (EESM), andMutual Information (MI) effective SINRmapping.
Each of these PHY abstractions uses a different function to map the vector of SINR values to a single
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number. Given the instantaneous EESM SINR, mean capacity or mutual information effective SINR,
the BLER for each MCS is calculated using a suitable mapping function. The general process of link-
to-system mapping is illustrated in Figure 12-3.

In general, the ESM PHY abstraction methods can be described as follows:

SINReffective ¼ F�1

 
1

N

XNFFT

n¼ 1

FðSINRnÞ
!

(12-13)

where SINReffective denotes the effective SINR, SINRn is the SINR measured at the nth sub-carrier, NFFT

is the number of symbols in a coded block, or the number of sub-carriers used in an OFDMA system
andF(.) is an invertible function. In the case of the mutual information-based ESM, the functionF(.) is
derived from the constrained capacity, whereas in the case of EESM, the function F(.) is derived from
the Chernoff boundi on the probability of error.

The accuracy of a mutual information-based metric depends on the equivalent channel over which
this metric is defined. The capacity is defined as the mutual information based on a Gaussian channel
with Gaussian distributed inputs. The modulation constrained capacity is the mutual information of
a symbol channel, i.e., constrained by the input symbols drawn from a complex set. The computation
of the mutual information per coded bit can be derived from the received symbol-level mutual
information which is regarded as Received Bit mutual Information Rate (RBIR) link-to-system
mapping. An alternative approach directly arrives at the bit-level mutual information and is known as
the Mean Mutual Information per Bit (MMIB) PHYabstraction method. The procedure of the MI ESM
approach is illustrated in Figure 12-4. Given a set of N received encoder symbol SINRs from the

Link-Level

BLERAWGN

(Link to System Mapping)

System-Level

Generate frequency-selective 
channel

Determine the received SINR 
of each sub-carrier

Link adaptation, Scheduling, 
ARQ, etc.

Mapping Function
(EESM, MI, etc.)

BLER

Average SINR of 
each subchannel

Throughput, Packet Error 
Rate, etc.

FIGURE 12-3

The link-to-system mapping process [8]

iIn the theory of probability and stochastic processes, the Chernoff bound provides exponentially decreasing bounds
(asymptotic) on tail distributions of sums of independent random variables, compared to the first or second moment-based tail
bounds such as Markov’s inequality or Chebyshev inequality, which only yield power-law bounds on tail decay. Let x1, x2,.
xn denote discrete and independent random variables with probability p > 1/2. Then, the probability of simultaneous
occurrence of more than n/2 of the events xk has an exact value P, where P ¼ Pn

i¼Pn=2Rð
n
i
Þpið1� pÞn�i. The Chernoff bound

provides a lower bound for P given by P � 1 � exp[�2n(p � 1/2)2]. The Chernoff bound applies to a class of random
variables and provides an exponential fall-off of probability with distance from the mean. The critical condition that is needed
for a Chernoff bound is that the random variable must be a sum of independent indicator random variables [39].
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system-level simulation, denoted as SINR1, SINR2, SINR3,. SINRN, a mutual-information metric is
calculated. Based on the computed MI metric, an equivalent SINR is obtained and used to lookup the
BLER value [8].

12.5 IMT-ADVANCED TEST ENVIRONMENTS
For the evaluation of IMT-Advanced candidates, the ITU-RWP 5D defined several test environments
where each test environment is characterized with certain user mobility, path loss and channel models,
and system configuration parameters. The evaluation of candidate radio access technologies was
performed in selected scenarios in the following test environments [6]:

� Indoor test environment models isolated cells at offices and/or in hotspots comprising stationary
and pedestrian users. In this model, the emphasis is on very small cells, very high user
throughputs, and high user density inside buildings.

� Urban micro-cellular test environment with higher user density was defined to model pedestrian and
slow vehicular users. The micro-cellular test environment’s focus is on small cells and high user
densities which demonstrates typical traffic load in city centers and dense urban areas. The key
characteristic of this test environment is high traffic loads, as well as outdoor and outdoor-to-
indoor coverage. This scenario is interference-limited. A continuous cellular layout and the
associated interference are assumed, and radio access points are located below rooftop level.

� Urban macro-cellular environment (base coverage urban) was defined to model coverage for
pedestrian users up to fast-moving vehicular users. The base coverage urban test environment
focuses on large cells and continuous coverage. The main characteristics of this test environment
are continuous and ubiquitous coverage in urban areas. This scenario is interference-limited,
using macro cells with radio access points above rooftop level. In the urban macro-cell test
environment, mobile stations are located outdoor at street-level and fixed base station antennas
are located clearly above surrounding building heights. Therefore, non-line-of-sight or obstructed
sight can be considered in this scenario.
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FIGURE 12-4

The procedure for an MI ESM link-to-system mapping method [8]
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� High speed or rural test environment models high speed vehicules and trains. The high-speed test
environment focuses on larger cells and continuous coverage. The key characteristics of this test
environment are continuous wide area coverage supporting high speed vehicles. This scenario
will therefore be noise-limited and/or interference-limited, and uses macro-sized cells.

An example downlink SINR distribution under the above test environments based on the IEEE
802.16m technology has been simulated and is shown in Figure 12-5.

12.6 NETWORK LAYOUT FOR SYSTEM-LEVEL SIMULATIONS
In rural or high-speed, macro- and micro-cellular environments, no specific topographical details are
taken into consideration. Base stations are placed in regular grids conforming to a hexagonal layout. A
basic hexagonal layout with three cells/sectors per site is shown in Figure 12-6 where antenna bore-
sight, cell range, and inter-site distance are also illustrated. The system-level simulations use a wrap-
around model with 19 sites each comprising 3 cells. The users are dropped uniformly over the entire
coverage area (Monte Carlo methodii) in order to model the inter-cell interference. Depending on the

FIGURE 12-5

CDF of downlink SINR distribution under different test environments [82]

iiMonte Carlo methods are a class of computational algorithms that rely on repeated random sampling to compute their
results. Monte Carlo methods are often used in simulating physical and mathematical systems. Because of their reliance on
repeated computation of random or pseudo-random quantities, these methods are most suited to calculation by a computer
and tend to be used when it is infeasible or impossible to find a closed-form result with a deterministic algorithm.
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configuration being simulated and the required output, the effect of the surrounding outer-cells may be
disregarded. In such cases, only 19 cells of the center cluster may be modeled. For the cases where
modeling of the interfering outer-cells is necessary for accuracy of the results, the wrap-around
structure with the 7-cluster network can be used. A cluster is defined as six displacements of the center
hexagon. In the wrap-around inter-cell interference model, the network is extended to a cluster of
networks consisting of seven replicas of the original hexagonal network, with the original hexagonal
network in the middle while the other six copies are attached to it symmetrically on six sides. The
number of mobile stations is predetermined for each sector/cell, where each MS location is randomly
distributed with uniform distribution.

The serving cell of each MS is determined in two steps due to the wrap-around nature of the cell
layout. The first step is to determine the 19 shortest-distanced cells for each MS from all 7 logical
cell clusters, and the second step is to determine the serving cell/sector among the nearest 19 cells for
each MS based on the strongest link according to path-loss and shadowing. To determine the
shortest-distance cell for each MS, the distances between the MS and all logical cell clusters are
calculated and the 19 cells with a shortest distance in all 7 cell clusters are selected. The serving cell
for each MS provides the strongest link with a strongest received long-term signal power. It should
be noted that the shadowing experienced on the link between the MS and cells located in different
clusters is the same.
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An illustration of a hexagonal cellular layout and basic antenna terms [6]
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12.7 IMT-ADVANCED EVALUATION METHODOLOGY
AND BASELINE CONFIGURATIONS
The IMT-Advanced candidate technologies were required to be evaluated under at least three test
environments. The ITU-R WP 5D specified a common evaluation methodology, based on which the
candidates were required to be configured and assessed against the IMT-Advanced minimum system
requirements. Table 12-6 provides the common parameters for the evaluation of radio access tech-
nologies as specified by reference [6].

The BS antennas in each sector are assumed to have antenna patterns in azimuth and elevation
directions that are given by:

AeðfÞ ¼ �min

�
12

�
f� ftilt

f3dB

�2

;Am

�
Elevation Direction

AðqÞ ¼ �min

�
12

�
q

q3 dB

�2

;Am

�
Azimuth Direction

(12-14)

where A(q) is the relative antenna gain (in dB) in the direction of �180� � q � 180�, q3dB is the 3 dB
beamwidth (q3dB ¼ 70�), Am ¼ 20 dB is the maximum attenuation, Ae(f) is the relative antenna gain
(in dB) in the elevation direction�90� � f� 90�, f3dB is the elevation 3 dB beamwidth (f3dB¼ 15�) ,
and ftilt is the tilt angle. The value of the antenna tilt angle is assumed to be 0� for InH, 12� for UMi,
12� for UMa, and 6� for RMa test environments. The combined antenna pattern at angles off the
cardinal axes is computed as �min[�A(q) þ Ae(f)), Am]. The antenna bearing is defined as the angle
between the main antenna lobe center and a line directed due east given in degrees. The bearing angle
increases in a clockwise direction. The center directions of the main antenna lobe in each sector point
to the corresponding side of the hexagon. For an indoor test environment, the BS is assumed to have an
omni-directional antenna pattern. The mobile station is assumed to have omni-directional antennas.

12.8 LINK-LEVEL AND SYSTEM-LEVEL CHANNEL MODELS
The wireless communication channel is modeled to allow realistic modeling of the propagation
conditions for radio transmissions in different environments [15–20,26–38]. The channel models were
required to cover all test environments and scenarios related to the IMT-Advanced evaluations. The
ITU-R WP 5D specified channel models for the evaluation of IMT-Advanced candidate technologies
which consisted of primary and extension modules. The framework of the primary module is based on
the WINNER II channel model,iii which applies the same approach as the 3GPP/3GPP2 Spatial
Channel Model (SCM).iv The extension module extends the capabilities of the IMT-Advanced channel
model to cover additional deployment scenarios beyond that of IMT-Advanced candidate technology
evaluations, allowing the use of modified parameters to generate large-scale parameters. The ITU-R
WP 5D-specified channel model is a geometric stochastic model. It does not explicitly specify the

iiiInformation on WINNER II channel models can be found at http://www.ist-winner.org/deliverables.html.
ivInformation on 3GPP/3GPP2 Spatial Channel Model can be found in 3GPP TR 25.996 Spatial Channel Model for
Multiple Input Multiple Output (MIMO), September 2003.
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TABLE 12-6 Baseline Configuration Parameters for IMT-Advanced Evaluations [6]

Urban Micro-cellular
(UMi)

Simulation Parameters Indoor Hotspot (InH) Baseline Parameters
Urban Macro-cellular
(UMa)

Rural Macro-cellular
(RMa)

Base station Antenna
Height (m)

6 (on the ceiling) 10 (below rooftop) 25 (above rooftop) 35 (above rooftop)

Number of BS Antennas
(Receive/Transmit)

Up to 8/up to 8 Up to 8/up to 8 Up to 8/up to 8 Up to 8/up to 8

Base Station Transmit
Power (dBm)

24 (40 MHz) 21 (20 MHz) 41 (10 MHz)
44 (20 MHz)

46 (10 MHz)
49 dBm (20 MHz)

46 (10 MHz)
49 (20 MHz)

Mobile Station Transmit
Power (dBm)

21 24 24 24

Number of MS Antennas
(Receive/Transmit)

Up to 2/up to 2 Up to 2/up to 2 Up to 2/up to 2 Up to 2/up to 2

Minimum Distance between
MS and BS (m)

�3 �10 �25 �35

RF Carrier Frequency (GHz) 3.4 2.5 2 0.8

Outdoor to Indoor
Penetration Loss

N/A See Annex 1,
Table A1-2 of [6]

N/A N/A

Outdoor to In-Car
Penetration Loss

N/A N/A 9 dB (Lognormal,
s ¼ 5 dB)

9 dB (Lognormal,
s ¼ 5 dB)

Parameters for Analytical Assessment of Peak Spectral Efficiency

Number of BS Antennas
(Receive/Transmit)

Up to 4/up to 4 Up to 4/up to 4 Up to 4/up to 4 Up to 4/up to 4

Number of MS Antennas
(Receive/Transmit)

Up to 4/up to 2 Up to 4/up to 2 Up to 4/up to 2 Up to 4/up to 2

Parameters for System-Level Simulations

Network Layout Indoor floor Hexagonal grid Hexagonal grid Hexagonal grid

Inter-Site Distance (m) 60 200 500 1732

Channel Model Indoor hotspot channel
model

Urban micro-cellular
channel model

Urban macro-cellular
channel model

Rural macro-cellular
channel model

User Distribution Randomly and uniformly
distributed over area

Randomly and uniformly
distributed over area
50% pedestrian users and
50% users indoor

Randomly and uniformly
distributed over area
100% vehicular users

Randomly and uniformly
distributed over area
100% high speed vehicular
users

(Continued)
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TABLE 12-6 Baseline Configuration Parameters for IMT-Advanced Evaluations [6] Continued

Urban Micro-cellular
(UMi)

Simulation Parameters Indoor Hotspot (InH) Baseline Parameters
Urban Macro-cellular
(UMa)

Rural Macro-cellular
(RMa)

User Mobility All mobile stations have
fixed and identical speed
with randomly and
uniformly distributed
direction

All mobile stations have
fixed and identical speed
with randomly and
uniformly distributed
direction

All mobile stations have
fixed and identical speed
with randomly and
uniformly distributed
direction

All mobile stations have
fixed and identical speed
with randomly and
uniformly distributed
direction

MS Speed (km/h) 3 3 30 120

Inter-Site Interference Explicitly modeled Explicitly modeled Explicitly modeled Explicitly modeled

BS Noise Figure (dB) 5 5 5 5

MS Noise Figure (dB) 7 7 7 7

BS Antenna Gain
(Bore-Sight) (dBi)

0 17 17 17

MS Antenna Gain (dBi) 0 0 0 0

Thermal Noise Level
(dBm/Hz)

�174 �174 �174 �174

Parameters for Assessment of Cell Spectral Efficiency and Cell Edge User Spectral Efficiency

Traffic Model Full buffer Full buffer Full buffer Full buffer

System Bandwidth 2 � 20 MHz (FDD)

40 MHz (TDD)

2 � 10 MHz (FDD)

20 MHz (TDD)

2 � 10 MHz (FDD)

20 MHz (TDD)

2 � 10 MHz (FDD)
20 MHz (TDD)

Number of Users/Cell 10 10 10 10

Parameters for Evaluation of VoIP Capacity

Traffic Model VoIP VoIP VoIP VoIP

System Bandwidth 2 � 5 MHz (FDD)
10 MHz (TDD)

2 � 5 MHz (FDD)
10 MHz (TDD)

2 � 5 MHz (FDD)
10 MHz (TDD)

2 � 5 MHz (FDD)
10 MHz (TDD)

Simulation Duration for
a Single Drop (s)

20 20 20 20

Parameters for Link-Level Simulation (Mobility Requirement)

Traffic Model Full buffer Full buffer Full buffer Full buffer

Channel Model Indoor hotspot channel
model

Urban micro-cellular
channel model

Urban macro-cellular
channel model

Rural macro-cellular
channel model

System Bandwidth (MHz) 10 10 10 10

Number of Users/Cell 1 1 1 1

6
7
4

C
H
A
P
T
E
R
1
2

P
e
rfo

rm
a
n
c
e
o
f
IE
E
E
8
0
2
.1
6
m

a
n
d
3
G
P
P
LT
E
-A
d
va
n
c
e
d



locations of the scatterers, rather the directions of the rays generated as a result of scattering objects.
The geometric modeling of the radio channel enables separation of propagation parameters and
antennas. The channel parameters for individual snapshots are determined stochastically based on
statistical distributions extracted from channel measurements. Antenna geometries and radiation
patterns can be defined properly by the model. As shown in Figure 12-7, channel realizations are
generated through the application of the geometrical principles by summing the rays (plane waves)
with specific small-scale parameters such as delay, power, Angle-of-Arrival (AoA), and Angle-of-
Departure (AoD), and superposition of the results by taking into consideration the correlation between
antenna elements and temporal fading with the geometry dependent Doppler spectrum. A number of
rays constitute a cluster. A cluster and a propagation path diffused in space are equivalent in delay and
angle domains. A generic MIMO channel model is applied to all test scenarios. The time-variant
impulse response matrix of the MIMO channel can be written as (assuming Nt transmit antennas at the
BS and Nr receive antennas at the MS)Hðt; sÞ ¼ PN

n¼1Hnðt; sÞ, where s denotes the delay and N¼ Nr

� Nt is the number of multi-paths. The channel impulse response is composed of the antenna array
response matrices Ftx and Frx for the transmitter and the receiver, respectively, as well as the dual-
polarized propagation channel response matrix hn for the nth cluster, hence:

Hnðt; sÞ ¼
ZZ

FrxðfÞ hnðt; s;4;fÞ FT
txð4Þ d4 df (12-15)

The channel from transmit antenna element s to receive antenna element u for cluster n can be
expressed as follows:

Hu;s;nðt; sÞ ¼
XM
m¼ 1

�
Frx;u;Vðfn;mÞ
Frx;u;Hðfn;mÞ

�T�
an;m;VV an;m;VH

an;m;HV an;m;HH

��
Ftx;s;Vð4n;mÞ
Ftx;s;Hð4n;mÞ

�
� expð j2pyn;mtÞdðs� sn;mÞ

�expðj2pl�1
0 ðfn;m,rrx;uÞÞexpðj2pl�1

0 ð4n;m,rtx;sÞÞ

(12-16)
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FIGURE 12-7

An illustration of angular parameters in the MIMO channels [6,8]
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where Frx,u,V and Frx,u,H denote the antenna element u field patterns for vertical and horizontal
polarizations, respectively, an,m,VV and an,m,VH are the complex-valued gains of vertical-to-vertical and
horizontal-to-vertical polarizations of ray n, m, respectively, l0 represents the wavelength of the RF
carrier, fn:m is the AoD unit vector, 4n:m is the AoA unit vector, rtx;s and rrx;u are the location vectors of
elements s and u, respectively, and nn,m denotes the Doppler frequency component of the ray n, m. [6].
If the radio channel is dynamically modeled, the above-mentioned small-scale parameters will be
time-variant.

In Figure 12-7, the placement of the MS with respect to each BS is determined according to the cell
layout. From this placement, the distance between the MS, the BS d, and the LoS directions with
respect to the BS and MS, qBS and qMS, can be determined. Note that qBS and qMS are defined relative to
the broadside directions. The MS antenna array orientations UMS are independent and identically
distributed, and are obtained from a uniform 0–360� distribution.

The generic MIMO channel model is a stochastic model with two levels of unpredictability;
large-scale parameters such as shadow fading, delay, and angular spreads that are drawn
randomly from tabulated distribution functions, and small-scale parameters such as delay, power,
and direction of arrival and departure that are selected randomly according to tabulated distri-
bution functions and large-scale parameters. An infinite number of different realizations of the
channel model can be generated randomly by selecting different initial phases for the scattering
objects.

The generic model is based on the drop concept. The system-level simulation is performed in
a sequence of “drops,” where a “drop” is defined as one simulation run over a certain time period when
using the generic model. A drop (or snapshot of a channel segment) is a simulation instance where the
random properties of the channel remain constant except for the fast-fading caused by the changing
phases of the rays. The constant properties during a single drop are the power, delay, and direction of
the rays. In a simulation, the number and the length of drops are selected based on the evaluation
requirements and the deployment scenario. The generic model allows the simulation of several
statistically-independent drops in order to obtain a statistical representation of system performance.
The channel model parameters for evaluation of IMT-Advanced technologies in various test envi-
ronments are shown in Table 12-7.

12.9 IEEE 802.16M LINK-LEVEL AND SYSTEM-LEVEL PERFORMANCE
In order to comply with the requirements of the ITU-R IMT-Advanced, the performance of the IEEE
802.16m standard was comprehensively evaluated based on the evaluation guidelines and method-
ology specified by the ITU-R Working Party 5D. The following section describes the simulation
assumptions and configuration parameters that were used in the evaluation of the IEEE 802.16m
technology using full-buffer data and VoIP traffic models. In addition to the common configuration
parameters (technology agnostic) that were specified in Report ITU-R M.2135-1, technology-specific
and test-environment-specific configuration parameters were assumed in the link-level and system-
level simulations to maximize the system performance in the scenarios of interest; therefore, the
configuration parameters may vary across different test environments. Note that the downlink to uplink
ratio is 5:3, i.e., 5 downlink subframes and 3 uplink subframes, for the TDD mode for all full-buffer
data simulations, and the cyclic prefix of 1/16 is used.
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TABLE 12-7 Channel Model Parameters for IMT-Advanced Test Environments [6]

Channel Model

Parameters

InH UMi UMa RMa

Line-of-

Sight

Non-Line-

of-Sight

Line-of-

Sight

Non-Line-

of-Sight

Outdoor-

to-Indoor

Line-of-

Sight

Non-Line-

of-Sight

Line-of-

Sight

Non-Line-of-

Sight

Delay Spread

(DS) log10(s)

m �7.70 �7.41 �7.19 �6.89 �6.62 �7.03 �6.44 �7.49 �7.43

s 0.18 0.14 0.40 0.54 0.32 0.66 0.39 0.55 0.48

AoD Spread

(ASD)

log10 (degrees)

m 1.60 1.62 1.20 1.41 1.25 1.15 1.41 0.90 0.95

s 0.18 0.25 0.43 0.17 0.42 0.28 0.28 0.38 0.45

AoA Spread

(ASA) log10 (degrees)

m 1.62 1.77 1.75 1.84 1.76 1.81 1.87 1.52 1.52

s 0.22 0.16 0.19 0.15 0.16 0.20 0.11 0.24 0.13

Shadow Fading

(SF) (dB)

s 3 4 3 4 7 4 6 4 8

K-Factor

(K) (dB)

m 7 N/A 9 N/A N/A 9 N/A 7 N/A

s 4 N/A 5 N/A N/A 3.5 N/A 4 N/A

Cross-

Correlations

ASD

vs.

DS

0.6 0.4 0.5 0 0.4 0.4 0.4 0 �0.4

ASA

vs.

DS

0.8 0 0.8 0.4 0.4 0.8 0.6 0 0

ASA

vs.

SF

�0.5 �0.4 �0.4 �0.4 0 �0.5 0 0 0

ASD

vs.

SF

�0.4 0 �0.5 0 0.2 �0.5 �0.6 0 0.6

DS

vs.

SF

�0.8 �0.5 �0.4 �0.7 �0.5 �0.4 �0.4 �0.5 �0.5

ASD

vs.

ASA

0.4 0 0.4 0 0 0 0.4 0 0

ASD

vs. K

0 N/A �0.2 N/A N/A 0 N/A 0 N/A

ASA

vs. K

0 N/A �0.3 N/A N/A �0.2 N/A 0 N/A

DS

vs. K

�0.5 N/A �0.7 N/A N/A �0.4 N/A 0 N/A

SF

vs. K

0.5 N/A 0.5 N/A N/A 0 N/A 0 N/A
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TABLE 12-7 Channel Model Parameters for IMT-Advanced Test Environments [6] Continued

Channel Model

Parameters

InH UMi UMa RMa

Line-of-

Sight

Non-Line-

of-Sight

Line-of-

Sight

Non-Line-

of-Sight

Outdoor-

to-Indoor

Line-of-

Sight

Non-Line-

of-Sight

Line-of-

Sight

Non-Line-of-

Sight

Delay

Distribution

Exponential Exponential Exponential Exponential Exponential Exponential Exponential Exponential Exponential

AoD and AoA

Distribution

Laplacian Wrapped Gaussian Wrapped Gaussian Wrapped Gaussian

Delay

Scaling

Parameter rs

3.6 3 3.2 3 2.2 2.5 2.3 3.8 1.7

Cross-

Polarization

Ratio (dB)

m 11 10 9 8.0 9 8 7 12 7

Number of

Clusters

15 19 12 19 12 12 20 11 10

Number of

Rays per

Cluster

20 20 20 20 20 20 20 20 20

Cluster ASD 5 5 3 10 5 5 2 2 2

Cluster ASA 8 11 17 22 8 11 15 3 3

Per Cluster

Shadowing

Std z (dB)

6 3 3 3 4 3 3 3 3

Correlation

Distance (m)

DS 8 5 7 10 10 30 40 50 36

ASD 7 3 8 10 11 18 50 25 30

ASA 5 3 8 9 17 15 50 35 40

SF 10 6 10 13 7 37 50 37 120

K 4 N/A 15 N/A N/A 12 N/A 40 N/A
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In the downlink, and concerning the InH and UMi test cases, the sub-band CRU subchannelization
scheme was utilized, whereas in the UMa and RMa scenarios, mini-band CRU subchannelization was
utilized since the latter subchannelization scheme provides more frequency diversity gain compared to
the former in higher mobility. Furthermore, in InH and UMi cases, the 6-bit transformed codebook-
based MU-MIMO scheme with a 4� 2 configuration was used, i.e., adaptive switching among rank-1,
rank-2, rank-3, and rank-4 transmission, while in the UMa and RMa scenarios, MU-MIMO with long-
term beamforming was utilized using a 4 � 2 antenna configuration, i.e., adaptive switching among
rank-1, rank-2, rank-3, and rank-4 transmission. The MMSE receiver was employed in the MS for both
channel estimation and data detection. The chase combining HARQ with maximum re-transmission
delay of four frames and up to four re-transmissions was used in the simulations. The signaling error
for the Assignment A-MAP and HARQ Feedback A-MAP were explicitly modeled in the simulations.
The sounding estimation error has also been modeled for the midamble sequence. The dynamic
overhead due to the Assignment A-MAP and HARQ Feedback A-MAP were modeled and the static
overhead corresponding to non-user specific A-MAP, downlink synchronization channels, and
superframe headers were taken into consideration in the simulations.

In the uplink, and with reference to the InH and UMi test cases, sub-band CRU subchannelization,
as well as the 3-bit codebook-based MU-MIMO scheme with adaptive switching between single-user,
and collaborative spatial multiplexing based on a 2 � 4 antenna configuration were used, whereas in
UMa and RMa scenarios, mini-band CRU subchannelization in conjunction with MU-MIMO scheme
with long-term beamforming and adaptive switching between single-user and collaborative spatial
multiplexing with a 2 � 4 antenna configuration was utilized. The MMSE receiver was employed in
the BS for both channel estimation and data detection. The chase combining HARQ scheme with
a maximum re-transmission delay of four frames and up to four re-transmissions were assumed for the
uplink simulations. Non-ideal channel estimation was assumed in the uplink and signaling errors were
modeled for the primary fast-feedback channel (in UMa and RMa cases), the secondary fast-feedback
channel (in InH and UMi scenarios), the HARQ feedback channel, and sounding estimation. Dynamic
overhead due to the primary and secondary fast-feedback, as well as HARQ feedback channels, and
fixed overhead corresponding to long-term covariance matrix, initial ranging, and bandwidth request
channels were realistically modeled.

In the downlink, the Assignment A-MAP overhead dynamically varies as a function of the number
of active users over the radio frame. The average DL/UL Assignment A-MAP overhead is taken into
consideration in the calculation of the cell spectral and cell edge user spectral efficiencies. The
overhead associated with the HARQ Feedback A-MAP is based on the number of required ACK/
NACK derived from the uplink system-level simulations under each test environment. A fixed over-
head of one OFDM symbol per frame is assumed for the primary and secondary preambles in both
TDD and FDD duplex schemes. The fixed overhead due to the midamble is one OFDM symbol per
frame in both TDD and FDD modes. There are 20 logical resource units over 5 OFDM symbols in
every superframe that are used for the superframe headers. In the uplink, the overhead associated with
the primary fast-feedback channel is calculated assuming a reporting period of 5 ms for the UMa and
the RMa for all users/sectors. The CQI or PMI feedback is sent either through the secondary fast-
feedback channel or MAC management messages. In both cases, the reporting period is 5 ms in both
TDD and FDD modes. The overhead of the HARQ feedback channel was dynamically calculated
based on the required ACK/NACK from the downlink system-level simulations for each test envi-
ronment. Although the long-term covariance matrix is not fed back via dedicated uplink control
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channel, rather through a regular MAC management message, its overhead is included in the calcu-
lation of the UL control overhead. A fixed overhead for the long-term covariance matrix feedback is
taken into consideration assuming a reporting period of 20 ms for both the UMa and the RMa
scenarios. Furthermore, a fixed overhead of one OFDM symbol per long TTI in both TDD and FDD
modes is accounted for in the transmission of the sounding sequences in the uplink. The initial ranging
channel is assumed to have occupied four LRUs per superframe in both TDD and FDD modes, while
the overhead due to bandwidth request channel is four LRUs per superframe. Table 12-8 summarizes
the downlink and uplink control overhead for various test environments.

12.9.1 Cell Spectral Efficiency and Cell Edge User Spectral Efficiency

Cell spectral efficiency SEcell is defined as the aggregate throughput of all users, i.e., the number of
correctly received bits delivered to the upper layers at the MAC SAP over a certain period of time,
divided by the channel bandwidth divided by the number of cells. The channel bandwidth is defined as
the effective bandwidth multiplied by the frequency reuse factor, where the effective bandwidth is the
operating bandwidth that is appropriately scaled by the uplink/downlink ratio. The cell spectral effi-
ciency is measured in bits/s/Hz/cell. If di denotes the number of correctly received bits by user i (in the
downlink) or from user i (in the uplink) in a system comprising N active users and M cells, and if B
denotes the channel bandwidth and T the time over which the data bits are received, the cell spectral
efficiency can be expressed as follows:

SEcell ¼
PN

i¼ 1 di
TBM

(12-17)

The (normalized) user throughput is defined as the average user throughput, i.e., the number of
correctly received bits by users delivered to upper layers at the MAC SAP over a certain period of time,
divided by the channel bandwidth and is measured in bits/s/Hz. The cell edge user spectral efficiency is
defined as 5% point of the cumulative distribution function of the normalized user throughput. Let di,
Ti, and B denote the number of correctly received bits by user i, the active session time for user i, and
the channel bandwidth, respectively. The (normalized) user throughput of user i, is defined as:

gi ¼
di
TiB

(12-18)

The cell spectral efficiency and cell edge user spectral efficiency of IEEE 802.16m have been
evaluated based on system-level simulations, and the results are shown in Table 12-9. It is shown that
the IEEE 802.16m exceeds the IMT-Advanced requirements by a large margin.

TABLE 12-8 Summary of Control Overhead for Various Test Environments [2]

Duplex Mode Direction InH UMi UMa RMa

TDD Downlink 9.19% 12.33% 11.17% 11.15%

Uplink 7.85% 12.60% 9.23% 8.34%

FDD Downlink 9.74% 16.28% 13.77% 13.63%

Uplink 6.02% 10.58% 8.01% 6.51%
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12.9.2 VoIP Capacity

While most of the modern packet-switched air interface systems do not specify voice codecs, the
calculation of VoIP capacity requires explicit assumptions about a particular voice codec and its
parameters, such the frame rate, RTP payload size, DTX capability, etc. The VoIP capacity of the IEEE
802.16mwas calculated assuming the use of the 3GPPAMR 12.2 kbps codec with a 50% speech activity
factor such that the percentage of users in outage is less than 2%, where a user is defined to have expe-
rienced outage if less than 98% of the VoIP packets have been delivered successfully to the user within
a one-way radio access delay bound of 50ms. The assumptions and configuration parameters used in the
system-level simulations forVoIPare as described inTable 12-4 andTable 12-5.Note that the downlink to
uplink ratio is 4:4, i.e., four downlink subframes and four uplink subframes, for the TDD mode for all
VoIP simulations. Furthermore, the cyclic prefix of 1/16 is used for all VoIP capacity calculations.

In the downlink, a combination of DRU and mini-band CRU subchannelization schemes is used
in the simulations. Since the control channels are always allocated in the distributed resources, a
fixed division is assumed in each subframe between the DRU and mini-band CRU resources. The
SFBC mode with a 4� 2 antenna configuration and non-adaptive precoding is used when DRU
subchannelization is utilized, whereas with mini-band CRU, rank-1 transmission with wideband

TABLE 12-9 IEEE 802.16m Cell Spectral Efficiency and Cell Edge User Spectral Efficiency [2]

Requirements
Duplex
Scheme DL/UL

Test Environments

InH UMi UMa RMa

Cell spectral efficiency
(bits/s/Hz/cell)
ITU-R requirement

TDD DL 6.93
3.0

3.22
2.6

2.41
2.2

3.23
1.1

Cell edge user spectral
efficiency (bits/s/Hz)
ITU-R requirement

0.260
0.1

0.092
0.075

0.069
0.06

0.093
0.04

Cell spectral efficiency
(bits/s/Hz/cell)
ITU-R requirement

FDD 6.87
3.0

3.27
2.6

2.41
2.2

3.15
1.1

Cell edge user spectral
efficiency (bits/s/Hz)
ITU-R requirement

0.253
0.1

0.097
0.075

0.069
0.06

0.091
0.04

Cell spectral efficiency
(bits/s/Hz/cell)
ITU-R requirement

TDD UL 5.99
2.25

2.58
1.8

2.57
1.4

2.66
0.7

Cell edge user spectral
efficiency (bits/s/Hz)
ITU-R requirement

0.426
0.07

0.111
0.05

0.109
0.03

0.119
0.015

Cell spectral efficiency
(bits/s/Hz/cell)
ITU-R requirement

FDD 6.23
2.25

2.72
1.8

2.69
1.4

2.77
0.7

Cell edge user spectral
efficiency (bits/s/Hz)
ITU-R requirement

0.444
0.07

0.119
0.05

0.114
0.03

0.124
0.015
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beamforming is employed. The MMSE receiver is modeled in the MS for channel estimation and data
detection. The chase combining HARQ with a maximum re-transmission delay of four frames and up
to four re-transmissions are used. A fixed overhead is assumed for non-user-specific and HARQ
Feedback A-MAPs. The Assignment A-MAP overhead is explicitly modeled based on the scheduled
allocations in each subframe in the downlink and uplink. It is assumed that two OFDM symbols per
frame are consumed for the preambles and midamble, and the midamble estimation errors are taken
into consideration in the results. The superframe headers consume 20 LRUs in the first subframe of
every superframe and signaling errors are explicitly modeled in the VoIP simulations. Persistent
scheduling for individual VoIP connections is used to reduce the control overhead. The MAC signaling
and dynamic control overhead based on the Persistent Allocation A-MAP IE for initial transmissions is
modeled; however, HARQ re-transmissions are not scheduled persistently. In general, dynamic
overhead calculation model for the Assignment A-MAP is considered, whereas other downlink control
channels are modeled with a fixed overhead.

In the uplink, DRU-based subchannelization was used to achieve frequency diversity. The SFBC
modewith a 2� 4 antenna configuration is further utilized. TheMMSE receiver was simulated in the BS
for both channel estimation and data detection. The chase combining HARQ with a re-transmission
delay of four frames and up to four re-transmissions was used in the simulations. The primary fast-
feedback channel is utilized for transmission of CQI feedback. Additionally, when wideband beam-
forming is used, wideband PMI is also fed back using the primary fast-feedback channel. The control
overhead due to the primary fast-feedback channel is assumed to be static according to the reporting
period derived from the number of active users, voice activity factor, and the allocation interval for
persistent scheduling. The overhead corresponding to the HARQ feedback channel assumes 30 ACK/
NACK in each subframe derived from the downlink system-level VoIP simulation for each test envi-
ronment. To accommodate sounding for 16 users per frame when the system is operating at the
maximumVoIP capacity, a fixed overhead of twoOFDM symbols per frame is assumed for the sounding
channel. A fixed overhead of two LRUs per frame is assumed for the initial ranging and bandwidth
request channels. Uplink channel signaling errors were explicitly modeled in the VoIP simulations for
both FDD and TDDmodes. Persistent scheduling for individual VoIP connections was modeled, and the
MAC procedure and dynamic control overhead based on the Persistent Allocation A-MAP IE for initial
transmissions was modeled, as well. The HARQ re-transmissions are not scheduled persistently. A fixed
overhead model for the uplink control channels was used. The IEEE 802.16m VoIP capacity results in
various test environments are given in Table 12-10. Since the downlink-to-uplink ratio is for the TDD
and FDD modes, and from Table 12-8 the uplink control overhead is less than that of the downlink, the
VoIP capacity in the uplink direction is higher than in the downlink direction; however, the system VoIP
capacity is the least of the downlink and uplink capacities due to the symmetrical property ofVoIP traffic.

12.9.3 Mobility

Following the methodology for evaluation of the mobility requirement [6] in the first step, the system-
level simulation was performed for each test environment in the uplink to obtain the uplink SINR
distribution. From the uplink SINR distribution, the 50th percentile value was obtained for each test
environment. In the second step, link-level simulation was run to generate the spectral efficiency
versus SINR curves for each test environment. The spectral efficiency values included the effect of the
control channel overhead from the uplink system-level simulations for each test environment. The
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mobility requirement is met, if the spectral efficiency values from the link-level curves, obtained for
the median SINR value from the system-level simulations, are greater than the target values. These
values were obtained assuming an antenna configuration of 4 � 2 in the downlink and of 2 � 4 in the
uplink.

The statistical distribution of the uplink SINR for various test scenarios based on the IEEE 802.16m
is simulated and is shown in Figure 12-8. The median uplink SINR is extracted from the distribution
and is used in the calculation of the link-level spectral efficiencies for various test environments. The
spectral efficiency for Line-of-Sight and Non-Line-of-Sight scenarios are calculated and provided in
Table 12-11. It is shown that the IEEE 802.16m exceeds the ITU-R requirements in all test cases in
both TDD and FDD duplex modes.

12.9.4 Peak Spectral Efficiency

The peak spectral efficiency is the highest theoretical data rate transmitted to a single mobile station
normalized by bandwidth, assuming error-free transmission conditions, when all available radio
resources for the corresponding link direction are fully utilized. The radio resources exclude those that
are used for physical layer synchronization, reference signals or pilots, guard bands, and guard times.
The peak spectral efficiency of the IEEE 802.16m was calculated based on the guidelines and defi-
nition provided in Report ITU-R M.2134 [5] and Report ITU-R M.2135-1 [6]. The FDD and TDD
modes were considered separately, and channel bandwidth was assumed to be 20 MHz for a TDD and
2 � 20 MHz for an FDD duplex scheme with FFT size of 2048, and cyclic prefix length of 1/16 of the
useful OFDM symbol length. In addition, four and two streams are considered in downlink and uplink,
respectively. The physical layer overhead due to preambles, midamble, cyclic prefix, guard sub-
carriers, switching time, and idle time per radio frame were calculated and deducted from the total
available time-frequency resources per frame. Since the peak spectral efficiency is calculated under
error-free conditions, the coding rate is set to one and the maximum modulation scheme (64 QAM) is
considered. It is further assumed that the downlink to uplink ratio is 1:1 in the TDD duplex scheme.
Under the above assumptions, the peak spectral efficiency of the IEEE 802.16m is calculated as shown
in Table 12-12. It is shown that the IEEE 802.16m exceeds ITU-R requirements.

TABLE 12-10 IEEE 802.16m VoIP Capacity in Various Test Scenarios [2]

Test
Environment

Duplex
Scheme

Downlink
VoIP Capacity
(Active Users/
MHz/Cell)

Uplink VoIP
Capacity
(Active Users/
MHz/Cell)

System
Capacity
(Active Users/
MHz/Cell)

ITU-R
requirement
(Active Users/
MHz/Cell)

InH TDD 140 165 140 50

UMi 82 104 82 40

UMa 74 95 74 40

RMa 89 103 89 30

InH FDD 139 166 139 50

UMi 77 102 77 40

UMa 72 95 72 40

RMa 90 101 90 30
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TABLE 12-11 Link-Level Results for Mobility [2]

Test
Environment

Duplex
Mode

Median
SINR (dB)

LoS Spectral
Efficiency
(bits/s/Hz)

NLoS Spectral
Efficiency
(bits/s/Hz)

ITU-R
Requirement
(bits/s/Hz)

InH (10 km/h) TDD 16.6 3.76 3.41 1.0

UMi (30 km/h) 5.0 1.81 1.50 0.75

UMa (120 km/h) 4.3 1.72 1.30 0.55

RMa (350 km/h) 5.6 1.70 1.23 0.25

InH (10 km/h) FDD 16.6 3.86 3.56 1.0

UMi (30 km/h) 5.0 1.72 1.51 0.75

UMa (120 km/h) 4.3 1.63 1.34 0.55

RMa (350 km/h) 5.6 1.61 1.27 0.25

FIGURE 12-8

CDF of uplink SINR distribution for various test environments [2]
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TABLE 12-12 Detail Calculation of the Peak Spectral Efficiency [2]

Parameter TDD Mode FDD Mode

Bandwidth (MHz) 20 2 � 20 ¼ 40

FFT Size 2048

Cyclic Prefix Ratio 1/16

Number of Spatial
Streams

DL: NS ¼ 4 streams
UL: NS ¼ 2 streams

Subframe Types 6 Type-1 (6 Symbols)
2 Type-2 (7 Symbols)

5 Type-1 (6 Symbols)
3 Type-2 (7 Symbols)

Number of Physical
Resource Units

NPRU ¼ 96

Number of Pilots per
PRU

DL, 4 Streams, Subframe Type-1: 16
DL, 4 Streams, Subframe Type-2: 16
DL, 4 Streams, Subframe Type-3: 16
UL, 2 Streams, Subframe Type-1: 12
UL, 2 Streams, Subframe Type-2: 14

Number of Data Sub-
carriers per PRU

DL, 4 Streams, Type-1: Ndata-T1 ¼ 18 � 6 – 16 ¼ 92
DL, 4 Streams, Type-2: Ndata-T2 ¼ 18 � 7 – 16 ¼ 110
DL, 4 Streams, Type-3: Ndata-T3 ¼ 18 � 5 – 16 ¼ 74
UL, 2 Streams, Type-1: Ndata-T1 ¼ 18 � 6 – 12 ¼ 96
UL, 2 Streams, Type-2: Ndata-T2 ¼ 18 � 7 – 14 ¼ 112

Downlink Overhead
Symbols

One OFDM Symbol for A-Preamble
One OFDM Symbol for MIMO-Midamble

DL:UL Ratio 1:1 N/A

Number of Symbols per
Subframe

DL: 5,7,5,6
UL: 6,6,6,7

DL: 5,7,6,6,7,6,5,7
UL: 6,7,6,6,7,6,6,7

Number of Subframe
Types

DL UL DL UL

NSF-T1 ¼ 1, Type-1
Subframes
NSF-T2 ¼ 1, Type-2
Subframes
NSF-T3 ¼ 2, Type-3
Subframes

NSF-T1 ¼ 3, Type-1
Subframes
NSF-T2 ¼ 1, Type-2
Subframe

NSF-T1 ¼ 3, Type-1
Subframes
NSF-T2 ¼ 3, Type-2
subframes
NSF-T3 ¼ 2, Type-3
Subframes

NSF-T1 ¼ 5, Type-1
Subframes
NSF-T2 ¼ 3, Type-2
Subframes

Total Number of Data
Sub-carriers per Frame

NDATA ¼ NPRU (NSF-T1NData-T1þNSF- T2 NData-T2 þ NSF-T3NData-T3)

DL: NDATA ¼ 33600 ¼ 96�(1�92þ1�110
þ2�74)
UL: NDATA ¼ 38400 ¼ 96�(3�96þ1�112)

DL: NDATA ¼ 72384 ¼ 96�(3�92þ3�110
þ2�74)
UL: NDATA ¼ 78336 ¼ 96�(5�96þ3�112)

Coding Rate, FECRATE 1

MCS 64QAM, Nb (bits/
symbol)

6

Frame Duration (ms) 5

Peak Spectral
Efficiency

PEAKTHR ¼ NDATA NS Nb FECRATE

Peak DL Throughput
(Mbps)

161.28 347.44

Peak UL Throughput
(Mbps)

92.16 188.01

DL Peak Spectral
Efficiency (bits/s/Hz)

16.13 17.37

UL Peak Spectral
Efficiency (bits/s/Hz)

9.21 9.4
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12.9.5 User-Plane/Control-Plane Latency and Handover Interruption Time

The user-plane latency, alternatively known as transport delay, is defined as the one-way transit time
between the availability of a packet at the IP layer at the source (user terminal/base station), and the
availability of this packet at the IP layer at the destination (base station/user terminal). User-plane
packet delay includes delay introduced by associated protocols and control signaling, assuming the
user terminal is in the active state. The IMT-Advanced systems are required to have a user-plane
latency of less than 10 ms in unloaded conditions (i.e., a single user with a single data stream) for small
IP packets (e.g., 0 byte payload þ IP header) in the downlink and uplink directions.

To calculate the user-plane and control-plane latencies, it is assumed that each 5 ms radio frame
consists of eight subframes of 0.617 ms length, and the Transmission Time Interval (TTI) is equal to
one subframe. The mobile station and base station processing times are assumed to take three
subframes (3� TTI). This analysis further assumes an intra-ASN handover mechanism where the
serving and target base stations belong to the same ASN entity. Typical values of HARQ re-trans-
mission probability or air-link error rate prior to HARQ processing range from 10% to 30%. The
HARQ Round-Trip Time (RTT) or the time interval between two consecutive downlink or uplink data
transmissions (or re-transmissions) is assumed to be one radio frame (8� TTI) for the FDD mode. The
HARQ RTT for the TDD mode, assuming a DL:UL ratio of 5:3 and one DL/UL switching point per
radio frame, is 8� TTI. Using the user-plane latency calculation model shown in Figure 12-9, the
user-plane latency of the IEEE 802.16m has been analytically calculated, and the results are shown in
Table 12-13.

Therefore, the IEEE 802.16m meets the ITU-R requirement for user-plane latency. The control-
plane latency is typically measured as the transition time from idle state to active state. The IMT-
Advanced systems are required to exhibit a transition time (excluding downlink paging delay and
wireline network signaling delay) of less than 100 ms from an idle state to an active state in such a way
that the user-plane can be established upon transition. Table 12-14 contains the assumptions and results
for control-plane latency analysis for IEEE 802.16m.

As a result, the IEEE 802.16m meets the ITU-R requirement for control-plane latency.

MS

3 Subframe 
Processing 

Time
1.85 ms

3 Subframe 
Processing 

Time
1.85 ms

BS

3 Subframe 
Processing 

Time
1.85 ms

3 Subframe 
Processing 

Time
1.85 ms

TTI + Frame 
Alignment
0.92 ms

TTI + Frame 
Alignment
0.92 ms

HARQ Round Trip Time
5 ms

FIGURE 12-9

User-plane latency calculation model [2]
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The handover interruption time is defined as the time duration during which a user terminal cannot
exchange data packets with any base station. The handover interruption time includes the time required
to execute any radio access network procedure, radio resource control signaling protocol, or other
message exchanges between the user equipment and the radio access network. For the purpose of
determining handover interruption time, the interactions with the core network (i.e., network entities
beyond the radio access network) are assumed to occur in zero time. It is also assumed that all
necessary attributes of the target channel, i.e., downlink synchronization is achieved and uplink access
procedures are successfully completed, are known at initiation of the handover from the serving BS to
the target BS.

As shown in Figure 12-10, the handover can be initiated by either the MS or the serving BS. The
handover process is initiated when the MS issues a handover request to the serving BS, or when the
serving BS issues a handover command to the MS. The handover request/command is issued following
mobile-assisted handover procedures. The MS acquires the network topology through either serving
BS broadcasts or unicast messages. The serving BS also provides the MS with the relevant trigger
conditions to initiate or cancel neighbor-cell measurements, measurement reporting, and handover
requests. Scanning intervals are provided for neighbor-cell measurements by the serving BS unilat-
erally or at the request of the MS. The handover request/command is an outcome of these measure-
ments and reporting. The handover procedure is divided into four steps: handover initiation; handover
preparation; handover execution; and handover cancellation procedure to allow the MS to cancel
a handover procedure.

The following assumptions were made in the calculation of the handover interruption time: (1) the
handover is of the intra-ASN type, i.e., the serving and target base stations belong to the same ASN; (2)
this is a mobile-assisted handover; (3) the handover is a mobile-initiated type, which in terms of
latency is the worst-case compared to BS-initiated type; (4) this is an optimized hard handover, which
means that for intra-frequency, the MS is frame-synchronized with the serving BS and the target BS,
and the MS context including security context is transferred to the target BS over the backhaul; and

TABLE 12-13 User-Plane Latencies for 10% and 30% Probability of HARQ
Re-transmissions [2]

Procedure

User-Plane Latency
(10% HARQ Re-transmission
Probability)

User-Plane Latency
(30% HARQ Re-transmission
Probability)

MS Wakeup Time Implementation dependent Implementation dependent

MS Processing Delay 3 � 0.617 ¼ 1.85 ms 3 � 0.617 ¼ 1.85 ms

Queuing/Frame Alignment FDD: 0.31
TDD: 2.5 ms

FDD: 0.31
TDD: 2.5 ms

TTI For Uplink Data Packet (Piggy
Back Scheduling Information)

0.617 ms 0.617 ms

HARQ Retransmission 0.1 � 5 ms 0.3 � 5 ms

BS Processing Delay 3 � 0.617 ¼ 1.85 ms 3 � 0.617 ¼ 1.85 ms

Total One-Way Access Delay FDD: 5.13 ms
TDD: 7.32 ms

FDD: 6.13 ms
TDD: 8.32 ms
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TABLE 12-14 Control-Plane Latency for 10% and 30% Probability of HARQ
Re-transmissions [2]

Procedure

Control-Plane Latency
(10% HARQ Re-
transmission Probability)

Control-Plane Latency
(30% HARQ Re-transmission
Probability)

MS Wakeup Time Implementation dependent Implementation dependent

DL scanning and synchronization þ
acquisition of the system
configuration information for
network re-entry
Note: It can be assumed that MS
might have updated system
configuration prior to transition

40 ms
Note that S-SFH SP1 that
contains network re-entry
information and is transmitted
every 40 ms

40 ms
Note that S-SFH SP1 that
contains network re-entry
information and is transmitted
every 40 ms

Random Access Procedure
(UL CDMA Code þ BS Processing þ
DL CDMA_ALLOC_IE)

5 ms 5 ms

Initial Ranging
(AAI_RNG-REQ þ BS processing þ
AAI_RNG-RSP)
þ HARQ re-transmission of one
message at 10% or 30%, only first-
order estimation

6 ms
Assuming the message will
succeed in the first
transmission with probability
of 0.9 or in the second
transmission with probability
of 0.1

8 ms
Assuming the message will
succeed in the first transmission
with probability of 0.7 or in the
second transmission with
probability of 0.3

Capability Negotiation
(AAI_SBC-REQ þ BS processing þ
AAI_SBC-RSP) þ HARQ re-
transmission

< 5 ms
1 � 5 ms for HARQ re-
transmission)

< 5 ms
3 � 5 ms for HARQ re-
transmission)

Authorization, Authentication, and
Key Exchange (AAI_PKM-REQ þ BS
processing þ AAI_PKM-RSP) þ
HARQ retransmission

< 5 ms
1 � 5 ms for HARQ re-
transmission)

< 5 ms
3 � 5 ms for HARQ re-
transmission)

BS Registration
(AAI_REG-REQ þ BS/ASN-GW
processing þ AAI_REG-RSP) þ
HARQ retransmission

< 5 ms
1 � 5 ms for HARQ re-
transmission)

< 5 ms
3 � 5 ms for HARQ re-
transmission)

RRC Connection Establishment
(AAI_DSA-REQ þ BS processing þ
AAI_DSA-RSP þ AAI_DSA-ACK) þ
HARQ retransmission

< 5 ms1� 5 ms for HARQ re-
transmission)

< 5 ms3 � 5 ms for HARQ re-
transmission)

C-Plane Connection Establishment
Delay

< 31 ms < 33 ms

IDLE_STATE/ACTIVE_ACTIVE
Delay
Note: It can be assumed that MS
might have updated system
configuration prior to transition

< 71 ms < 73 ms
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(5) the seamless handover procedure is used [12]. All measurements are based on the synchronization
channels. Table 12-15 summarizes the handover procedure delay budget.

Therefore, IEEE 802.16m meets the ITU-R requirement for handover interruption time.

12.9.6 Frequency Bands and Operation Bandwidth

The ITU-R requires IMT-Advanced systems to support a scalable bandwidth up to 100 MHz through
aggregation of smaller frequency bands. The ITU-R further requires the IMT-Advanced systems to
support the IMT bands that are designated by ITU-R for deployment of the 3rd and 4th generations
of cellular systems. The IEEE 802.16m specifies multi-carrier techniques through which support of
various contiguous or non-contiguous spectra are possible. The band classes specified by the
WiMAX Forum allow deployment of the IEEE 802.16m in IMT bands in the form of TDD or FDD
duplex schemes. Table 12-16 shows the frequency bands in which the IEEE 802.16m can be
deployed.

12.9.7 IEEE 802.16m Link Budget

The IMT-Advanced submissions were required to provide a detailed link budget analysis under the
ITU-R specified test environments. Report ITU-R M.2135-1 provided a methodology and common
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The IEEE 802.16m handover procedures [12]
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TABLE 12-15 IEEE 802.16m Handover Interruption Time Analysis [2]

Step Procedure Estimated Latency (ms)

1 The MS initiates handover by sending an AAI_HO-REQ
to the serving BS

20 to 35 ms

2 The serving-BS processes AAI_HO-REQ message and
sends AAI_HO-REQ to one or more target base stations

5 ms

3 Target base stations reply to the serving BS with
AAI_HO-RSP, which may include handover optimization
related MAC update information

10 ms

4 The serving BS responds to MS with AAI_HO-CMD
containing target BS list and the disconnect time

5 ms

5 MS acknowledges to the serving BS with AAI_HO-IND
containing selected target BS and confirmation/rejection
of the disconnect time (unsolicited uplink grant)

5 ms

6 At or after the Disconnect Time, the serving BS transfers
the unacknowledged and the new data, if any, to the
target BS to allow MS data continuity at target BS

0 to 10 ms (R8 interface latency)

7 MS switches to the target BS and acquires downlink
broadcast overhead channels

5 ms

7.1 The MS waits for handover ranging opportunity to
perform uplink synchronization with dedicated ranging
code assigned by the target BS during handover
preparation
Note that initial ranging, uplink synchronization
procedures are not counted into handover interruption
time according to the definition

5 to 20 ms
Note that 20 ms is the worst case
when no dedicated ranging
opportunity is provided for this
handover. In most cases, target BS
has prior knowledge of the MS
capability and therefore target BS
can prepare the ranging opportunity
at the next frame, in that case the
latency will be 5 ms

8 MS detects the downlink control channels for unsolicited
uplink grant in order to send AAI_RNG-REQ message
and data

10 ms

9 MS sends AAI_RNG-REQ to the target BS 5 ms

10 The target BS responds with AAI_RNG-RSP with the
necessary information for the MS to perform uplink
synchronization

10 ms

11 MS processes AAI_RNG-RSP 5 ms

12 If necessary, repeat steps 8 to 11 k times
Note that the maximum value of k is calculated based on
the number of times that steps 8 to 11 are repeated
before expiration of a timer assigned by the serving BS

0 to 25k ms

13 The target BS and the MS continue data communication 0

Intra-FA handover Interruption Time (using seamless handover) Sum of the processing times for
Steps 6 and 7: 0 to 15 ms

Inter-FA handover Interruption Time (using seamless handover) Sum of the processing times for
Steps 6, 7, and 7.1: 5 to 35 ms
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parameters in order to calculate the downlink and uplink link budgets. In addition to the common
parameters, the following assumptions were made in the calculations:

� There are four transmit antennas and four receive antennas in the BS, and there are two transmit
antennas and two 2 receive antennas in the MS.

� The target packet error rate is 10% for initial transmission of data channels, and 1% for the control
channels.

� The modulation and coding scheme for the DL Assignment A-MAP is QPSK 1/8.
� There are 6 bits transmitted over the uplink primary fast-feedback channel.

TABLE 12-16 Operation Bands of IEEE 802.16m [2]

Band Class
Uplink MS Transmission
Frequency (MHz)

Downlink MS Receiving
Frequency (MHz) Duplex Mode

1 2300–2400 2300–2400 TDD

2 2305–2320, 2345–2360 2305–2320, 2345–2360 TDD

2345–2360 2305–2320 FDD

3 2496–2690 2496–2690 TDD

2496–2572 2614–2690 FDD

4 3300–3400 3300–3400 TDD

5L 3400–3600 3400–3600 TDD

3400–3500 3500–3600 FDD

5H 3600–3800 3600–3800 TDD

6 1710–1770 2110–2170 FDD

1920–1980 2110–2170 FDD

1710–1755 2110–2155 FDD

1710–1785 1805–1880 FDD

1850–1910 1930–1990 FDD

1710–1785, 1920–1980 1805–1880, 2110–2170 FDD

1850–1910, 1710–1770 1930–1990, 2110–2170 FDD

7 698–862 698–862 TDD

776–787 746–757 FDD

788–793, 793–798 758–763, 763–768 FDD

788–798 758–768 FDD

698–862 698–862 TDD/FDD

824–849 869–894 FDD

880–915 925–960 FDD

698–716, 776–793 728–746, 746–763 FDD

8 1785–1805, 1880–1920,
1910–1930, 2010–2025,
1900–1920

1785–1805, 1880–1920,
1910–1930, 2010–2025,
1900–1920

TDD

9 450–470 450–470 TDD

450.0–457.5 462.5-470.0 FDD
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� The MIMO scheme for downlink data is rank-1 wideband beamforming, for downlink control is
SFBC with non-adaptive precoder, for uplink data is rank-1 wideband beamforming, and for
uplink control is single antenna transmission.

� The permutation (subchannelization) scheme used for DL/UL data is mini-band CRU and for DL
control is DRU.

� There is 2 dB pilot-boosting over data tones in the downlink, and no pilot boosting in the uplink.
� No HARQ is assumed for the control channel.
� 0.5 dB HARQ combining gain for the data channel.

Shadowing fade margin is determined as a function of the cell edge coverage reliability and the
standard deviation of the log-normal shadow-fading, including penetration loss. Cell edge coverage
reliability is determined for the given area coverage reliability as a function of the shadow fading
standard deviation and the path loss exponent obtained from the path loss model. The cell edge reli-
ability can be determined using simulations or using traditional numerical methods. Cell area reliability
is defined as the percentage of the cell area over which coverage can be guaranteed. It is obtained from
the cell edge reliability, shadow fading standard deviation, and the path loss exponent. The latter two
values are used to calculate a fade margin. Macro diversity gain may be considered explicitly in order
to improve the system margin or implicitly by reducing the fade margin. The path loss models are
summarized in Table A1-2 of Report ITU-R M.2135-1 [6]. The IEEE 802.16m link budget in the
downlink and uplink under various deployment scenarios for the TDD mode is given in Table 12-17.

12.9.8 Additional Link-Level Simulation Results

The link-level performance of the IEEE 802.16m has been characterized under various conditions,
including different mobility classes and beamforming schemes. The following assumptions have been
made in the link-level simulations and the results are provided in this section. We assume the TDD
mode of operation, transmission bandwidth of 10 MHz, FFT size of 1024, mini-band LRU, a modified
ITU-PedB channel model at 3 km/h or a modified ITU-VehA channel model at 120 km/h, [8] a CTC
channel coder with a code rate of R ¼ 0.30392, QPSK modulation, uniform distribution of AoD, and
SIR ¼ N dB. Furthermore, the packet error rate and spectral efficiency are simulated based on a
different number of transmit and receive antennas in the downlink when antennas are either correlated,
i.e., when inter-antenna distance d ¼ 0.5 l, or when antennas are uncorrelated, i.e., when d ¼ 4 l.
Figures 12-11 through 12-14 show the PER and SE as a function of SNR for different antenna
configurations and mobile speeds using adaptive beamforming based on a long-term covariance
matrix. The channel state information in terms of a long-term covariance matrix is calculated and sent
to the BS every four frames.

The effect of transmit diversity on the PER and SE in the low SNR region can be seen in the figures.
Furthermore, it can be observed that the performance is better for correlated antennas compared with
uncorrelated antennas, particularly in the low SNR region. The effect of low and high mobile speeds on
the PER and SE have also been investigated and are illustrated in the figures. It is shown that at a given
SNR, the increase in mobile speed would increase PER and decrease SE, as would theoretically be
expected.

In order to investigate the effect of various feedback schemes on the link-level PER and SE, adaptive
beamformingwithwidebandPMIwas simulated and the results are shown inFigures12-15 through12-18.
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TABLE 12-17 IEEE 802.16m Link Budget in Various Test Environments for the TDD Duplex Scheme [2]

InH UMi UMa RMa

Parameter Downlink Uplink Downlink Uplink Downlink Uplink Downlink Uplink

System Configuration

Carrier Frequency (GHz) 3.4 3.4 2.5 2.5 2 2 0.8 0.8

BS Antenna Heights (m) 6 6 10 10 25 25 35 35

MS Antenna Heights (m) 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5

Cell Area Reliability 95% 95% 95% 95% 95% 95% 95% 95%

Transmission Bit Rate for
Control Channel (kbps)

89.6 1.2 89.6 1.2 89.6 1.2 89.6 1.2

Transmission Bit Rate for Data
Channel (Mbps)

20.23 0.98 7.53 0.21 7.53 0.21 7.53 0.21

Target Packet Error Rate for
Control Channels

10�2 10�2 10�2 10�2 10�2 10�2 10�2 10�2

Target Packet Error Rate for
Data Channels

10�1 10�1 10�1 10�1 10�1 10�1 10�1 10�1

Spectral Efficiency (bits/s/Hz)
for Data

0.856 0.830 0.637 0.720 0.637 0.720 0.637 0.720

Pathloss Model NLoS NLoS NLoS NLoS NLoS NLoS NLoS NLoS

Mobile Speed (km/h) 3 3 3 3 30 30 120 120

Feeder Loss (dB) 2 2 2 2 2 2 2 2

Transmitter

Number of Transmit Antennas 4 2 4 2 4 2 4 2

Maximum Transmit Power per
Antenna (dBm)

18 18 38 21 43 21 43 21

Total Transmit Power (dBm) 24 21 44 24 49 24 49 24

Transmitter Antenna Gain (dBi) 0 0 17 0 17 0 17 0

Transmitter Array Gain (dB) 0 0 0 0 0 0 0 0

Control Channel Power
Boosting Gain (dB)

0 0 0 0 0 0 0 0

Data Channel Power Loss
Due to Pilot/Control Boosting
(dB)

0.2734 0 0.2734 0 0.2734 0 0.2734 0

(Continued )
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TABLE 12-17 IEEE 802.16m Link Budget in Various Test Environments for the TDD Duplex Scheme [2] Continued

InH UMi UMa RMa

Parameter Downlink Uplink Downlink Uplink Downlink Uplink Downlink Uplink

System Configuration

Cable, Connector, Combiner,
Body Losses, etc. (dB)

3 1 3 1 3 1 3 1

Control Channel EIRP (dBm) 21 20 58 23 63 23 63 23

Data Channel EIRP (dBm) 20.73 20 57.73 23 62.73 23 62.73 23

Receiver

Number of Receive Antennas 2 4 2 4 2 4 2 4

Receiver Antenna Gain (dBi) 0 0 0 17 0 17 0 17

Cable, Connector, Combiner,
Body Losses, etc. (dB)

1 3 1 3 1 3 1 3

Receiver Noise Figure (dB) 7 5 7 5 7 5 7 5

Thermal Noise Density (dBm/
Hz)

�174 �174 �174 �174 �174 �174 �174 �174

Receiver Interference Density
(dBm/Hz)

�174 �174 �165 �166 �165 �166 �165 �166

Total Noise Plus Interference
Density (dBm/Hz)

�166.21 �167.81 �162.88 �164.24 �162.88 �164.24 �162.88 �164.24

Occupied Channel Bandwidth
(MHz)

37.81 3.15 18.90 0.79 18.90 0.79 18.90 0.79

Effective Noise Power (dBm) �90.43 �102.82 �90.11 �105.27 �90.11 �105.27 �90.11 �105.27

Required SNR for the Control
Channel (dB)

�0.56 �2.48 �1.57 �4.10 �1.95 �3.97 �1.19 �2.42

Required SNR for the Data
Channel (dB)

1.41 �0.24 �1.05 �0.96 �0.21 �0.82 �0.70 0.37

Receiver Implementation
Margin (dB)

2 2 2 2 2 2 2 2

HARQ Gain for Control
Channel (dB)

0 0 0 0 0 0 0 0
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HARQ Gain for Data Channel
(dB)

0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

Receiver Sensitivity for Control
Channel (dBm)

�89.00 �103.30 �89.68 �107.37 �90.06 �107.24 �89.30 �105.69

Receiver Sensitivity for Data
Channel (dBm)

�87.52 �101.57 �89.66 �104.73 �88.82 �104.59 �89.31 �103.40

Hardware Link Budget for
Control Channel (dB)

110.00 123.30 147.68 147.37 153.06 147.24 152.30 145.69

Hardware Link Budget for
Data Channel (dB)

108.25 121.57 147.39 144.73 151.55 144.59 152.04 143.40

Calculation of Available Path Loss

Lognormal Shadow Fading
Standard Deviation (dB)

4 4 4 4 7.8 7.8 9.4 9.4

Shadow Fading Margin (dB) 2.8 2.8 3.10 3.10 8.1 8.1 10.4 10.4

BS Selection/Macro-Diversity
Gain (dB)

0 0 0 0 0 0 0 0

Penetration Loss (dB) 0 0 0 0 9 9 9 9

Other Gains (dB) 0 0 0 0 0 0 0 0

Available Path Loss for Control
Channel (dB)

106.20 117.50 143.58 141.27 134.96 127.14 131.90 123.29

Available Path Loss for Data
Channel (dB)

104.45 115.77 143.29 138.63 133.45 124.49 131.64 121.00

Range/Coverage Efficiency Calculation

Maximum Range for Control
Channel (m)

87.39 159.42 1030.29 891.56 891.93 562.90 2361.39 1412.39

Maximum Range for Data
Channel (m)

79.65 145.37 1011.89 755.50 816.07 481.56 2323.96 1232.23

Coverage Area for Control
Channel (km2/site)

0.02 0.08 3.33 2.50 2.50 0.99 17.52 6.27

Coverage Area for Data
Channel (km2/site)

0.20 0.07 3.22 1.79 2.09 0.73 16.97 4.77
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FIGURE 12-11

Link-level packet error rate versus SNR (modified ITU-PedB 3 km/h)

FIGURE 12-12

Link-level spectral efficiency versus SNR (modified ITU-PedB 3 km/h)
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FIGURE 12-13

Link-level packet error rate versus SNR (modified ITU-VehA 120 km/h)

FIGURE 12-14

Link-level spectral efficiency versus SNR (modified ITU-VehA 120 km/h)
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FIGURE 12-15

Link-level packet error rate versus SNR (modified ITU-PedB 3 km/h)

FIGURE 12-16

Link-level spectral efficiency versus SNR (modified ITU-PedB 3 km/h)
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FIGURE 12-17

Link-level packet error rate versus SNR (modified ITU-VehA 120 km/h)

FIGURE 12-18

Link-level spectral efficiency versus SNR (modified ITU-VehA 120 km/h)
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The results suggest that the performance with wideband PMI that is fed back to the BS every frame is
slightly better than that of the long-term covariance matrix that is fed back every four frames.

12.10 3GPP LTE-ADVANCED LINK-LEVEL AND SYSTEM-LEVEL
PERFORMANCE
The 3GPP LTE-Advanced is another candidate for IMT-Advanced whose performance was fully
characterized based on the same evaluation methodology that was applied to the IEEE 802.16m. The
following sections summarize the performance characterization of the 3GPP LTE-Advanced as part of
the IMT-Advanced submission. Although the performance of the two candidate technologies, i.e.,
IEEE 802.16m and 3GPP LTE-Advanced, are not directly compared, it can be generally concluded
that the two technologies perform similarly, and have the same level of functionality and performance
in various test environments.

12.10.1 Cell Spectral Efficiency and Cell Edge Spectral Efficiency

Cell and cell edge spectral efficiencies were evaluated through extensive simulations conducted by
a number of 3GPP member companies. The simulation results were reported based on specific 3GPP
LTE-Advanced configurations, i.e., downlink and uplink MU-MIMO, downlink and uplink CoMP, and
uplink SU-MIMO, for both FDD and TDD duplex schemes in various test scenarios. The performance
differences among contributing sources can be explained by implementation-specific functionalities at
the transmitter and the receiver that are not explicitly specified by the standard, such as receiver type,
scheduling algorithms, etc. In the results reported for the downlink, the size of the control channel (L
OFDM symbols) and the number of the MBSFN subframes are the factors that affect the overhead.
Note that in the 3GPP submission, the control channel overhead is statically modeled, i.e., the
downlink control channels occupy a fixed number of OFDM symbols irrespective of the number of
users, although it is expected that the size of the PDCCH varies dynamically with the number of active
users in the cell. In the MBSFN subframes, there are no common reference signals in data regions,
which effectively reduce the overhead. Channel estimation and receiver types are the factors that affect
the demodulation performance. The availability of CSI at the eNB is the assumption that impacts the
transmit signal processing at the eNB for MU-MIMO and CoMP schemes. In the tables for the uplink,
the PUCCH bandwidth is the factor that affects the overhead. Each value in Table 12-18 and Table 12-
19 is obtained as an average of all the samples provided by different companies. The results suggest
that the requirements are fulfilled with L ¼ 3 corresponding to the largest overhead, except for the
system bandwidth of 1.4 MHz where the requirements cannot be met. If the control overhead
assumption is relaxed, that is the number of active users decreases, L ¼ 1 and 2 can be considered and
thereby the performance can be further improved. The tables show that the 3GPP LTE Rel-8 with SU-
MIMO 4� 2 can already fulfill the ITU-R requirements. The tables also show that further performance
improvements can be achieved by using additional technical features.

In the following tables, various antenna configurations have been utilized. There are four or eight
transmit antennas with the following configurations: (1) uncorrelated co-polarized, i.e., co-polarized
antennas that are 4-wavelengths apart; (2) grouped co-polarized, i.e., two groups of co-polarized
antennas where there is a 10-wavelength distance between the center of each group and a 0.5-
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TABLE 12-18 3GPP LTE-Advanced Downlink Cell and Cell-edge Spectral Efficiencies [13]

Scheme and Antenna

Configuration

Test

Environment

Duplex

Scheme

ITU-R Requirement

Cell Spectral

Efficiency/Cell-edge

Spectral Efficiency

Cell Spectral Efficiency (bits/

s/Hz/cell)

Cell-edge Spectral Efficiency

(bits/s/Hz)

L[1 L[2 L[3 L[1 L[2 L[3

Rel-8 SU-MIMO

4 � 2 (A)

InH FDD 3/0.1 4.8 4.5 4.1 0.23 0.21 0.19

MU-MIMO 4 � 2 (C) 3/0.1 6.6 6.1 5.5 0.26 0.24 0.22

Rel-8 SU-MIMO

4 � 2 (A)

TDD 3/0.1 4.7 4.4 4.1 0.22 0.20 0.19

MU-MIMO 4 � 2 (C) 3/0.1 6.7 6.1 5.6 0.24 0.22 0.20

MU-MIMO 4 � 2 (C) UMi FDD 2.6/0.075 3.5 3.2 2.9 0.10 0.096 0.087

MU-MIMO 4 � 2 (A) 2.6/0.075 3.4 3.1 2.8 0.12 0.11 0.099

CS/CB-CoMP 4 � 2 (C) 2.6/0.075 3.6 3.3 3.0 0.11 0.099 0.089

JP-CoMP 4 � 2 (C) 2.6/0.075 4.5 4.1 3.7 0.14 0.13 0.12

MU-MIMO 8 � 2 (C/E) 2.6/0.075 4.2 3.8 3.5 0.15 0.14 0.13

MU-MIMO 4 � 2 (C) TDD 2.6/0.075 3.5 3.2 3.0 0.11 0.096 0.089

MU-MIMO 4 � 2 (A) 2.6/0.075 3.2 2.9 2.7 0.11 0.10 0.095

CS/CB-CoMP 4 � 2 (C) 2.6/0.075 3.6 3.3 3.1 0.10 0.092 0.086

JP-CoMP 4 � 2 (C) 2.6/0.075 4.6 4.2 3.9 0.10 0.092 0.085

MU-MIMO 8 � 2 (C/E) 2.6/0.075 4.2 3.9 3.6 0.12 0.11 0.099

MU-MIMO 4 � 2 (C) UMa FDD 2.2/0.06 2.8 2.6 2.4 0.079 0.073 0.066

CS/CB-CoMP 4 � 2 (C) 2.2/0.06 2.9 2.6 2.4 0.081 0.074 0.067

JP-CoMP 4 � 2 (A) 2.2/0.06 3.0 2.7 2.5 0.080 0.073 0.066

CS/CB-CoMP 8 � 2 (C) 2.2/0.06 3.8 3.5 3.2 0.10 0.093 0.084

MU-MIMO 4 � 2 (C) TDD 2.2/0.06 2.9 2.6 2.4 0.079 0.071 0.067

CS/CB-CoMP 4 � 2 (C) 2.2/0.06 2.9 2.6 2.4 0.083 0.075 0.070

JP-CoMP 4 � 2 (C) 2.2/0.06 3.6 3.3 3.1 0.090 0.082 0.076

CS/CB-CoMP 8 � 2 (C/E) 2.2/0.06 3.7 3.3 3.1 0.10 0.093 0.087

Rel-8 SU-MIMO 4 � 2 (C) RMa FDD 1.1/0.04 2.3 2.1 1.9 0.081 0.076 0.069

Rel-8 SU-MIMO 4 � 2 (A) 1.1/0.04 2.1 2.0 1.8 0.067 0.063 0.057

MU-MIMO 4 � 2 (C) 1.1/0.04 3.9 3.5 3.2 0.11 0.099 0.090

MU-MIMO 8 � 2 (C) 1.1/0.04 4.1 3.7 3.4 0.13 0.12 0.11

Rel-8 SU-MIMO 4 � 2 (C) TDD 1.1/0.04 2.0 1.9 1.8 0.072 0.067 0.063

Rel-8 SU-MIMO 4 � 2 (A) 1.1/0.04 1.9 1.7 1.6 0.057 0.053 0.049

MU-MIMO 4 � 2 (C) 1.1/0.04 3.5 3.2 3.0 0.098 0.089 0.083

MU-MIMO 8 � 2 (C/E) 1.1/0.04 4.0 3.6 3.4 0.12 0.11 0.10

Rel-8 Single-Layer BF 8 � 2 (E) 1.1/0.04 2.5 2.3 2.1 0.11 0.10 0.093
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TABLE 12-19 3GPP LTE-Advanced Uplink Cell and Cell-edge Spectral Efficiencies [13]

Scheme and Antenna
Configuration

Test
Environment

Duplex
Scheme

ITU-R Requirement
Cell Spectral
Efficiency/Cell-edge
Spectral Efficiency

Cell Spectral
Efficiency
(bits/s/Hz/cell)

Cell-edge Spectral
Efficiency
(bits/s/Hz)

Rel-8 SIMO 1 � 4 (A) InH FDD 2.25/0.07 3.3 0.23

Rel-8 SIMO 1 � 4 (C) 2.25/0.07 3.3 0.24

Rel-8 MU-MIMO 1 � 4 (A) 2.25/0.07 5.8 0.42

SU-MIMO 2 � 4 (A) 2.25/0.07 4.3 0.25

Rel-8 SIMO 1 � 4 (A) TDD 2.25/0.07 3.1 0.22

Rel-8 SIMO 1 � 4 (C) 2.25/0.07 3.1 0.23

Rel-8 MU-MIMO 1 � 4 (A) 2.25/0.07 5.5 0.39

SU-MIMO 2 � 4 (A) 2.25/0.07 3.9 0.25

Rel-8 SIMO 1 � 4 (C) UMi FDD 1.8/0.05 1.9 0.073

Rel-8 MU-MIMO 1 � 4 (A) 1.8/0.05 2.5 0.077

MU-MIMO 2 � 4 (A) 1.8/0.05 2.5 0.086

Rel-8 SIMO 1 � 4 (C) TDD 1.8/0.05 1.9 0.070

Rel-8 MU-MIMO 1 � 4 (A) 1.8/0.05 2.3 0.071

MU-MIMO 2 � 4 (A) 1.8/0.05 2.8 0.068

MU-MIMO 1 � 8 (E) 1.8/0.05 3.0 0.079

Rel-8 SIMO 1 � 4(C) UMa FDD 1.4/0.03 1.5 0.062

CoMP 1 � 4 (A) 1.4/0.03 1.7 0.086

CoMP 2 � 4 (C) 1.4/0.03 2.1 0.099

Rel-8 SIMO 1 � 4 (C) TDD 1.4/0.03 1.5 0.062

CoMP 1 � 4 (C) 1.4/0.03 1.9 0.090

CoMP 2 � 4 (C) 1.4/0.03 2.0 0.097

MU-MIMO 1 � 8 (E) 1.4/0.03 2.7 0.076

Rel-8 SIMO 1 � 4 (C) RMa FDD 0.7/0.015 1.8 0.082

Rel-8 MU-MIMO 1 � 4 (A) 0.7/0.015 2.2 0.097

CoMP 2 � 4 (A) 0.7/0.015 2.3 0.13

Rel-8 SIMO 1 � 4 (C) TDD 0.7/0.015 1.8 0.080

Rel-8 MU-MIMO 1 � 4 (A) 0.7/0.015 2.1 0.093

CoMP 2 � 4 (A) 0.7/0.015 2.5 0.15

MU-MIMO 1 � 8 (E) 0.7/0.015 2.6 0.10
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wavelength separation between antennas within each group; (3) correlated and co-polarized, i.e., there
is a 0.5-wavelength distance between antennas; (4) uncorrelated and cross-polarized, i.e., columns
with �45� linearly polarized antennas and separated by 4 wavelengths; and (5) correlated and cross-
polarized, i.e., columns with �45� linearly polarized antennas separated by 0.5 wavelengths. These
configurations are illustrated in Figure 12-19.

The downlink and uplink cell and cell edge spectral efficiencies in various test environments for the
TDD and FDD duplex schemes are shown in Tables 12-18 and 12-19, respectively. In these tables, the
acronyms “JP-CoMP,” “CS-CoMP,” and “CB-CoMP” refer to joint processing, coordinated sched-
uling, and coordinated beamforming multi-point transmission schemes, respectively. The joint pro-
cessing refers to a CoMP scheme where data is available at each of the geographically separated points
and PDSCH transmission occurs from multiple points, whereas coordinated scheduling/beamforming
is an alternative CoMP technique where data is only available at the serving cell and data transmission
is from that point, but user scheduling/beamforming decisions are made by coordination between
different cells.

12.10.2 VoIP Capacity

The number of active VoIP users was calculated through extensive system-level simulations that were
conducted by a number of 3GPP member companies. Table 12-20 shows the VoIP capacity results in
the indoor, micro-cellular, macro-cellular, and high speed test environments for the FDD and TDD
duplex schemes. The results suggest that the 3GPP LTE Rel-8 can satisfy the ITU-R requirements in
various deployment scenarios. The antenna configurations are illustrated in Figure 12-19.

12.10.3 Mobility

In order to evaluate the 3GPP LTE-Advanced candidate against the mobility requirement, the meth-
odology that is set out in reference [6] is followed, where in the first step the system-level simulation is
performed for each test environment in the uplink to obtain the uplink SINR distribution (see
Figure 12-20). From the uplink SINR distribution the 50% point of the CDF is obtained for each test

)B( noitarugifnoC annetnA)A( noitarugifnoC annetnA

)E( noitarugifnoC annetnA)D( noitarugifnoC annetnA)C( noitarugifnoC annetnA

4 10

0.5 0.5 0.5

0.5 0.5

4 0.5 0.50.5

4 4

FIGURE 12-19

An illustration of antenna configurations that are used in 3GPP evaluations
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environment. In the second step, link-level simulation is conducted to generate the spectral efficiency
versus SINR curves for each test environment. The spectral efficiency values include the effect of the
control channel overhead from the uplink system-level simulations for each test scenario. The mobility
requirement is met, if the spectral efficiency values from the link-level curves, obtained for the median
SINR value from the system-level simulations, are greater than the ITU-R targets. These values were
obtained assuming different antenna configurations in the uplink, as shown in Table 12-21.

It can be concluded from Table 12-21 that any of the evaluated 3GPP LTE configurations can fulfill
the ITU-R requirements concerning mobility for all test environments.

12.10.4 Peak Spectral Efficiency

The peak spectral efficiency of 3GPP LTE-Advanced is calculated assuming 20 MHz bandwidth, one
OFDM symbol for downlink control signaling, cell-specific reference signals corresponding to one and
four cell-specific antenna ports, UE-specific reference signals corresponding to 24 and zero resource
elements per resource-block pair, and physical broadcast channel and synchronization sequences to
occupy a total of 564 (Rel-10 MU-MIMO/CoMP with 6 MBSFN subframes per 10 ms) and 528 (Rel-8
downlink SU-MIMO) resource elements per radio frame for downlink eight- and four-layer spatial
multiplexing, respectively. In addition, the UL/DL configuration 1 (2 DL subframes, 1 special-
subframe, 2 uplink subframes) and special-subframe configuration 4 (12 DwPTS, 1 GP, 1 UpPTS,
UpPTS is used for SRS transmission) are assumed for the TDD mode. The results shown in Table
12-22 suggest that the 3GPP LTE Rel-8 already fulfills the ITU-R requirements for downlink peak

TABLE 12-20 3GPP LTE VoIP Capacity [13]

Antenna
Configuration

Duplex
Scheme

Test
Environment

ITU-R
Requirement

VoIP Capacity
(Active Users/MHz/
Cell)

Antenna
configuration (A)

FDD InH 50 140

UMi 40 80

UMa 40 68

RMa 30 91

Antenna
configuration (C)

InH 50 131

UMi 40 75

UMa 40 69

RMa 30 94

Antenna
configuration (A)

TDD InH 50 137

UMi 40 74

UMa 40 65

RMa 30 86

Antenna
configuration (C)

InH 50 130

UMi 40 74

UMa 40 67

RMa 30 92
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spectral efficiency. The table also shows the additional performance that can be achieved using
advanced technical features, e.g., downlink eight-layer spatial multiplexing.

The uplink peak spectral efficiency is calculated assuming a 20 MHz bandwidth, PUCCH occu-
pying two pairs of resource blocks per subframe, and PRACH consuming six resource block pairs per
radio frame. The same UL/DL and special-subframe configurations are assumed for the downlink
peak-spectral efficiency calculation. Table 12-22 shows that the extension of the 3GPP LTE Rel-8 with
two-layer spatial multiplexing can fulfill the ITU-R requirement in the uplink.

12.10.5 User-Plane/Control-Plane Latency and Handover Interruption Time

The LTE user-plane one-way access latency for a scheduled UE consists of fixed node processing
delays, which include radio frame alignment and 1 ms TTI duration. Using the latency calculation
model shown in Figure 12-21, and assuming that the number of HARQ processes is eight for the FDD
mode, the one-way latency is given as TUSER-PLANE ¼ 4 þ 8p where p is the probability of HARQ re-
transmissions or the error probability of the first HARQ re-transmission. While the minimum latency
of TUSER-PLANE ¼ 4 ms is achieved for p ¼ 0, a more realistic value of TUSER-PLANE ¼ 4.8 ms is
obtained for p ¼ 0.1.

FIGURE 12-20

Statistical distribution of the uplink SINR in various test environments [42]
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TABLE 12-21 3GPP LTE Uplink Link-Level Simulation Results for the Mobility Requirements
[13]

Path Loss Model
(LoS/NLoS)

Duplex
Scheme

Test
Environment

ITU-
RRequirements

Median
SINR(dB)

Uplink
Spectral
Efficiency
(bits/s/Hz)

Antenna
Configuration 1 � 4
(NLoS)

FDD InH 1.0 13.89 2.56

UMi 0.75 4.54 1.21

UMa 0.55 4.30 1.08

RMa 0.25 5.42 1.22

Antenna
Configuration 1 � 4
(LoS)

InH 1.0 13.89 3.15

UMi 0.75 4.54 1.42

UMa 0.55 4.30 1.36

RMa 0.25 5.42 1.45

Antenna
Configuration 1 � 4
(NLoS)

TDD InH 1.0 13.89 2.63

UMi 0.75 4.54 1.14

UMa 0.55 4.30 0.95

RMa 0.25 5.42 1.03

Antenna
Configuration 1 � 4
(LoS)

InH 1.0 13.89 3.11

UMi 0.75 4.54 1.48

UMa 0.55 4.30 1.36

RMa 0.25 5.42 1.38

TABLE 12-22 3GPP LTE-Advanced Peak Spectral Efficiency [3]

Scheme Duplex Scheme Direction
Spectral Efficiency
(bits/s/Hz)

ITU-R Requirement FDD Downlink 15

Rel-8 4-Layer Spatial
Multiplexing

16.3

8-Layer Spatial Multiplexing 30.6

ITU-R Requirement Uplink 6.75

2-Layer Spatial Multiplexing 8.4

4-Layer Spatial Multiplexing 16.8

ITU-R Requirement TDD Downlink 15

Rel-8 4-Layer Spatial
Multiplexing

16.0

8-Layer Spatial Multiplexing 30.0

ITU-R Requirement Uplink 6.75

2-Layer Spatial Multiplexing 8.1

4-Layer Spatial Multiplexing 16.1
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The user-plane one-way latency for a scheduled UE in the TDD mode consists of fixed node
processing delays, radio frame alignment, and TTI duration. The latency component can be seen in
Figure 12-21 for the downlink and uplink. Using the latency model shown in Figure 12-21, the total
one-way processing time is 2.5 ms, TFA is the radio frame alignment which depends on various
configurations of the TDD frame structure, and the TTI duration is 1 ms, hence, the user-plane latency
of the TDD mode can be written as TUSER-PLANE ¼ 3.5 þ TFA þ pTRTT where TRTT is the average
HARQ round-trip time and p is the error probability of the first HARQ transmission.

Table 12-23 shows the user-plane latency component breakdown in downlink and uplink for
different TDD UL/DL configurations when p ¼ 0.1 is assumed. It is shown that in all cases, the 3GPP
LTE can meet the ITU-R requirements for user-plane latency.

The above analysis further shows that the 5 ms user-plane latency requirement can be satisfied in
the TDD mode in uplink and downlink using the UL/DL configuration 6 only when p ¼ 0 is assumed.
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Processing 
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Processing 
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FIGURE 12-21

3GPP LTE user-plane latency calculation model [13]
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TABLE 12-23 User-plane Latency Analysis with 10% HARQ Re-transmission Probability [13]

Step Procedure Direction

UL/DL Configuration

0 1 2 3 4 5 6

1 eNB Processing Delay (ms) Downlink 1 1 1 1 1 1 1

2 Frame Alignment (ms) 1.7 1.1 0.7 1.1 0.8 0.6 1.4

3 TTI Duration (ms) 1 1 1 1 1 1 1

4 UE Processing Delay (ms) 1.5 1.5 1.5 1.5 1.5 1.5 1.5

5 HARQ Re-transmission (ms) 0.1 �
10

0.1 �
10.2

0.1 �
9.8

0.1 �
10.5

0.1 �
11.6

0.1 �
12.4

0.1 �
11.2

Total One-Way Delay (ms) 6.2 5.62 5.18 5.65 5.46 5.34 6.02

1 UE Processing Delay (ms) Uplink 1 1 1 1 1 1 1

2 Frame Alignment (ms) 1.1 1.7 2.5 3.3 4.1 5 1.4

3 TTI Duration (ms) 1 1 1 1 1 1 1

4 eNB Processing Delay (ms) 1.5 1.5 1.5 1.5 1.5 1.5 1.5

5 HARQ Re-transmission (ms) 0.1 �
11.6

0.1 �
10

0.1 �
10

0.1 �
10

0.1 �
10

0.1 �
10

0.1 �
11.5

Total One-Way Delay (ms) 5.76 6.2 7 7.8 8.6 9.5 6.05
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In order to calculate the control-plane latency, the model shown in Figure 12-22 is used. The
transition from the RRC_IDLE to the RRC_CONNECTED state in the 3GPP LTE comprises several
steps that are shown in procedural order in Table 12-24.

While the results of the analysis suggest that the 3GPP LTE Rel-8 satisfies the ITU-R requirements,
using the improved features and protocols introduced in later releases would allow reduction of the
control-plane latency to 50 ms. Note that since the NAS set-up process can be executed in parallel with
the RRC set-up, it does not appear in the total latency calculation. The analysis in Table 12-24 shows
that any of the 3GPP LTE configurations can fulfill the ITU-R requirements related to control-plane
latency.

2) Preamble

UE eNB MME

3) Processing

1) RACH Waiting

4) Grant

5) Processing

6) RRC + NAS Request

7) RRC Processing
11) NAS Processing

12) NAS Request

13) Processing

14) NAS Setup

15) Processing

8) RRC Setup

9) Processing

10) Connection Complete

16) NAS Setup

18) Setup Complete

17) Processing

FIGURE 12-22

Breakdown of RRC_IDLE to RRC_CONNECTED state transition in 3GPP LTE [13]
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The calculation of the user-plane latency was carried out for synchronized (or pre-scheduled) UEs.
In the case where the UE is not pre-scheduled or when the UE is required to synchronize in order to be
allocated uplink resources, a reduced RACH scheduling period, a shorter PUCCH cycle, and reduced
processing delays can be applied to satisfy the user-plane latency requirements.

The 3GPP LTE-Advanced general handover procedure is based on that of 3GPP LTE, which was
described in Chapter 6, and is illustrated in Figure 12-23. The model shown in the figure has been used
for calculation of the handover interruption time. As shown in Figure 12-14, once the handover
command has been processed by the UE, the UE detaches from the source eNB and stops receiving
data. This marks a point in time where the user-plane connectivity is interrupted. The UE then
performs frequency synchronization with the target eNB, depending on whether the target cell is

TABLE 12-24 Break Down of C-Plane Latency Components [13]

Step Procedure
Processing
Time (ms)

1 Average delay due to RACH scheduling period
(1ms RACH cycle)

0.5

2 RACH Preamble 1

3-4 Preamble detection and transmission of RA response
(Time between the end RACH transmission and UE’s reception of
scheduling grant and timing adjustment)

3

5 UE Processing Delay
(decoding of scheduling grant, timing alignment and C-RNTI
assignment þ L1 encoding of RRC Connection Request)

5

6 Transmission of RRC and NAS Request 1

7 Processing delay in eNB
(L2 and RRC)

4

8 Transmission of RRC Connection Set-up and UL grant 1

9 Processing delay in the UE
(L2 and RRC)

12

10 Transmission of RRC Connection Set-up complete 1

11 Processing delay in eNB
(Uu/S1-C)

–

12 S1-C Transfer delay –

13 MME Processing Delay
(including UE context retrieval of 10ms)

–

14 S1-C Transfer delay –

15 Processing delay in eNB
(S1-C/Uu)

4

16 Transmission of RRC Security Mode Command and Connection
Reconfiguration þ TTI alignment

1.5

17 Processing delay in UE
(L2 and RRC)

16

C-Plane Delay 50
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operating on the same carrier frequency as the currently served frequency. Since the UE has already
identified and measured the target cell, the corresponding delay will be negligible. The UE then
performs downlink synchronization. Although baseband and RF timing alignments are part of the
delay budget, since the UE has already acquired downlink synchronization with the target cell in
conjunction with previous measurements and can relate the target cell downlink timing to the source
cell downlink timing with a time offset, the corresponding delay is going to be less than 1 ms. The data
forwarding between the two eNBs is initiated before the UE moves and establishes connection to the
target cell, and because the backhaul is faster than the radio interface, forwarded data is already
awaiting transmission in the target cell when the user-plane with the target cell is re-established. The
latter delay component thereby does not affect the overall delay.

Based on the analysis shown in Table 12-25, the minimum handover interruption time is 10.5 ms
for the FDD mode and 12.5 ms for the TDD mode. Note that this delay does not depend on the
frequency of the target cell as long as the cell frequency has already been measured by the UE during
the measurement gap.

As explained earlier, the minimum handover interruption time is 10.5 ms for FDD and 12.5 ms for
TDD regardless of the frequency of the target cell and measurements. Note that in the FDD mode, the

UE
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6) Processing

HO Command

Data Forwarding

5) Grant

7) Data Transmission

4) Processing
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eNB
Target eNB

3) RACH Preamble

H
andover Interruption Tim

e

FIGURE 12-23

Model for calculation of handover interruption time [40]
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average delay due to RACH scheduling is 0.5 ms assuming 1 ms RACH periodicity, whereas in the
TDD mode, the minimum delay is obtained with configuration 0 (i.e., six normal uplink subframes);
however, when taking into account the average waiting time for a downlink subframe to receive the RA
response and to initiate transmission of downlink data, the TDD configuration 1 (with random access
preambles in special subframes) offers the shortest handover interruption time.

12.10.6 Estimation of the L1/L2 Overhead

The downlink L1/L2 overhead in the 3GPP LTE-Advanced includes different types of reference
signals, i.e., Cell-Specific Reference Signals (CRS) or common pilots transmitted within each resource
block, UE-specific Reference Signals (URS) or dedicated pilots, and the reference signals that are
specifically utilized in the estimation of channel state information (CSI-RS). The overhead channels
further include control signaling channels that are transmitted in the first L OFDM symbols (L ¼ 1, 2,
or 3) of each subframe (L ¼ 4 in the case of 1.4 MHz bandwidth) and the synchronization signals, as
well as the physical broadcast control channel. The PDU headers corresponding to Layer 2 sub-layers
(MAC/RLC/PDCP) are also included in the self-evaluation results. The overhead due to CRS and
L1/L2 control signaling depends on the number of cell-specific antenna ports and the number of
OFDM symbols used for the L1/L2 control signaling. The number of overhead resource elements per
resource-block pair (168 resource elements in total) and the corresponding relative overhead are shown
in Table 12-26 for non-MBSFN and MBSFN subframes. The overhead (due to L1/L2 control signaling
and cell-specific reference signals) in Table 12-26 is shown in terms of the number of resource
elements per resource-block pair in percentages.

In the case of MBSFN subframes, the overhead is reduced. All the subframes in a radio frame are
assumed to be either regular or MBSFN type in overhead estimation. The overall overhead depends on
the fraction of MBSFN subframes. In the self-evaluation results, a fraction of 0% and 60% has been
assumed. The overhead due to UE-specific reference signals depends on the number of UE-specific

TABLE 12-25 Breakdown of Handover Interruption Time [13]

Step Procedure
FDDMode Processing
Time (ms)

TDDMode Processing
Time (ms)

1 Radio synchronization to the target cell 1 1

2 Average delay due to RACH scheduling
period assuming 1 ms periodicity

0.5 2.5

3 RACH preamble 1 1

4-5 Preamble detection and transmission of
Random Access (RA) response (time
between the end RACH transmission and
UE’s reception of scheduling grant and
timing adjustment)

5 5

6 Decoding of scheduling grant and timing
alignment

2 2

7 Transmission of downlink data 1 1

Handover Interruption Time 10.5 12.5
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antenna-ports, and is 12 resource elements (7.1%) for one and two antenna ports, and 24 resource
elements (14.3%) for three to eight antenna ports. Note that the overhead due to UE-specific reference
signals is only present in resource blocks in which UE-specific reference signals are transmitted.

The relative overhead due to synchronization signals and physical broadcast channel depends on
the operation bandwidth. A total of 528 resource elements per 10 ms radio frame are used for the
synchronization signals and physical broadcast channel for four CRS ports, corresponding to
approximately 0.6% and 0.3% overhead for 10 and 20 MHz operation bandwidth, respectively. The
overhead due to PDU headers is proportional to data packet size and is approximately 2.7%, 0.51%,
and 0.32% for physical-layer data rates of 1, 10, and 100 Mbits/s, respectively. This overhead is not
included in the self-evaluation results. The relative overhead due to CSI-RS depends on the number of
antennas and the periodicity. In a typical case, it is about 0.12% per antenna port (0.48% for four
antenna ports and 0.96% for eight antenna ports). The relative overhead due to UE-specific RS is
estimated at approximately 7% in the case of rank 1 and rank 2 transmission, and 14% for rank 3 to 8
transmission.

In the uplink, the L1/L2 overhead includes the Demodulation Reference Symbols (DM-RS) that are
used in uplink channel estimation for coherent demodulation and that are transmitted once every
0.5 ms. It further includes the Sounding Reference Signal (SRS) used for uplink channel state esti-
mation at the eNB, and the L1/L2 control signaling transmitted on configurable amounts of resource
blocks, as well as L2 control overhead due to random access, uplink time-alignment control, power
headroom reports, and buffer-status reports. The L2 overhead associated with the PDU headers (MAC/
RLC/PDCP) is further taken into consideration in the overall overhead calculation. The amount of
overhead due to DM-RS is approximately 14%, corresponding to one DFTS-OFDM symbol in each
slot. The relative overhead is estimated independent of the rank of the transmission. The amount of
SRS overhead depends on the sounding signal transmission interval and the bandwidth of the sounding
signal. Using a 10 ms SRS transmission interval and full-band SRS, the relative overhead is
approximately 0.7%. The amount of uplink resources reserved for random access depends on the
PRACH configuration, e.g., a typical case with PRACH format 0 is six resource blocks per radio frame,
resulting in a relative overhead of 0.6%, 1.2%, and 2.4% for a channel bandwidth of 20, 10, and 5 MHz
respectively.

TABLE 12-26 3GPP LTE-Advanced L1/L2 Overhead [3]

Control-
Region
Size

Sub-
frame
Type

FDD Duplex Scheme TDD Duplex Scheme

Number of Cell-Specific Antenna Ports
Number of Cell-Specific Antenna
Ports

1 2 4 1 2 4

L ¼ 1 Regular
sub-
frames

18 (10.7%) 24 (14.3%) 32 (19.0%) 18 (10.7%) 24 (14.3%) 32 (19.0%)

L ¼ 2 30 (17.9%) 36 (21.4%) 40 (23.9%) 30 (17.9%) 36 (21.4%) 40 (23.9%)

L ¼ 3 42 (25%) 48 (28.6%) 52 (31.0%) 42 (25%) 48 (28.6%) 52 (31.0%)

L ¼ 1 MBSFN
sub-
frames

12 (7.1%) 12 (7.1%) 12 (7.1%) 12 (7.1%) 12 (7.1%) 12 (7.1%)

L ¼ 2 24 (14.2%) 24 (14.2%) 24 (14.2%) 24 (14.2%) 24 (14.2%) 24 (14.2%)

L ¼ 3 36 (21.4%) 36 (21.4%) 36 (21.4%) 36 (21.4%) 36 (21.4%) 36 (21.4%)
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The relative overhead due to uplink timing-alignment control depends on the configuration and the
number of active UEs within a cell. The absolute overhead is typically less than 32 bits/s per UE. The
amount of overhead for buffer status reports depends on the configuration; assuming a continuous data
and a reporting interval of 10 to 20 ms, the absolute overhead is 0.8–3.2 kbps. The amount of overhead
due to PDU headers depends on the data packet size and is approximately 2.7%, 0.51%, and 0.32% for
L1 data rates of 1, 10, and 100 Mbps, respectively. The above overhead calculations are based on
normal CP length. In the case of MBSFN subframes in the TDD mode, all the subframes are assumed
to be of the MBSFN type in the overhead estimation. The overall overhead depends on the fraction of
MBSFN subframes. In self-evaluation results, a fraction of 0% and 33% has been assumed for
a DL:UL ratio of 3:2 (i.e., UL/DL configuration 1).

In the TDD mode, the relative overhead due to synchronization signals and physical broadcast
channels depends on the operation bandwidth and the DL/UL configuration. A total of 528 resource
elements per 10 ms radio frame are used for the synchronization signals and the broadcast channel
when using four CRS ports. For a DL:UL ratio of 3:2, the latter overhead translates into approximately
1.0% and 0.5%, for 10 and 20 MHz operation bandwidth, respectively. The amount of SRS overhead
depends on the SRS transmission interval, the SRS bandwidth, and the usage of UpPTS in the special
subframe. For a DL:UL ratio of 3:2 with four DL/UL switching points per 10 ms radio frame, the SRS
transmission with the same interval as a TDD UL/DL transmission of 5 ms and full band SRS within
UpPTS, the relative overhead is approximately 3.45%. The amount of uplink resources reserved for
random access depends on the configuration of the random access channel. In a typical case with
a DL:UL ratio of 3:2 and PRACH preamble format of 0, six resource blocks per radio frame are used
for the physical random access channel, resulting in a relative overhead of 1.4%, 2.8%, 5.6% for
a channel bandwidth of 20, 10, and 5 MHz, respectively.

12.10.7 Frequency Bands and Operation Bandwidth

The frequency bands in which the 3GPP LTE, 3GPP LTE-Advanced FDD, and TDD modes can be
deployed are shown in Table 12-27. The operating bands of the 3GPP LTE-Advanced include E-UTRA
operating bands, as well as possible new IMT bands to be identified by the ITU-R.

In both FDD and TDD modes, each component carrier supports a scalable bandwidth of 1.4, 3, 5,
10, 15, and 20 MHz. By aggregating multiple component carriers, wider transmission bandwidths up
to 100 MHz are supported.

12.10.8 3GPP LTE-Advanced Link Budget

The 3GPP LTE-Advanced link budget under various deployment scenarios specified by the ITU-R was
evaluated as part of the IMT-Advanced submission. Table 12-28 summarizes the link budget of the
TDD mode. It is shown that the 3GPP LTE-Advanced control and data channel coverage meets the
IMT-Advanced requirements.

12.10.9 Evaluation of 3GPP LTE-Advanced Against Release 10 Requirements

This section provides the self-evaluation results of the 3GPP LTE-Advanced against 3GPP Rel-10
requirements [40], where the target values for cell spectral efficiency and cell edge spectral efficiency
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TABLE 12-27 Operating Bands of 3GPP LTE-Advanced [22,23]

Band Class

Uplink Operating Band eNB
Receive/UE Transmit (MHz)

Downlink Operating Band eNB
Transmit /UE Receive (MHz)

Duplex ModeFDL_low–FDL_high FDL_low–FDL_high

1 1920 – 1980 2110 – 2170 FDD

2 1850 – 1910 1930 – 1990 FDD

3 1710 – 1785 1805 – 1880 FDD

4 1710 – 1755 2110 – 2155 FDD

5 824 – 849 869 – 894 FDD

6 830 – 840 865 – 875 FDD

7 2500 – 2570 2620 – 2690 FDD

8 880 – 915 925 – 960 FDD

9 1749.9 – 1784.9 1844.9 – 1879.9 FDD

10 1710 – 1770 2110 – 2170 FDD

11 1427.9 – 1447.9 1475.9 – 1495.9 FDD

12 698 – 716 728 – 746 FDD

13 777 – 787 746 – 756 FDD

14 788 – 798 758 – 768 FDD

15 Reserved Reserved –

16 Reserved Reserved –

17 704 – 716 734 – 746 FDD

18 815 – 830 860 – 875 FDD

19 830 – 845 875 – 890 FDD

20 832 – 862 791 – 821 FDD

21 1447.9 – 1462.9 1495.9 – 1510.9 FDD

22 3410 – 3500 3510 – 3600 FDD

.

33 1900 – 1920 1900 – 1920 TDD

34 2010 – 2025 2010 – 2025 TDD

35 1850 – 1910 1850 – 1910 TDD

36 1930 – 1990 1930 – 1990 TDD

37 1910 – 1930 1910 – 1930 TDD

38 2570 – 2620 2570 – 2620 TDD

39 1880 – 1920 1880 – 1920 TDD

40 2300 – 2400 2300 – 2400 TDD

41 3400 – 3600 3400 – 3600 TDD
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TABLE 12-28 3GPP LTE-Advanced Link Budget in Various Deployment Scenarios for the TDD Mode [3]

InH UMi UMa RMa

Parameter Downlink Uplink Downlink Uplink Downlink Uplink Downlink Uplink

System Configuration

Carrier Frequency (GHz) 3.4 3.4 2.5 2.5 2.0 2.0 0.8 0.8

BS Antenna Heights (m) 6 6 10 10 25 25 35 35

MS Antenna Heights (m) 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5

Cell Area Reliability for Control

Channels

95% 95% 95% 95% 95% 95% 95% 95%

Cell Area Reliability for Control

Channels

90% 90% 90% 90% 90% 90% 90% 90%

Transmission Bit Rate for Control

Channel (kbps)

46.93 1.60 44.80 1.60 44.80 1.60 44.80 1.60

Transmission Bit Rate for Data

Channel (Mbps)

4.65 0.37 2.25 0.074 2.25 0.074 2.25 0.074

Target Packet Error Rate for

Control Channels

1% 1% 1% 1% 1% 1% 1% 1%

Target Packet Error Rate for Data

Channels

10% 10% 10% 10% 10% 10% 10% 10%

Spectral Efficiency (bits/s/Hz) for

Data

0.23 0.52 0.22 0.21 0.22 0.21 0.22 0.21

Pathloss Model NLoS NLoS NLoS NLoS NLoS NLoS NLoS NLoS

Mobile Speed (km/h) 3 3 3 3 30 30 120 120

Feeder Loss (dB) 2 2 2 2 2 2 2 2

Transmitter

Number of Transmit Antennas 2 1 2 1 2 1 2 1

Maximum Transmit Power per

Antenna (dBm)

21 21 41 24 46 24 46 24

Total Transmit Power (dBm) 24 21 44 24 49 24 49 24

Transmitter Antenna Gain (dBi) 0 0 17 0 17 0 17 0

Transmitter Array Gain (dB) 0 0 0 0 0 0 0 0

Control Channel Power Boosting

Gain (dB)

0 0 0 0 0 0 0 0

Data Channel Power Loss Due to

Pilot/Control Boosting (dB)

0 0 0 0 0 0 0 0

Cable, Connector, Combiner,

Body Losses, etc. (dB)

3 1 3 1 3 1 3 1
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Control Channel EIRP (dBm) 21 20 58 23 63 23 63 23

Data Channel EIRP (dBm) 21 20 58 23 63 23 63 23

Receiver

Number of Receive Antennas 2 4 2 4 2 4 2 4

Receiver Antenna Gain (dBi) 0 0 0 17 0 17 0 17

Cable, Connector, Combiner,

Body Losses, etc. (dB)

1 3 1 3 1 3 1 3

Receiver Noise Figure (dB) 7 5 7 5 7 5 7 5

Thermal Noise Density (dBm/Hz) �174 �174 �174 �174 �174 �174 �174 �174

Receiver Interference Density for

Control Channels (dBm/Hz)

�174 �174.9 �169.3 �161.7 �169.3 �161.7 �169.3 �161.7

Receiver Interference Density for

Data Channels (dBm/Hz)

�174 �174.9 �169.3 �165.7 �169.3 �165.7 �169.3 �165.7

Total Noise Plus Interference

Density for Control Channels

(dBm/Hz)

�167 �168 �165 �161 �165 �161 �165 �161

Total Noise Plus Interference

Density for Data Channels (dBm/

Hz)

�167 �168 �165 �164 �165 �164 �165 �164

Occupied Channel Bandwidth for

Control Channels (MHz)

36 0.18 18 0.18 18 0.18 18 0.18

Occupied Channel Bandwidth for

Data Channels (MHz)

36 1.8 18 0.90 18 0.9 18 0.90

Effective Noise Power for Control

Channels (dBm)

�91 �115 �92 �108 �92 �108 �92 �108

Effective Noise Power for Control

Channels (dBm)

�91 �105 �92 �104 �92 �104 �92 �104

Required SNR for the Control

Channel (dB)

�4.2 �10.6 �4.2 �10.5 �4.2 �10.1 �4.2 �9.9

Required SNR for the Data

Channel (dB)

�1.6 �2.3 �1.7 �5.5 �1.7 �5.1 �1.7 �4.8

Receiver Implementation Margin

(dB)

2 2 2 2 2 2 2 2

HARQ Gain for Control Channel

(dB)

0 0 0 0 0 0 0 0

HARQ Gain for Data Channel (dB) 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

Receiver Sensitivity for Control

Channel (dBm)

�94 �124 �95 �117 �95 �117 �95 �116
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TABLE 12-28 3GPP LTE-Advanced Link Budget in Various Deployment Scenarios for the TDD Mode [3] Continued

InH UMi UMa RMa

Parameter Downlink Uplink Downlink Uplink Downlink Uplink Downlink Uplink

System Configuration

Receiver Sensitivity for Data

Channel (dBm)

�91 �106 �93 �108 �93 �108 �93 �108

Hardware Link Budget for Control

Channel (dB)

115 144 153 157 158 157 158 156

Hardware Link Budget for Data

Channel (dB)

113 126 151 148 156 148 156 148

Calculation of Available Path Loss

Lognormal Shadow Fading

Standard Deviation (dB)

4 4 4 4 6 6 8 8

Shadow Fading Margin for

Control Channels (dB)

2.8 2.8 3.1 3.1 5 5 5 5

Shadow Fading Margin for Data

Channels (dB)

0.9 0.9 1.3 1.3 8.1 8.1 10.5 10.5

BS Selection/Macro-Diversity

Gain (dB)

0 0 0 0 4.9 4.9 6.7 6.7

Penetration Loss (dB) 0 0 0 0 0 0 0 0

Other Gains (dB) 0 0 0 0 9 9 9 9

Available Path Loss for Control

Channel (dB)

111 138 149 151 0 0 0 0

Available Path Loss for Data

Channel (dB)

111 122 148 144 140 136 137 134

Range/Coverage Efficiency Calculation

Maximum Range for Control

Channel (m)

100.0 100.0 1405.2 1621.2 1175.6 978.0 3210.9 2634.3

Maximum Range for Data

Channel (m)

100.0 100.0 1383.9 1062.7 1258.4 714.4 3565.5 1975.1

Coverage Area for Control

Channel (km2/site)

0.031 0.031 6.20 8.26 4.34 3.01 32.4 21.8

Coverage Area for Data Channel

(km2/site)

0.031 0.031 6.02 3.55 4.97 1.60 39.9 12.3
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TABLE 12-29 Self-Evaluation of 3GPP LTE-Advanced against Release 10 Requirements [41]

Scheme and Antenna
Configuration Direction

Duplex
Scheme

Release 10
Requirements(Cell
Spectral Efficiency/
Cell-edge Spectral
Efficiency)

Cell Spectral
Efficiency (bits/s/Hz/
cell)

Cell-edge Spectral
Efficiency(bits/s/Hz)

L [ 3 L [ 3

MU-MIMO 2 � 2 (C) Downlink FDD 2.4/0.07 2.69 0.090

JP-CoMP 2 � 2 (C) 2.4/0.07 2.70 0.104

MU-MIMO 4 � 2 (C) 2.6/0.09 3.43 0.118

CS/CB-CoMP 4 � 2 (C) 2.6/0.09 3.34 0.129

JP-CoMP 4 � 2 (C) 2.6/0.09 3.87 0.162

MU-MIMO 4 � 4 (C) 3.7/0.12 4.69 0.203

CS/CB-CoMP 4 � 4 (C) 3.7/0.12 4.66 0.205

JP-CoMP 4 � 4 (C) 3.7/0.12 5.19 0.269

MU-MIMO 2 � 2 (C) TDD 2.4/0.07 2.88 0.113

JP-CoMP 2 � 2 (C) 2.4/0.07 3.15 0.130

MU-MIMO 4 � 2 (C) 2.6/0.09 3.76 0.151

JP-CoMP 4 � 2 (C) 2.6/0.09 4.64 0.199

MU-MIMO 4 � 4 (C) 3.7/0.12 4.97 0.209

CS/CB-CoMP 4 � 4 (C) 3.7/0.12 5.06 0.244

JP-CoMP 4 � 4 (C) 3.7/0.12 6.61 0.330

Rel-8 SIMO 1 � 2 (C) Uplink FDD 1.2/0.04 1.33 0.047

CoMP 1 � 2 (C) 1.2/0.04 1.40 0.051

SU-MIMO 2 � 4 (C) 2.0/0.07 2.27 0.091

Rel-8 SIMO 1 � 2 (C) TDD 1.2/0.04 1.24 0.045

CoMP 1 � 2 (C) 1.2/0.04 1.51 0.051

SU-MIMO 2 � 4 (C) 2.0/0.07 2.15 0.090

MU-MIMO 2 � 4 (C) 2.0/0.07 2.59 0.079
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are specified for the 3GPP case 1 channel model [41] with 2 � 2, 4 � 2, and 4 � 4 antenna config-
urations in the downlink, and 1 � 2 and 2 � 4 antenna configurations in the uplink. Table 12-29 shows
the downlink/uplink cell and cell edge spectral efficiency results under the 3GPP case 1 configuration
for FDD and TDD modes. The results suggest that, if 3GPP LTE Rel-8 is extended with MU-MIMO
4 � 2 in the downlink, the 3GPP Rel-10 targets can be fulfilled. The table also includes the advanced
features by which the performance can be further improved. The uplink performance results indicate
that the 3GPP LTE Rel-8 SIMO and 3GPP LTE-Advanced CoMP, SU-MIMO andMU-MIMO schemes
can fulfill the 3GPP Rel-10 requirements. In the 3GPP case 1 scenario, the center frequency is 2.0 GHz,
the transmission bandwidth is 2 � 10 MHz for the FDD mode and 20 MHz for the TDD mode, inter-
site distance is 500 m, the path loss is 20 dB, and all users are assumed to be moving at 3 km/h.
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